



## REPORT DOCUMENTATION PAGE



# -merifand 




- sefurep neqnduco pue 's7800 72extput







 (b)


- دәzua0/Kiozejoqet


- 8861 ' 1 xequano


se axe preve neiford voṭzeṭ


- xezue0/Kionexocipt 20103 1Ty



-ySON 30 Kartrotisuodsal



-786l дeqpre0ea SL y6noxit









## DISCLAIMER NOTICE

THIS DOCUMENT IS BEST QUALITY PRACTICABLE. THE COPY FURNISHED TO DTIC CONTAINED A SIGNIFICANT NUMBER OF PAGES WHICH DO NOT REPRODUCE LEGIBLY.

1983 USAF/SCEEE RESEARCH INITIATION PROGRAM

> Conducted by
> Southeastern Center for Electrical Engineering Education
> under
> USAF Contract Number F49620-82-C-0035

RESEARCH REPPORIS
Volume I of II

Submitted to
Air Force Office of Scientific Research
Bolling Air Force Base
Washington, $D C$
By


Southeastern Center for Electrical Engineering Education

March 1985

This document has been approved for public release and sale; its distribution is unlimited.


## INIRODUCTION

## RESEARCH INITIATIUN PROGRAM - 1983

For several years prior to 1983. AFOSR conducted a special follow-on funding program for Summer Faculty Research Program (SFRP) participants; this was popularly known as the AFOSR Minigrant Program. That program was superceded in 1983 by the Research Initiation Proyram conducted by SCEEE.

To compete for a Research Initiation Program award, SFRP participants must submit a complete proposal and proposed budget either during or promptly after their SFRP appointnent periods. Awards to the 1983 participants may extend through 15 Decentber 1984.

Each proposal was evaluated for technical excellence, with special emphasis on relevance to continuation of the SFRP effort, as determined by the Air Force laboratory/center. The final selection of awards was the responsibility of AFOSR.

The most effective proposals were those which were closely coordinated with the SFRP Effort Focal Point and which followed the SFRP effort with proposed research having strong prospects for later sustained funding by the Air Force laboratory/center.

The maximum award under the Research Initiation Program is $\$ 12,000$ plus cost-sharing up to a matching total amount.

The mechanics of applying for a Research Initiation Program award are as follows:
(1) Research Initiation Program proposals of $\$ 12,000$ plus cost-sharing were to be submitted after August 1, 1983 but no later than November 1, 1983.
(2) Proposals were evaluated and the final award decision was the responsibility of AFOSR after consultation with the Air Force laboratory/center.
(3) The total available funding limited the number of awards to approximately half the number of 1983 SFRP participants.
(4) Subcontracts were negotiated with the employing institution, designating the SFRP participant as Prıncıpal Investigator, with the period of award having a start date no earlier than September 1, 1983 and a completion date no later than December 15, 1984.

Employing institutions were encouraged to cost-share since the program was designed as a research initiation procedure. Budgets included, where applicable, Principal Investigator time, graduate assistant and support effort, equipment and expendable supplies, travel and per diem costs, conference fees, indirect costs, and computer charges.

Volumes I and II of the 1983 Research Initiation Program Report contain copies of reports on all 53 of the subcontract efforts awarded under this program.
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#### Abstract

Consider a finite population for which the values of many variables are known on every unit. The sampling units for a multipurpose sample have been selected. A statistic based on the principal components of the auxiliary variables is proposed to measure the balance of the sample. The mean and variance of this statistic are derived. Calculations for two simple examples demonstrate the behavior of this measure with both simple random and purposive sampling. The statistic is then used to check the balance of various samples from a U. S. Air Force supply database.


## 1. INTRODUCTION

The population of interest consists of $N$ units, labelled $1.2, \ldots, N$. Associated with each unit there are $l^{\cdot-}$ variables, $x_{1}, x_{2}, \ldots, x_{V^{\prime}}$. The $x^{\prime} s$ are the auxiliary variables and their values are known on all $N$ units. Also associated with each unit are numerous variables which are not available without sampling. We refer to these variables as target variables and use the symbol $Y$ to denote any one of them. The target variable $Y$ could be a vector. A sample $s$, of $n$ units, will be selected. The values of $Y$ for these $n$ units sampled will be available for observation. The $n$ units sampled will constitute a database (or data bank). Requests for data on $Y$ will be made. The nature of the requests are unknown at the time of sampling. The resulting $Y$ data from the $n$ units will be used to make inferences about the entire $N$ units. The th $(r=1,2, \ldots, R)$ population and sample moments about the origin for the $v^{*}$ th auxiliary variable ( $v^{*}=1,2, \ldots, V^{*}$ ) are:

$$
\mu_{r}\left(v^{*}\right)=N^{-1} \sum_{N} x_{v^{*}}^{*}
$$

and

$$
m_{r}\left(v^{*}\right)=n^{-1} \sum_{0} x_{v^{*}}^{r}
$$

The $\sum_{N}$ indicates a summation over all units in the population, $\sum$, indicates a summation over sampled units.

In Royall and Herson(1973) a balanced sample is defined to have $\mu_{r}\left(v^{*}\right)=m_{r}\left(v^{*}\right)$ for $r=$ $1,2, \ldots, R$, for some $R$. However most of their results consider the case in which $V^{*}=1$, i.e. there is one auxiliary variable. More than one auxiliary variable is considered in Royall and Pfeffermann(1982).

In Royall and Herson(1973), an approximately balanced sample is defined to be a sample for which the values of $\Delta_{r}$ are small, where

$$
\Delta_{r}=\frac{m_{r}\left(v^{*}\right)-\mu_{r}\left(v^{*}\right)}{\mu_{r}\left(v^{*}\right)} \text { for } r=1,2, \ldots, R .
$$

Again a single variable ( $V^{*}=1$ ) is considered. The ratio estimator is shown to be approximately unbiased when the sample is approximately balanced. Royall and Herson(1973) state that conditions that yield an approximately balanced sample are easy to obtain but they do not elaborate on how to achieve those conditions.

The three purposes of this report are (i) to define a statistic, based on the principle components of the auxiliary variables which measures the balance of a sample; (ii) to find the mean and standard deviation of that statistic, and (iii) to recommend that this statistic along with its mean and standard deviation be reported for multipurpose samples.

The literature in finite population sampling has reported some theoretical results for balanced samples (i.e. perfectly balanced). For example. Royall and Herson(1973) state the following result:

$$
\text { If } m_{1}\left(v^{*}\right)=\mu_{1}\left(v^{*}\right) \text { for } v^{-}=1,2, \ldots, V^{\cdot}
$$

and

$$
Y_{k}=\beta_{0}+\beta_{1} x_{1 k}-\beta_{2} x_{2 k}+\ldots+\beta_{V N} x_{V{ }_{k}}+\epsilon_{k} \text { for } k=1,2, \ldots, N
$$

with $\epsilon_{k} \sim\left(0, \sigma^{2} \eta(x)\right), \eta(x)=\sum_{j=0}^{V^{\prime}} a_{j} x_{j}$ and, $a_{j}^{\prime} s$ are constants, then $\frac{N}{n} \sum, y$ is the best linear unbiased estimator of $\sum_{N} Y$. Royall and Herson(1973) also give similar results in which there is a single auxiliary variable and the function for $\boldsymbol{Y}$ is a polynomial in $\boldsymbol{x}$.

Royall and Pfeffermann(1982) show that there are no affects on the posterior distribution of the parameter of interest due to misspecification if the sample is balanced on both $\tilde{\boldsymbol{x}}_{1}$ and $\tilde{\boldsymbol{x}}_{2}$. The misspecified model is a linear relationship between $Y$ and $\bar{x}_{1}$ only, which they term the working model. The 'true model' has $Y$ as a linear function of both $\tilde{x}_{1}$ and $\tilde{x}_{2}$. They use this result to conclude that there is a role for random sampling in Bayesian inference because a random sample will, with some probability, provide balance on some of the components of $\tilde{\boldsymbol{x}}_{2}$.

The results of this work suggest that a restricted random sample be used. The restriction being that the sample is approximately balanced on the principal components of the known auxiliary variables.

The sampling environment for which the results of this work are appropriate have three characteristics:(1)The sampling units are large with respect to the entire population, and there is no
practical way to subsample, (2)The sample will be used for many purposes which are not known at the time of sampling, and (3) There are many auxiliary variables.

It is common for decision makers in large businesses and governments to maintain what is called a data bank, which is a sample with the above three characteristics. In addition to the auxiliary variables, the data bank contains the values of many target variables, but these values are available only for the units in the sample. In section 3 an Air Force Supply Data Bank is described. It has the three characteristics listed above.

The balancing statistic is defined in section 2 and its mean and variance are derived. Section 3 contains 3 examples, one of these being samples taken from Air Force supply data. The last section gives concluding remarks concerning the use of the balancing statistic.

## 2. BALANCING STATISTIC

We consider the case in which there are many auxiliary variables which may be strongly correlated. We employ principle components methodology to replace the $x^{\prime} s$ by uncorrelated auxiliary variables. Without loss of generality we can assume that $\tilde{X}=\left(x_{1}, x_{2}, \ldots, x_{V^{*}}\right)^{\prime}$ has mean $\tilde{0}$ and variance-covariance matrix $\Sigma$. Let the eigenvalues of $\Sigma$ be $\delta_{1}, \delta_{2}, \ldots, \delta_{V}$ * and the corresponding eigenvectors be $\tilde{g}_{1}, \tilde{g}_{2}, \ldots, \tilde{g}_{V^{*}} ; G=\left(\tilde{g}_{1}, \tilde{g}_{2}, \ldots, \tilde{g}_{V} \cdot\right)$. Then

$$
\Sigma=G \Delta G^{\prime}
$$

where $\Delta=$ diagonal $\left(\delta_{1}, \delta_{2}, \ldots, \delta_{k^{*}}\right)$. The principle components are

$$
z_{i}=\tilde{g}_{i}^{\prime} \tilde{X} .
$$

Let the $V$ principle components, $\left(z_{1}, z_{2}, \ldots, z_{V}\right)$, corresponding to the $V$ largest eigenvalues, be the auxiliary variables on which the sample will be approximately balanced. The $z^{\prime} s$ are uncorrelated. The $r^{\text {th }}(r=1,2, \ldots, R)$ population and sample moments about the origin for the $v^{\text {th }}$ principle component ( $v=1,2, \ldots, V$ ) are:

$$
\mu_{r}(v)=N^{-1} \sum_{N} z_{v}^{r}
$$

and

$$
m_{r}(v)=n^{-1} \sum_{v} z_{v}^{r}
$$

Under simple random sampling

$$
E\left[m_{r}(v)\right]=\mu_{r}(v) .
$$

If $N$ is large relative to $n$, the population size can be considered infinite and the finite population correction can be ignored. From Kendall and Stuart(1963,p.229),

$$
\begin{equation*}
\operatorname{Var}\left[m_{r}(v)\right]=n^{-1}\left[\mu_{2 r}(v)-\mu_{r}^{2}(v)\right] . \tag{2.1}
\end{equation*}
$$

As a measure of balance we define:

$$
B=\sum_{r=1}^{R} B_{r}
$$

where

$$
B_{r}=\sum_{v=1}^{k} \frac{n!m_{r}(v)-\left.\mu_{r}(v)\right|^{2}}{\mu_{2 r}(v)-\mu_{r}^{2}(v)} .
$$

The quantity $B$ measures the squared error between the sample and population moments for $V$ principle components and for $R$ moments. The purpose of the remaining part of this section is to derive the mean and variance of $B$.

The result is:

$$
\begin{equation*}
E[B]=k R \tag{2.2}
\end{equation*}
$$

and

$$
\begin{align*}
& \operatorname{Var}[B]=2 k R \\
&+2 \sum \sum_{r \neq 1} \sum_{i}\left(\mu_{2 r}-\mu_{r}^{2}\right)^{-1}\left(\mu_{2 s}-\mu_{s}^{2}\right)^{-1}\left(\mu_{r+}-\mu_{r} \mu_{t}\right)^{2} ;  \tag{2.3}\\
&-n^{-1} \sum_{r} \sum_{i} \sum_{i}^{1}\left(\mu_{2 r}-\mu_{r}^{2}\right)^{-1}\left(\mu_{2 s}-\mu_{s}^{2}\right)^{-1} f(\mu)
\end{align*}
$$

where

$$
f(\mu)=\mu_{2 r+2 q}-\mu_{2 r} \mu_{2 q}-2 \mu_{2 r+s} \mu_{g}+2 \mu_{2 r} \mu_{g}^{2}-2 \mu_{2 r+r} \mu_{r}-2 \mu_{2 s} \mu_{r}^{2}-2 \mu_{r+g}^{2}+8 \mu_{r+s} \mu_{r} \mu_{g}-6 \mu_{r}^{2} \mu_{g}^{2}
$$

The innermost summation is over the $V$ principal components and the notation of showing that the population moments are for variable $v$ has been deleted for brevity of presentation.

The main steps in deriving this result are as follows. For (2.2),

$$
\begin{gathered}
E\left(B_{r}\right)=\sum_{i=1}^{k} \frac{n E\left(m_{r}-\mu_{r}\right)^{2}}{\mu_{2 r}-\mu_{r}^{2}}=k ; \\
E(B)=\sum_{r=1}^{R} E\left(B_{r}\right)=k R .
\end{gathered}
$$

The main steps for showing (2.3) are:

$$
\begin{gather*}
\operatorname{Var}\left(B_{r}\right)=\sum_{i=1}^{k} \frac{n^{2} V \operatorname{ar}\left(m_{r}-\mu_{r}\right)^{2}}{\left(\mu_{2 r}-\mu_{r}^{2}\right)^{2}}  \tag{2.4}\\
=\sum_{i=1}^{k} \frac{n^{2}\left[V a r\left(m_{r}^{2}\right)+4 \mu_{r}^{2} V \operatorname{ar}\left(m_{r}\right)-4 \mu_{r} \operatorname{Cov}\left(m_{r}^{2}, m_{r}\right)\right]}{\left(\mu_{2 r}-\mu_{r}^{2}\right)^{2}} . \\
\operatorname{Var}\left(m_{r}^{2}\right)=E\left(m_{r}^{4}\right)-\left[E\left(m_{r}^{2}\right)\right]^{2} .  \tag{2.5}\\
E\left(m_{r}^{2}\right)=n^{-1} \mu_{2 r}+\left(1-n^{-1}\right) \mu_{r}^{2} .  \tag{2.6}\\
1-5
\end{gather*} .
$$

$$
\begin{equation*}
E\left(m_{r}^{4}\right)=n^{-4}\left|n \mu_{4 r}+4 n(n-1) \mu_{3 r} \mu_{r}+3 n(n-1) \mu_{2 r}^{2}+6 n(n-1)(n-2) \mu_{2 r} \mu_{r}^{2}+n(n-1)(n-2)(n-3) \mu_{r}^{4}\right| \tag{2.7}
\end{equation*}
$$

Substituting (2.6) and (2.7) into (2.5) yields

$$
\begin{align*}
\operatorname{Var}\left(m_{r}^{2}\right)= & n^{-3} \mu_{4 r}+4\left(n^{-2}-n^{-3}\right) \mu_{3 r} \mu_{r}-\left(2 n^{-2}-3 n^{-3}\right) \mu_{2 r}^{2} \\
& +\left(4 n^{-1}-16 n^{-2}+12 n^{-3}\right) \mu_{2 r} \mu_{r}^{2}-\left(4 n^{-1}-10 n^{-2}+6 n^{-3}\right) \mu_{r}^{4}
\end{aligned} \quad \begin{aligned}
& \operatorname{Cov}\left(m_{r}^{2}, m_{r}\right)=n^{-2} \mu_{3 r}+\left(2 n^{-1}-3 n^{-2}\right) \mu_{2 r} \mu_{r}-\left(2 n^{-1}-2 n^{-2}\right) \mu_{r}^{3} \tag{2.8}
\end{align*}
$$

Substituting (2.1),(2.8), and (2.9) into (2.4) yields

$$
\operatorname{Var}\left(B_{r}\right)=2 k
$$

$$
-n^{-1} \sum_{i=1}^{k}\left(\mu_{2 r}-\mu_{r}^{2}\right)^{-2}\left(\mu_{4 r}-4 \mu_{3 r} \mu_{r}-3 \mu_{2 r}^{2}+12 \mu_{2 r} \mu_{r}^{2}-6 \mu_{r}^{4}\right)
$$

$$
\begin{gathered}
\operatorname{Var}(B)=\sum_{r=1}^{R} \operatorname{Var}\left(B_{r}\right)+2 \sum \sum_{\kappa_{e}} \operatorname{Cov}\left(B_{r}, B_{s}\right) \\
=2 k R
\end{gathered}
$$

$$
\begin{equation*}
+n^{-1} \sum_{i=1}^{k}\left(\mu_{2 r}-\mu_{r}^{2}\right)^{-2}\left(\mu_{4 r}-4 \mu_{3 r} \mu_{r}-3 \mu_{2 r}^{2}+12 \mu_{2 r} \mu_{r}^{2}-6 \mu_{r}^{4}\right) \tag{2.10}
\end{equation*}
$$

$$
-2 \sum \sum_{\kappa_{0}} E\left(B_{r} B_{4}\right)-k^{2}
$$

$$
\begin{align*}
& E\left(B, B_{s}\right)=k^{2} \\
&+\sum_{i=1}^{k}\left(\mu_{2 r}-\mu_{r}^{2}\right)^{-1}\left(\mu_{2,}-\mu_{0}^{2}\right)^{-1}\left[2 \mu_{r}^{2} \mu_{p}^{2}+2 \mu_{r+}^{2}, 4 \mu_{r+s} \mu_{r} \mu_{i}+n^{-1} f(\mu)\right] \tag{2.11}
\end{align*}
$$

Substituting (2.11) into (2.10) gives (2.3).

## 3. EXAMPLES

In this section, the statistic $B$ is calculated for samples from 3 populations. In all cases the first four moments are used $(R=4)$. A population is defined by its N units and the known values of the $V^{*}$ auxiliary variables. Based on the $V^{*}$ auxiliary variables, $V$ principal components are found.

For each population and its associated principal components the mean and standard deviation of $B$ are stated. Several samples of different sizes are taken. Some of the samples are selected by simple random sampling. Other samples are purposively selected. The value of $B$ is reported for each sample. Reflecting on the resulting values of $B$ lead to the concluding remarks which are given in the next section.

Population I This example demonstrates the variation in $B$ pictorially. Population I has 100 units ( $N=100$ ) and a single auxiliary variable $X\left(V^{*}=1\right)$. Furthermore, the values of $X$ are the unit indices, i.e. $X_{1}=i(i=1, \ldots, 100)$. Five simple random samples of size 2 were taken. The samples are depicted in Figure 3.1. A blackened strip indicates a sampled index. The corresponding value of $B$ is given directly above the chart. From the 5 simple random samples, the best balanced sample had a $B$ of 0.38 . That sample consisted of indices 15 and 85.

For this population and a sample of size 2, the mean and standard deviation of $B$ are 8.00 and 4.46, respectively. It is interesting to note that the sample with indices 3 and 99 has a larger value of $B$ than the $(57,98)$ sample. Obviously, the $(3,99)$ sample is better balanced on the first moment. However, the second and fourth moments cause the value of $B$ for the $(3,98)$ sample to be large. Both of these samples have a value of $B$ larger than its mean. It is reasonable not to use any sample with a $B$ value larger than its mean. This recommendation will be discussed further in the next section.

For this population, it is easy to select all possible samples of size 2. There are 4950 possible samples. The value of $B$ was calculated for all these samples. Five samples are shown in Figure 3.2. Two samples provide the smallest value of $B$. They are ( 19.81 ) shown at the top of Figure 3.2 and ( 20,82 ), not shown. The largest value of $B$ is 41.76 , which results with either sample $(99,100)$ (not shown) or (1,2), shown at the bottom of Figure 3.2

Figure 3.3 consists of charts for 5 simple random samples of size 6 . The mean and standard deviation of $B$ for $n=6$ is 4.00 and 4.08 , respectively. Figure 3.4 consists of 5 purposively selected samples. It is interesting to note that the second sample in Figure 3.4 was chosen purposively and with some care towards balance. However, the value of its $B$ was higher than 3 of the 5 random samples from Figure 3.3. The implications of this observation will be further discussed in the next section.

Population II This population was taken from Press and Wilson(1978). The units are the 50 states of the U.S. The 3 variables we will consider are $X_{1}$ (per capita income in $\$ 1000$ ), $X_{2}$ (birth rate), and $X_{3}$ (death rate).

The output of the principal components analysis is given in Table 3.1. Table 3.2 gives the values of $B$ for a sample of size 2. The computations for $B$ were based on both the first principal component only ( $k=1$ ) and the first two principal components ( $k=2$ ). For $k=1$ the mean and standard deviation of $B$ are 4.00 and 9.11 ; for $k=2$ the mean and standard deviation of $B$ are 8.00 and 17.99 .

The first five entries in Table 3.2 are simple random samples and all except one (Nebraska and South Dakota) have a value of $B$ below its mean. Of the 5 purposive samples the first (Arkansas,Delaware) and the last (Louisiana,South Dakota) were selected based on a complete enumeration of all possible samples of size 2. The (Arkansas,Delaware) sample resulted in the 1-7
smallest value of $B$ for the $k=1$ case. The (Louisiana,South Dakota) sample resulted in the largest value of $B$. The other 3 samples were chosen as interesting cases. For example, (New York, California) is the sample of the $\mathbf{2}$ most populous states.

The values in Table 3.2 indicate that a single sampling unit can greatly influence the value of $B$. The state of South Dakota is in the 2 samples which have large $B$ values. From the original data the death rate for South Dakota is 2.4. The next largest death rate is 1.3. The implications of a single sample point will be discussed further in the next section.

In Table 3.3 the Population II data was again used but this time with a sample of size 6 . The mean and standard deviation of $B$ are 4.00 and 6.36 , respectively. The first 5 entries are simple random samples. The last 4 entries are purposively selected. The first 2 of these consist of the 6 most populous states and the 6 least populous states. The 50 states were stratified by population into 6 strata with 8 states in each stratum except for the last stratum which had the 10 states with the smallest population. The third purposive sample chose the state from each stratum which had the largest population. The last purposive sample chose the state from each stratum with the smallest population.

Those samples which include South Dakota again yeild large values of $B$. The only sample which provided a very small value of $B$ was the third purposive sample, which was purposively selected from a stratified design. The implications of this observation will be discussed further in the next section.

Population III The final population to be discussed is the population that lead to the author's inquiry into the question of balancing. This population consists of 96 units. The units are the 96 U.S. Air Force bases which belong to the six major commands. A list of these 96 bases and the commands to which they belong is given in Table 3.4. Twelve supply variables have been chosen as auxiliary variables. They are reported for each base every month. A list of these variables is given in Table 3.5. The data is from April, 1982.

A principal components analysis yielded the output given in Table 3.6. The first 3 eigenvectors were used to develope scores on the 96 units, so $V=3$.

Five simple random samples of size 2 were selected and their values of $B$ are reported in Table 3.7. The $E[B]=12.00$ and $S D[B]=26.59$.

All possible samples of size 2 were selected and their values of $B$ calculated. The smallest value of $B$ is 0.56 as reported in the first purposive sample in Table 3.7. The largest is 225.21 which is also reported in Table 3.7.

Table 3.8 gives the values of $B$ for the Air Force supply data using a sample size of 6 ( $E[B]=$ 12.00 and $S D[B]=16.84$ ). The first 5 entries are simple random samples.

The sixth entry in Table 3.8 is a purposively selected sample which consists of one base from each major command. This sample was selected by Air Force personnel and put forth as repre-
sentative. These 6 bases provide additional data in the form of $Y$ or target variables to the Air Force Logistics Management Center. The value of the $Y$ variables observed at these six bases are used as input into stockage policy analysis. This additional data is not observed at the other 90 bases. The choice of these 6 bases has been previously investigated by Andrews and Gentner(1983) and the concepts of a representative sample as discussed by Kruskal and Mosteller(1979a,b,c,1980) have been considered.

The next two purposive samples were selected based on the values of the variable V1, which is a measure of size of the base. The second purposive sample took the 6 largest bases out of the 96. The third purposive sample selected the 6 smallest bases. For the last 2 samples in Table 3.8 the population of bases was stratified by major command as given in Table 3.4. The largest and smallest in each stratum refer to variable V1.

The obvious conclusion based on Table 3.8 is that the sample purposively chosen by Air Force personnel is well balanced. Additional remarks on the values of $B$ calculated in this and previous tables will be discussed in the next section.

## 4. CONCLUDING REMARKS

(1) Balancing on $X$ seems to makes sense only if the target variable $V^{*}$ is correlated with $X$. In the first population the $X$ values are just indicies and balancing on $X$ might seem to be worthless. However a sample is taken to be used. It is my contention that a user will not put as much credence in a poorly balanced sample on the indices as one without obvious balancing problems.For example, if (1,2) was the sample from population 1, would a user proceed without hesitation? Therefore I take the extreme position that even if one knows (one could be wrong) that $X$ is uncorrelated with $Y$, I still recommend a restricted random sample. The restriction being that only values of $B$ less than $\left.E_{:}^{\prime} B\right]-\delta S D_{i}^{\prime} B_{j}(\delta \geq 0)$ are acceptable.
(2) Figures 3.3 and 3.4 demonstrate that caution is in order if one uses a purposive sample. The second sample from the top in Figure 3.4 was selected with the idea that it would be well balanced. However, 3 of the 5 simple random samples had a smaller $B$. That comparison supports the suggestion to use a restrictive random sample.
(3) As demonstrated with the Press and Wilson data, one unit in a sample may be responsible for a large value of $B$. Does a sampling unit which causes imbalance adversely affect the inference? The answer is not obvious and it will depend on the type of inference procedure used. However, it would be wise to treat such a situation with caution and to possibly exclude that unit from the population.
(4) The statistic $B$ equally weights each principal component used in developing scores. It also weights each of the $R$ moments equally. This is reasonable uniess additional information is available about the the components or moments. Another approach would be to report a vector of balance
measures based on moments and/or variables but comparison of samples would be difficult.
(5) A restrictive random sample allows the sample to be irregularly spaced throughout the auxiliary variable space. The sample of size 6 at the top of Figure 3.4 is not ideal even though it has a low value for $B$. It is too regular. Choosing a sample by minimizing $B$ would set higher order inclusion probabilties for adjacent items to zero. A random sample with an adequately small value of $B$ is preferable. Randomness avoids the pitfalls of regularly but unrestricted randomness may result in misleading inferences.
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Figure 3.4
Balance Charts for Purposive Samples (Sample Size=6)



| STA | TES | METHOD OF SELECTION | $\underset{(k=1)}{\text { VALUES OF }} \quad \underset{(k=2)}{8}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| Nevada | Mississippi |  |  |  |
| Missouri | South dakota SRS |  | 14.00 | 34.52 |
| Nebraska | Tennessee |  |  |  |
| Georgia | New York |  | 2.15 | 2.66 |
| Delaware | Rhode Island | SRS |  |  |
| Ohio | Indiana |  |  |  |
| Michigan | Maine |  |  |  |
| New Jersey | Washington | SRS | 2.70 | 3.48 |
| Nevada | North Carolina |  |  |  |
| Nebraska | South Carolina |  | 7.31 | 8.00 |
| Louisiana | North Carolina | a SRS |  |  |
| New York | North Dakota |  |  |  |
| Texas | Iowa |  |  |  |
| Georgia | Nebraska <br> North Carolina | SRS | 2.60 | 3.78 |
| New Mexico |  |  |  |  |
| California | New York Pur | Purposive: | 3.92 | 4.78 |
| Texas | Pennsylvania | Most |  |  |
| Illinois | Florida | Populous |  |  |
| Alaska | Wyoming <br> Delaware | Purposive: | 5.34 | 23.87 |
| Vermont |  | Least |  |  |
| North Dakota | South Dakota | Populous |  |  |
| California | New Jersey P | Purposive: | 0.67 | 1.48 |
| Tennessee |  | Largest in |  |  |
| Arkansas | N. Hampshire | Stratum |  |  |
| Alaska | Rhode Island P | Purposive: | 6.01 | 6.93 |
| West Va. | Colorado Sma | Smallest in |  |  |
| Louisiana | NorthCar. Ctratum |  |  |  |
| TABLE 3.3 |  |  |  |  |  |  |  |
| Values of $B$ for Press and Wilson Data ( $n=6$ ) |  |  |  |  |


| Index | Base | Major Command | Index | Base | Major Command |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Keesler | Air Training Command | 25 | McGuire | Military Airlift Command |
| 2 | Chanute | Air Training Command | 26 | Lajes | Military Airlift Command |
| 3 | Sheppard | Air Training Command | 27 | Pope | Military Airlift Command |
| 4 | Columbus | Air Training Command | 28 | Dover | Military Airlift Command |
| 5 | Vance | Air Training Command | 29 | K.I. Sawyer | Strategic Air Command |
| 6 | Williams | Air Training Command | 30 | Minot | Strategic Air Command |
| 7 | Lackl and | Air Training Command | 31 | Wurtsmith | Strategic Air Command |
| 8 | Lowry | Air Training Command | 32 | Offutt | Strategic Air Command |
| 9 | Reese | Air Training Command | 33 | Barksdale | Strategic Air Command |
| 10 | Mather | Air Training Command | 34 | Vandenberg | Strategic Air Command |
| 11 | Maxwell | Air Training Command | 35 | F.E. Warren | Strategic Air Command |
| 12 | Randolph | Air Training Command | 36 | Plattsburg | Strategic Air Command |
| 13 | Laughlin | Air Training Comand | 37 | Griffis | Strategic Air Command |
| 14 | Scott | Military Airlift Command | 38 | Farichild | Strategic Air Command |
| 15 | Hurlburt | Military Airlift Command | 39 | McConnell | Strategic Air Command |
| 16 | Charleston | Military Airlift Command | 40 | Pease | Strategic Air Command |
| 17 | Altus | Military Airlift Command | 41 | Whiteman | Strategic Air Command |
| 18 | Rhein Main | Military Alrilft Command | 42 | Malmstrom | Strategic Air Command |
| 19 | Andrews | Military Airlift Command | 43 | Blytheville | Strategic Air Command |
| 20 | Travis | Military Airlift Command | 44 | Grissom | Strategic Air Command |
| 21 | Norton | Military Airlift Command | 45 | Grand Fork | Strategic Air Command |
| 22 | Little Rock | Military Airlift Command | 46 | Dyess | Strategic Air Command |
| 23 | Kirtland | Military Airlift Command | 47 | March | Strategic Air Command |
| 24 | McChord | Military Airlift Command | 48 | Castle | Strategic Air Command |


| Index | Base | Major Command | Index | Base | Major Command |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 49 | Loring | Strategic Air Command | 74 | Clark | Pacific Air Force |
| 50 | Beale | Strategic Air Command | 75 | Taegu | Pacific Air Force |
| 51 | Carswell | Strategic Air Comand | 76 | Hickam | Pacific Air Force |
| 52 | Ellsworth | Strategic Air Command | 77 | Kadena | Pacific Air Force |
| 53 | Langley | Tactical Air Command | 78 | Kunsan | Pacific Air Force |
| 54 | Holloman | Tactical Air Command | 79 | Osan | Pacific Air Force |
| 55 | Shaw | Tactical Air Command | 80 | San Vito | U.S. Air Force - Europe |
| 56 | England | Tactical Air Command | 81 | Mildenhall | U.S. Air Force - Europe |
| 57 | Myrtle Beach | Tactical Air Command | 82 | Zweibrucken | U.S. Air Force - Europe |
| 58 | S. Johnson | Tactical Air Command | 83 | UpperHeyford | U.S. Alr Force - Europe |
| 59 | Howard | Tactical Air Command | 84 | Torrejon | U.S. Alr Force - Europe |
| 60 | George | Tactical Air Command | 85 | Lakenheath | U.S. Air Force - Europe |
| 61 | MacDill | Tactical Air Command | 86 | Sembach | U.S. Air Force - Europe |
| 62 | Tyndall | Tactical Air Command | 87 | Bitburg | U.S. Air Force - Europe |
| 63 | Keflavik | Tactical Air Command | 88 | Ramstein | U.S. Air Force - Europe |
| 64 | Homestead | Tactical Air Command | 89 | Hahn | U.S. Air Force - Europe |
| 65 | Moody | Tactical Air Command | 90 | Springdahla | U.S. Air Force - Europe |
| 66 | Nellis | Tactical Air Command | 91 | Alconbury | U.S. Air Force - Europe |
| 67 | Cannon | Tactical Air Command | 92 | Bentwaters | U.S. Air Force - Europe |
| 68 | Bergstrom | Tactical Air Command | 93 | Aviano | U.S. Air Force - Europe |
| 69 | D-Monthan | Tactical Air Command | 94 | Incirlik | U.S. Alr Force - Europe |
| 70 | Luke | Tactical Air Command | 95 | Hellenikon | U.S. Air Force - Europe |
| 71 | Mt. Home | Tactical Mir Command | 96 | Camp NewAmst | U.S. Air Force - Europe |
| 72 | Yokota | Pacific Air Force |  |  |  |
| 73 | CIRF Kadena | Pacific Atr Force |  |  |  |

TABLE 3.4
aIr bases and major commands
CATEGORY 1: MEASURES OF SIZEV1 - Number of Items RecordsOverall Total (Repair Cycle)
CATEGORY 2: ACTIVITY MEASURES
V2 - Total Transactions (Supplies)
V3 - Total Issues (Supplies)
V4 - Total Due-Outs (Supplies)
V5 - Total Receipts (Supplies)
V6 - Total Overall Requisitions Total Number
CATEGORY 3: EFFECTIVENESS MEASURES
V7 - Recoverable Issue Effectiveness
V8 - Recoverable Release Effectiveness
V9 - Total Item Records with Requisi-tion Objective, Zero AccessibleAssets - Overall Total
CATEGORY 4: REPAIR CYCLE INFORMATION
V10 - Average RCT for Total RTS Total All Organizations
V11 - Average RCT for Total NRTSTotal All OrganizationsV12 - Average RCT for Total CondemnedTotal All Organizations

TABLE 3.5
AIR FORCE SUPPLY VARIABLES

|  | $(1)$ | $(2)$ | $(3)$ |
| :---: | :---: | :---: | :---: |
| EIGENVALUES | 6.2337 | 2.2224 | 1.1653 |
| \% VARIANCE | 51.95 | 70.47 | 80.18 |
|  |  |  |  |
| 1.V1 | .34247 | -.01612 | -.08775 |
| 2.V2 | .39357 | .04980 | .00980 |
| 3.V3 | .36595 | .09850 | .02281 |
| 4.V4 | .38871 | .02107 | .00005 |
| 5.V5 | .38961 | .03858 | -.00622 |
| 6.V6 | .38939 | .03312 | .03650 |
| $7 . V 7$ | .00740 | .04892 | .83608 |
| $8 . V 8$ | -.02456 | .42394 | .34685 |
| $9 . V 9$ | .35714 | .00777 | -.08464 |
| $10 . V 10$ | .03946 | -.53931 | .09781 |
| $11 . V 11$ | .03875 | -.60602 | -.01550 |
| $12 . V 12$ | .09005 | -.37979 | .39244 |

TABLE 3.6
Output from Principal Components for Air Force Supply Data

| BASES |  | METHOD OF SELECTIOM | VALUES OF B $(k=3)$ |
| :---: | :---: | :---: | :---: |
|  |  |  |  |
| Grissom | Incirlik | SRS | 2.06 |
| San Vito | Torrejon | SRS | 17.58 |
| Lowry | Cannon | SRS | 44.68 |
| McChord | Lajes | SRS | 10.27 |
| D-Monthan | Maxwell | SRS | 3.47 |
| Howard | Osan | Purposive | 0.56 |
| Carswell | Aviano | Purposive | 225.21 |
| Values of B for Air Force Supply Data |  |  |  |


|  | METHOD OF |
| :---: | :---: | :---: |
| BASES VALUES OF B |  |
| SELECTION |  |


| Columbus <br> Mildenhall <br> Randolph | McGuire <br> Altus <br> Zweibrucken | SRS | 4.77 |
| :---: | :---: | :---: | :---: |
| Norton | Castle |  |  |
| Camp NewAmst | Mather | SRS | 4.12 |
| Plattsburg | Howard |  |  |
| McChord | Osan |  |  |
| Plattsburg | Langley | SRS | 19.43 |
| Taegu | Clark |  |  |



| F.E.Warren | Mildenhall |  |
| :--- | :--- | :--- | :--- |
| Rhein Main Blytheville | SRS | 5.32 |

Loring Norton

| Bergstrom <br> Taegu <br> Maxwell | Loring <br> Shaw <br> Upper Heyford | SRS | 4.76 |
| :---: | :---: | :---: | :---: |
| Randolph Minot Kunsan | Little Rock England Upper Heyford | Purposive: Data Bank Bases | 2.18 |
| Nellis Offutt Langley | Clark <br> Kadena <br> Travis | Purposive: Largest by V1 | 125.39 |


| Lackland | Maxwell | Purposive: |  |
| :---: | :---: | :---: | :---: |
| Chanute | San Vito | Smallest | 45.95 |
| Hellenikon | Columbus | by Vi |  |
| Keesler | Travis | Purposive: |  |
| Offutt | Nellis | Largest in | 158.49 |
| Clark | Ramstein | Stratum |  |


| Lackland | Lajes | Purposive: |  |
| :---: | :---: | :---: | :---: |
| F.E.Warren | Howard | Smallest in | 32.85 |
| Taegu | San Vito | Stratum |  |

TABLE 3.8
Values of $B$ for Air Force Supply Data

$$
(n=6)
$$
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Abstract-Emission lineshapes are calculated numerically for isolated optically thick infrared lines in the earthlimb as a function of tangent height using a general non-local thermodynamic equilibrium (non-LTE) upper-atmospheric line-by-line radiation transport code. It is also shown that the exact integral form of the transport equation can be written in a form that is easily amenable to analytical approximation of high accuracy. In this form the limb spectral radiance $I_{\nu}$ appears as a weighted average of $n_{u} / n_{1}$, the ratio of upper-state to lower-state population density, multiplied by the absorptivity l-exp $[-r(v)]$, where $(v)$ is the total optical path along the line-ofsight. In the wings the variation of $I_{v}$ is governed by the absorptivity, while in the core of the optically-thick line $I_{v}$ is determined by the averaged population ratio. The analytical forms enable one to calculate all the important features of the self-absorbed line and agree remarkably well with the more time-intensive numerical calculation. We illustrate these results by calculations on the $15 \mu \mathrm{~m} \mathrm{CO}_{2} \quad \nu_{2}\left(01^{1} 0-00^{\circ} 0\right)$ vibrational transition for tangent heights ranging through the mesosphere and lower thermosphere. Even though the collision linewidth is less than $1 \%$ of the Doppler width at these altitudes, we show that it is essential to use the Voigt line profile in this calculation rather than the Doppler profile. Failure to do so leads to a total band radiance in error by up to a factor of three, as well as incorrect bandshapes and lineshapes.

Probing the earth's high-altitude atmosphere by observing emittirg species in the earthlimb from balloon, rocket, or satellite platforms has become increasingly popular in recent years ${ }^{1-6}$. By scanning the earthlimb as a function of tangent height, one obtains a radiance profile which can be inverted to yield species concentration and temperature information ${ }^{7,8}$. This technique is capable of high vertical resolution and large area coverage. The large limb optical paths available compared to upward-looking or downward-looking probes and the very low background radiation from space contribute to high signal-to-noise ratio and allow the identification of weak emitters. These techniques have been successfully employed in measuring and analyzing the diurnal ${ }^{6,9}$, latitudinal, and seasonal ${ }^{10}$ behavior of the infrared emissions from the earth's mesosphere and thermosphere.

The calculation of the propagation of light from a high-altitude molecular emitter viewed in the limb of a planetary atmosphere is accompanied by many complications, especially in the infrared region of the spectrum where the vibration-rotation bands of most atmospheric molecular species lie. The optical path is inhomogeneous, with the atmosphere becoming less dense and the mixing ratio and temperature of the emitting species changing as one proceeds outward from the tangent point along the path in either direction. At sufficiently high altitude, and certainly by the time one has reached 65 km , collisions are insufficiently frequent to maintain the vibrational populations in equilibrium, and the atmosphere deviates from the condition of local thermodynamic equilibrium (LTE). In the non-LTE region absorption of sunshine and earthshine, chemiluminescent processes, and radiation to space, in addition to collisional processes, determine the vibrational population
distribution. Additional difficulties are contributed by the presence of hot bands and isotopic bands, the overlapping of bands, and especially by the fact that strong lines become optically thick.

Most infrared atmospheric radiation analyses have used band models because of the increase in computational speed which they allow ${ }^{1 l}$. Nevertheiess, the increased accuracy possible with the more time-consuming line-by-line calculations is well-known, and various methods have been proposed to increase computing speed ${ }^{12-14}$. In this paper we present a general numerical treatment of non-LTE infrared earthlimb emission lineshapes, using a recently developed computer code ${ }^{15}$, and al so show how various analytical approximations of high accuracy can be used to provide important insights and to significantly shorten computation time. We express the solution of the radiation transport equation for the spectral radiance within non-overlapping lines in the form $I_{V}-<R>\{1-\exp [-r(\nu)]\}$, where $<R>$ is essentially a weighted average of the ratio of upper-level to lower-level populations $n_{u} / n_{1}$ of the emitter and $T(\nu)$ is the total optical path along the line-of-sight (LOS). This expression can be approximated in different ways in the line wings and in the line-center region. The expression for $I V$ is determined primarily by the variation of $\mathcal{T}(\nu)$ in the wings and by the variation of $<R>$ in the central region. We show that in the line-center region the variation of $\langle R\rangle$, and hence of $I V$, as a function of frequency reflects the variation in $n_{u} / n_{1}$ as a function of height. This suggests the possibility of inverting the radiance profile for a single line to obtain upper-ievel populations.

We concentrate in this paper on mesospheric emissions and show the critical importance of using the Voigt emission lineshape rather than the Doppler for optically thick lines in this part of the high-altitude atmosphere to predict properly band and line radiances, as well as the spectral radiance variation $I V$ within a singie line. This is true despite the fact that the Doppler linewidth is more than 100 times the collision width everywhere above $65-70 \mathrm{~km}$ altitude. The extremely slow $(\Delta v)^{-2}$ fall-off of the wings of the

Lorentzian is responsible for this effect. The observation that for very strong absorbers the wings of the line determine the absorption coefficient has been known for a long time in the field of atomic resonance radiation ${ }^{16}$. However, the manifestation of this effect in molecular vibration-rotation bands in the atmosphere is particularly striking. The wings of the Voigt profile are of importance not only in the calculation of mesospheric infrared limb emission, as pointed out in this paper, but also in the calculation of mesospheric infrared radiative cooling rates ${ }^{17}$.

High-resolution line-by-line limb emission spectra have been calculated by Rebours and Rabache recently 18,19 ; however, their code has been optimized for stratospheric calculations, where LTE conditions prevail and line broadening is predominantly Lorentzian, and they have concentrated on the far-infrared region (wavelength $<100 \mathrm{~cm}^{-1}$ ). A number of other slant-path line-by-line transmission and emission codes are optimized for the lower atmosphere where LTE conditions exist (for example ${ }^{20}$ ).

We begin in Sec. 2 with a discussion of the general features of the emission lineshape. Section 3 discusses the earthlimb viewing geometry. In Sec. 4 we present the integrated radiative transfer equation for $I V$ and recast it into the form of a product of $<R>$ and the absorptivity. The numerical solution of this equation is discussed in Sec. 5 , and the inadequacy of using the Doppler line profile in the $70-85 \mathrm{~km}$ altitude range is shown. Analytical approximations to the spectral radiance $\mathcal{l} \boldsymbol{v}$ in the line-center and line-wing regions are presented in Sec. 6, and Sec. 7 presents some concluding remarks.

The following discussion and results are generally applicable for non-overlapping spectral lines; however, for clarity we use the specific example of the $\mathrm{CO}_{2}$ bending mode $\Delta v_{2}=1\left(01^{1} 0-00^{0_{0}}\right)$ vibration-rotation transitions viewed in a limb look near 70 km tangent height.

In the presence of both Doppler and collision broadening, the lineshape for a homogeneous path is described by the familiar Voigt profile ${ }^{21}$, which is convolution of the Doppler and Lorentz profiles (Appendix A). (The colliston lineshape is Lorentzian in the impact approximation.l The use of a Voigt profile assumes that the Doppler and collisional broadening are independent broadening mechanisms which do not interfere. When the molecular mean free path between collisions is much shorter than the wavelength, $1_{f}<\lambda$, such destructive interference occurs and gives rise to the phenomenon of collisional or Dicke narrowing (for example 22, 23). In the mesosphere and thermosphere at infrared wavelengths, the mean free path is long enough that this condition is never satisfied, and we assume that Doppler and collisional broadening are independent for the remainder of this paper.

At 70 km altitude the Doppler linewidth (half-width at half-maximum) $\alpha_{D}$ $=(\nu \bar{V} / c)(1 n 2)^{1 / 2}$ is about $5.3 \times 10^{-4} \mathrm{~cm}^{-1}$ in the $15 \mu \mathrm{~m}$ spectral region, where $v$ is the frequency expressed in wavenumbers, $\bar{v}$ is the most probable molecular speed, and $c$ is the speed of light. At this altitude the collisional width $\alpha_{c}$ is $4.8 \times 10^{-6} \mathrm{~cm}^{-1}$, or only $1 / 110$ times the Doppler width. The shape of the line close to line center near 70 km altitude is expected to be Gaussian with a half-width given by $\alpha_{D}$. A few (approximately three) Doppler widths away from line center, the shape of the Ifne becomes Lorentzian. This is due to the fact that, no matter how much larger $a_{D}$ is than $a_{c}$, the Gaussian (Eq. A-1) decreases much more rapidly than the asymptotic form of the Lorentzian $\pi^{-1} a_{c}\left(v-v_{1}\right)^{-2}$ (Eq. A-2), and the latter dominates sufficiently far from ine center $\quad 0_{0}$.

Still further from line center, perhaps several tens of thousand Doppler widths away, the condition $c \Delta \nu=t_{c}^{-1}$ is achieved, where $t_{c}$ is the duration of a collision ${ }^{23}$. Then the impact approximation fails, and the details of the short-range part of the intermolecular potential and of the molecular trajectory during the collision dominate the lineshape. In this far-line-wing region, in simplest approximation, the lineshape falls off exponentially. Although this part of the molecular lineshape has raised several points, which so far have not been completely resolved, in this paper we need not be concerned with the shape of the line more than about twenty Doppler linewidths from line center, well within the region where the impact approximation is valid.

Suppose we have detector with infinite resolut, $n$ and negligible noise looking at the earth limb emission in the $15 \mu \mathrm{~m}$ spectral region and near 70 km tangent height. This detector will record emission from the fundamental of the bending mode of various isotopes of carbon dioxide. The observed emission will involve transitions in the various branches of bands ending not only in the ground vibrational level but also in higher vibrational levels. The detector will also resolve isotopic enissions and reveal the details of the lineshape of each vibration-rotation transition.

The shape of optically thin lines seen by our detector is a composite of lines obtained from different altitudes weighted by the density of emitters and the element of geometric path length at that altitude. The Doppler linewidth is independent of pressure and increases weakly with temperature $\alpha_{D} \sim T^{1 / 2}$, because the average speed increases with temperature. The Lorentz part
of the lineshape in the extreme wings may permit us to deduce the collisional linewidth $\alpha_{c}$. Because of the weak dependence of $\alpha_{c}$ on the temperature and because $\alpha_{c} \sim$ density, it may be possible to invert the lineshape in the extreme wings to obtain the density.

In the rest of this paper, we focus on the transmitted $\mathrm{CO}_{2}\left(\nu_{2}\right)$ lineshape or spectral radiance in the domain where self-absorption becomes important. Under the influence of self-absorption, the lineshape can be altered dramatically, and the relative importance of the Doppler center portion of the line and the Lorentzian wings can be changed. We will examine the spectral radiance in various regions of a single line and the variation of line radiance from line to line in the band. The way in which the spectral radiance and line radiance depend on the properties of the radiative transfer process and on atmospheric parameters will be investigated.

The geometry of a detector making earthlimb radiance measurements is illustrated in Fig. 1. The detector is in the exosphere above the spherical earth at an altitude $h_{d} \approx 300 \mathrm{~km}$. The point where the L 0 S of the detector meets the line from the center of the earth at right angles is called the tangent point, and the altitude of this point $h_{t}$ is called the tangent height. Looking at the earthlimb at tangent height $h_{t}$, the detector collects radiation from all altitudes $h$ such that $h_{t} \leq h$. The position along the LOS is characterized by its distance s measured from the tangent point. The path increment $\Delta s$ along the $L O S$ for an altitude increment $\Delta h$ above altitude $h$ is given by

$$
\begin{equation*}
\Delta s=\left(2 R+n+h_{t}\right)^{1 / 2}\left[\left(n-h_{t}+\Delta h\right)^{1 / 2}-\left(n-h_{t}\right)^{1 / 2}\right], \tag{3-1}
\end{equation*}
$$

where $R$ is the radius of the earth. For $h_{t}$ near 70 km and altitudes $h$ within a few tens of kilometers of $h_{t}$, we have

$$
\begin{equation*}
\Delta s=113.5 \mathrm{~km}^{1 / 2}\left[\left(h-h_{t}+\Delta h\right)^{1 / 2}-\left(h-h_{t}\right)^{1 / 2}\right] \tag{3-2}
\end{equation*}
$$

The point of Eq. (3-2) is that altitudes closer to the tangent height have longer path lengths along the LOS than those farther away. In fact, the path along the LOS within 1 km above $h_{t}$ is $2 \Delta s=227 \mathrm{~km}$, whereas the next 1 km increase in altitude contributes only 94 km . We thus emphasize that not all altitudes through which the LOS traverses make equal contributions to the path length along the $\operatorname{LOS}$ and that the contribution of altitudes close to the tangent height predominates. Of course, the contribution to the total radiance from a given altitude region is determined by weighting the path length $\Delta s$ by appropriate parameters characteristic of the radiating species, such as the upper-state density or the transmissivity. He discuss these factors in the next section.

In this section we develop some analytical results for the general line profile for limb radiance observations. The limb spectral radiance 1 Lphotons/cmi $\mathrm{sec} \mathrm{sr} \mathrm{cm}^{-1}$ ] at wavenumber $v$ is given by ${ }^{24}$

$$
\begin{align*}
I v & \left.=\frac{A}{4 \pi} \int_{-\infty}^{\infty} d s g\left[\nu-\nu_{0}, h(s)\right] n_{U} h(s)\right] \\
x & \exp \left\{-\frac{n \nu}{c} 8_{1} \rightarrow u \int_{s}^{\infty} d s^{\prime} g\left[\nu-\nu_{0}, h\left(s^{\prime}\right)\right] n_{1}\left[h\left(s^{\prime}\right)\right]\left(i-\gamma\left[h\left(s^{\prime}\right)\right]\right)\right\}, \tag{4-1}
\end{align*}
$$

where $A\left[\sec ^{-1}\right]$ is the Einstein coefficient for spontaneous emission, $B_{1 \rightarrow u}$ is the Einstein absorption coefficient $\left[\mathrm{cm}^{3} / \mathrm{erg} \sec ^{2}\right.$ molecule $=$ $\mathrm{cm} / \mathrm{gm}$ moleculej, $h$ multiplying $v$ is Planck's constant, and $n_{1}(h)$ and $n_{u}(h)$ are the densities $\left[\mathrm{cm}^{-3}\right]$ of the lower state and upper state of the emitting species, respectively, at altitude $h$. The function $g\left(\nu-\nu_{0}, h\right)$ $[\mathrm{cm}]$ is the normalized lineshape function centered at $\nu_{0}$, that is

$$
\begin{equation*}
\int_{-\infty}^{\infty} d v g\left(v-v_{0}, h\right)=1 \tag{4-2}
\end{equation*}
$$

It depends on altitude $I I$ through the temperature $T$ and the pressure $p$. (See Appendix A for functional forms.) The population factor $\boldsymbol{\gamma}(h)$ is given by

$$
\begin{equation*}
\gamma(h)=g_{j} n_{u}(h) / g_{u} n_{j}(h), \tag{4-3}
\end{equation*}
$$

where $g_{u}$ and $g_{j}$ are the statistical weights of the upper and lower states. Note that $d s$ and $d h$ are related by the infinitesimal limit of Eq. (3-1), namely

$$
\begin{equation*}
a s / d h=(1 / 2)\left[\left(2 R+h+h_{t}\right) /\left(n-n_{t}\right)\right]^{1 / 2} . \tag{4-4}
\end{equation*}
$$

Equation (4-1) has very simple and basic physics as its foundation. The number of photons emitted per unit volume at $n$ over the whole vibration-rotation line per second per steradian is $(A / 4 \pi) n_{u}$. of these, the number emitted at frequency $v$ is obtained by multiplying by $g\left(v, \nu_{0}, h\right)$, and the fraction reaching the detector is obtained by multiplication by the the exponential transmissivity factor. Finally, the resulting number is integrated over the whole optical path. Equation (4-1) assumes that the detector height $h_{d}$ is above the whole radiating atmosphere, so that the upper limit on the $s$ integral can be set to $+\infty$ and that there is no flux from space into the atmosphere. The equation also ignores scattering of any kind. The derivation of Eq. (4-1) also assumes a steady-state atmosphere which need not be in thermal equilibrium and includes stimulated emission through the factor $[1-\gamma(h)]$.

If we define the integrand of the exponential term in Eq. (4-1), that is the absorption coefficient, by

$$
\begin{equation*}
f[\nu, h(s)]=(h \nu / c) B_{1-u} g\left(\nu-\nu_{0}, h\right) n_{1}(h)[1-\gamma(h)] \tag{4-5}
\end{equation*}
$$

and define a weighting factor

$$
\begin{equation*}
\left.F[v, h(s), s]=f[v, h(s)] \exp \left\{-\int_{s}^{\infty} d s^{\prime} f L v, h\left(s^{\prime}\right)\right]\right\} \tag{4-6}
\end{equation*}
$$

then lusing the relation between the Einstein $A$ and $B$ coefficients and the definition of $\gamma$ ), Eq. (4-1) can be rewritten

$$
\begin{equation*}
I_{v}=2 c \nu_{0}^{2} \int_{-\infty}^{\infty} d s(\gamma[h(s)] /\{1-\gamma[h(s)]\}) F[\nu, h(s), s] \tag{4-7}
\end{equation*}
$$

Further substitution of

$$
\begin{equation*}
R(h)=\gamma(h) /[1-\gamma(h)] \tag{4-8}
\end{equation*}
$$

in Eq. (4-7) gives

$$
\begin{equation*}
I_{v}=2 c v_{0}^{2} \int_{-\infty}^{\infty} d s R[h(s)] F[v, h(s), s] \tag{4-9}
\end{equation*}
$$

Note that $2 c v{ }_{0}^{2} R(h)$ is equal to the blackbody spectral radiance at a temperature equal to the vibrational temperature $T_{v i b}$ for the $Q$ branch. In this case $T_{v i b}$ is related to $\gamma$ by

$$
\begin{equation*}
T_{\text {vib }}(h)=-h c v_{0} / k \ln \gamma(h) . \tag{4-10}
\end{equation*}
$$

For $P$ and $R$ branches an additional factor depending on the rotational temperature must be included to account for the population difference between lower and upper rotational states. The vibrational temperature $T_{\text {vib }}$ need not be equal to the common temperature $T$ characterizing the translational and rotational distributions. Furthermore, the interpretation of $2 c v \int_{0}^{2} R(h)$ as a blackbody spectral radiance does not require that the whole vibrational distribution be in equilibrium at $T_{\text {vib }}$.

Clearly the dimensionless factor $F$ is a positive quantity (because $f$ is everywhere positive) and can be used as a measure with which to average R over the LOS. The integral of the weight factor $F$ over the whole path is easily shown to be the absorptivity

$$
\begin{equation*}
\int_{-\infty}^{\infty} d s F[v, h(s), s]=1-\exp [-T(v)], \tag{4-11}
\end{equation*}
$$

where,$(r)$ is the total optical path,

$$
\begin{equation*}
r(r)=\int_{-\infty}^{\infty} d s f[r, h(s)] . \tag{4-12}
\end{equation*}
$$

Equation (4-9) can now be written

$$
\begin{equation*}
I_{t}=2 c v_{0}^{2}\langle R\rangle\{1-\exp [-,(v)]\}, \tag{4-13}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle R\rangle=\frac{\int_{d s} R[h(s)] F[v, h(s), s]}{\int d s F[v, h(s), s]} . \tag{4-14}
\end{equation*}
$$

the range of the integrals being $(-\infty, \infty)$.
The radiative transport equation. Eq. (4-13), is the central result of this paper. The radiance at frequency $v$ can be viewed as the effective blackbody radiance $2 c v \int_{0}^{2} R$, averaged over the $L O S$ with weighting function $F$, multiplied by the total absorptivity.

Note that $\langle R\rangle$ depends on the Einstein absorption coefficeint $B_{1} \rightarrow u$, or the line strength, only through the optical path. In two particular cases, namely (1) optically thin lines and (2) $R$ independent of height, the average value $\langle R\rangle$ is independent of the $B$ coefficient or the line strength. In the former case,

$$
\begin{equation*}
\langle R\rangle=\frac{g_{1} \int d s n_{u} g}{g_{u} \int d s n_{1} g(1-r)} \tag{4-15}
\end{equation*}
$$

while in the latter case $\langle R\rangle=R=$ constant.
In the next section we discuss computer solutions of Eq. (4-13) for $\mathrm{CO}_{2}$ ( ${ }^{\prime}{ }_{2}$ ) spectral lines and for a LOS intersecting the earthl imb.

The integral in Eq. (4-9) is approximated by partitioning the atmosphere above the tangent height with spherical shells and sumaing over the $n$ path segments, $n / 2$ on each side of the tangent point, resulting from the partition 15 ,

$$
\begin{equation*}
I_{v} \cong \sum_{i=1}^{n} R_{i} \int_{s_{i}}^{s_{i+1}} \text { ds } F[\nu, n(s), s] \text {. } \tag{5-1}
\end{equation*}
$$

Each atmospheric layer is chosen to correspond to al $\mathbf{l m}$ change in altitude. A constant value $R_{i}$ is assumed for the slowly varying function $R(h)$ in each layer, based on the mean value within the layer of vibrational temperature (and also rotational temperature for the $P$ and $R$ branches). The positions $s_{i}$ and $s_{i+1}$ bound the LOS in the $i$ th layer on the far and near sides, respectively, relative to the detector. A value of $n / 2$ equal to 50 was sufficient for the calculations reported here. Integration over the perfect differential $F$ ds for each iayer gives

$$
\begin{equation*}
I_{v} \cong \sum_{i=1}^{n} R_{i}\left[1-\exp \left(-\tau_{i j}\right)\right] \exp \left(-\sum_{j=i+1}^{n} \tau_{v_{j}}\right) \tag{5-2}
\end{equation*}
$$

where $T_{r i}$, the optical path along the LOS in the $i$ th layer, is approximated by

$$
\begin{equation*}
\tau_{v i}=f_{v i} \Delta s_{i} \tag{5-3}
\end{equation*}
$$

Here $\Delta s_{i}$ is the LOS distance in the $i$ th layer determined from Eq. (3-2), and $f$ if is the linear absorption coefficient of Eq. (4-5), assumed constant within the layer,

$$
\begin{equation*}
f_{\nu i}=\left(\frac{h y}{c}\right) s_{1 \rightarrow u} \stackrel{g}{\nu i}_{n_{1 i}\left(1-\gamma_{i}\right)} \tag{5-4}
\end{equation*}
$$

The subscripted parameters $g_{i j}, n_{i j}$, and $\gamma_{i}$ are mean values of $g\left(r-r_{0}, h\right), n_{j}(h)$, and $\gamma(h)$ calculated from mean values of temperature and number density in the $i$ th layer [compare Eq. (4-5)].

In practice, the linear absorption coefficient was calculated using the line strength from the AFGL line parameters compilation ${ }^{25}$. The tabulated line strength $S\left(T_{s}\right)[\mathrm{cm} / \mathrm{molecule}]$ is given for conditions of LTE at the standard temperature $T_{s}$, which is 296 K , and is related to $\mathrm{B}_{1 \rightarrow u}$ by

$$
\begin{equation*}
\frac{h \nu}{c} B_{1 \rightarrow u}=\frac{S\left(T_{s}\right)}{P_{1}\left(T_{s}\right)}\left[1-\exp \left(-C_{2} \nu_{0} / T_{s}\right)\right]^{-1} \tag{5-5}
\end{equation*}
$$

where $C_{2}=1.4388 \mathrm{k} / \mathrm{cm}^{-1}$ is the second radiation constant and $P_{1}\left(T_{s}\right)$ is the probability of finding the lower vibration-rotation state occupied. In general, $P_{1}=n_{1} / n$, where $n$ is the total number density of the species. The exponential term in Eq. (5-5) takes into account the stimulated emission at 296 K and, in fact, is simply $\gamma$ evaluated under conditions of LTE at $T_{s}$. Equation (5-4) can now be rewritten

$$
\begin{equation*}
f_{r i}=S\left(T_{s}\right) \frac{P_{1}\left(T_{i}\right)}{P_{1}\left(T_{s}\right)} \frac{1-\gamma_{i}}{1-\exp \left(-C_{2} v d / T_{s}\right)} g_{i \cdot i} n_{i} \tag{5-6}
\end{equation*}
$$

The spectral radiance was calculated for lines in the $\mathrm{CO}_{2}{ }_{2}{ }_{2}(010-$ $00^{\circ} 0$ ) band. Total pressure ( p ) and kinetic temperature $(T)$ profiles were based on the 1976 U.S. Standard Atmosphere ${ }^{26}$. The vibrational temperature profile used was based on preliminary results from a code currently under development, and is shown in Fig. 2, along with the kinetic temperature profile. Similar profiles have been shown by Kumer ${ }^{27}$. The rotational temperature $T_{\text {rot }}$ is taken to be equal to the kinetic temperature $T_{k i n}=T$ at all altitudes of interest. The vibrational temperature is less than the kinetic temperature for $h>65 \mathrm{~km}$ because collisional excitation is insufficiently frequent to overcome radiative loss. The $\mathrm{CO}_{2}$ density profile was based on a constant mixing ratio of 322 ppmy ${ }^{26}$ extrapolated to $\mathrm{h}>125 \mathrm{~km}$ from the data of Trinks and Fricke ${ }^{28}$, and is shown along with the total pressure in Fig. 3. In Fig. 4 we show the altitude profile of the weighted population ratio $R$, along with the corresponding vibrational temperature profile repeated from fig. 2.

Examples of spectral radiance calculated for the Q14 line at tangent heights between 70 and 85 km are shown in Fig. 5. The calculations were performed using both Voigt ${ }^{29}$ and Doppler lineshape. Out to approximately $0.0015 \mathrm{~cm}^{-1}$ (or three Doppler widths at 70 km ) from line center the calculations are identical for the two lineshape options used. This is because the Voigt and Doppler lineshapes are not significantly different from each other this close to line center at these altitudes. Further from line center the Voigt and Doppler lineshapes do differ, and the calculations using the Doppler lineshape deviate from those using the Voigt lineshape at altitudes below 85 km . At 70 km tangent height, the integrated line radiance calculated with the Voigt lineshape is more than three times that calculated using the Doppler lineshape, even though (as noted in Sec. 2) the collisional linewidth is less than one hundredth of the Doppler linewidth. The very slight line intensity in the Lorentzian wings of the Voigt profile is nevertheless sufficient to give rise to significant band radiance for the strong transition and long path lengths involved.

Within about $0.0013 \mathrm{~cm}^{-1}$ of line center, the spectral radiance and its variation as a function of distance from line center are remarkably similar at the various tangent heights. As will be shown quantitatively in Sec. 6, in this spectral region, the spectral radiance is approximately that of a blackbody at a temperature $T_{v i b}$ at the altitude where the radiation first becomes optically thick and the atmosphere becomes opaque, proceeding inward from the detector along the LOS. The initial decrease in $T_{\text {vib }}$ as a function of altitude $h$, its minimum near 95 km , and $i$ ts subsequent increase as a function of $h$ (see Fig. 4) are tracked by the radiances seen looking inward along the LOS as one moves out from line center in Figure 5. This is due to the fact that the more opaque center of the line samples the atmosphere closer to the detector, and hence at a higher altitude, than does the more transparent portion of the line at larger $v$ - $v_{0}$. The minimum in the calculated
radiance is $5.0 \times 10^{13}$ photons $/ \mathrm{cm}^{2} \mathrm{sec} \mathrm{sr} \mathrm{cm}{ }^{-1}$ in reasonable agreement with a radiance of $4.0 \times 10^{13}$ photons $/ \mathrm{cm}^{2} \mathrm{sec} \mathrm{sr} \mathrm{cm}^{-1}$ for a blackbody at the vibrational temperature minimum of 148 k . For an extremely thick line in limb-looking geometry, the altituse where the atmosphere becomes opaque to a given frequency of radiation is fairly independent of tangent height. Consequently, the resulting spectral radiance is also not strongly dependent on tangent height. This situation leads to the similarity in appearance of the central spectral region at various tangent heights.

In the optically thin frequency range sufficiently far from line center, the radiance is proportional to both upper-state column density and absolute line strength. The line strength sufficiently far from line center is, in turn, proportional to the pressure. Hence, the radiance rises rapidly in the wings at successively lower altitudes below a critical altitude (approximately 85 km for the Q14 line).

Integrated line radiances for the fundamental transition of the most common isotope ${ }^{12} \mathrm{C}^{16} \mathrm{O}_{2}$ in the spectral range $620-720 \mathrm{~cm}^{-1}$, again using both Voigt and Doppler lineshapes, are shown in Fig. 6. (Note that an actua) spectrum would show additional lines for hot bands and other isotopes.) Examination of these radiances shows qualitatively different behavior for the two lineshapes. The Doppler shape gives almost constant values of radiance for all except very weak lines. The Voigt-shape calculation matches the Doppler for weaker lines, but the radiance from stronger lines shows a distinct correlation with line strength. The additional contribution in the Voigt calculation for strong lines corresponds to the spectral radiance arising in the optically thinner collision-broadened wing region, where radiance is dependent on absolute line strength.

As shown in Sec. 4, the path spectral radiance was expressible through Eq. (4-13) as a product of two factors, (i) the absorptivity along the LOS, Eq. (4-11), and (ii) the averaged $R$, Eq. (4-14), which essentially reflects the average of the ratio of populations in the upper and lower levels in the region where the weight factor $F$ of Eq. (4-6) is significant. Various analytical approximations or simplifications are now feasible for the evaluation of these two factors, depending on the frequency range and other parameters of interest. Many of the salient features of the lineshapes can be inferred from these analytical approximations.
A. Determination of Optical Path $t(v)$

From Eq. (4-12), the optical path along the LOS is given by

$$
\begin{equation*}
T(r)=\frac{h i}{c} B_{1}-u \quad \int_{-\infty}^{\infty} \sigma s \quad g\left(r-r_{0}, h\right) n_{j}(h)[1-\gamma(h)], \tag{6-1}
\end{equation*}
$$

where $h=h(s)$. For the voigt profile, a convenient integral representation is ${ }^{30}$

$$
\begin{equation*}
g(\xi)=\frac{(\ln 2)^{1 / 2}}{\pi \alpha_{0}} \int_{0}^{\infty} d x \cos \left(x \exp \left(-a x-x^{2} / 4\right)\right. \tag{6-2}
\end{equation*}
$$

where $\xi$ and a are defined in EqS. $(A-5)$ and $(A-6)$. Since $\leqslant 1$ for our parameters, one can use the small-a expression ${ }^{30}$.
$g(\xi) \approx(\ln 2 / \pi)^{1 / 2} a_{D}^{-1}\left\{\exp \left(-\xi^{2}\right)-2 a \pi^{-1 / 2}[1-2 \xi F(\xi)]+\ldots\right\}$
with

$$
\begin{equation*}
f(\xi)=\exp \left(-\xi^{2}\right) \int_{0}^{\xi} d x \exp \left(x^{2}\right) \tag{6-4}
\end{equation*}
$$

veing uawson's integral. The function $F(\xi)$ has been tabulated by Abramowitz and Stegun ${ }^{31}$. We note here the small- $\xi$ and large- $\xi$ expansions for the second term in Eq. (6-3).

$$
\begin{align*}
2 \pi^{-1 / 2}[1-2 \xi F(\xi)] & \left.=2 \pi^{-1 / 2}\left(1-2 \xi^{2}+\frac{4}{3} \xi^{4}-\frac{8}{15} \xi^{6}+\ldots\right), \quad\right\} \leqslant 1  \tag{6-5a}\\
& =-\frac{1}{\pi^{1 / 2} \xi^{2}}\left(1+\frac{3}{2} \xi^{-2}+\frac{15}{4} \xi^{-4}+\ldots\right), \quad \xi \geqslant 1 \tag{6-5b}
\end{align*}
$$

The representation for the line profile, Eq. (6-3), allows the evaluation of the optical path of Eq. (6-1) by a simple quadrature. Since the main contribution arises from $s=0$ where the density has a maximum, one can set $\alpha_{D}=\alpha_{D}^{0}$, its value at the tangent height, in Eq. $(6-3)$ as a first approximation. This is permissible since the Doppler width is a slowly varying function of altitude, and one obtains an explicit $v$ dependence in terms of $\xi=(\ln 2)^{1 / 2}\left(v-v_{0}\right) / \alpha_{0}^{0}=\eta / \alpha_{D}^{0}$,
$\tau \cdot u)=\frac{h v}{c} B_{1 \rightarrow u} \frac{(\ln 2)^{1 / 2}}{\pi^{1 / 2} \alpha_{0}^{0}}\left[I_{0} \exp \left(-\xi^{2}\right)-I_{1}\left\{2 \pi^{-1 / 2}[1-2 \xi F(\xi)]\right\}\right],(6-6)$
where

$$
\begin{aligned}
& I_{0}=\int_{-\infty}^{\infty} d s n_{1}(h)[1-v(h)] \\
& I_{1}=\int_{-\infty}^{\infty} d s a(h) n_{1}(h)[1-v(h)] .
\end{aligned}
$$

The first term in Eq. (6-6) represents the Doppler profile contribution, and the second term is the additional correction due to the Voigt profile. The optical path in the wing is governed by the second term.

A further improvement is achieved by expanding the Doppler term as
$\exp \left[-\eta^{2} / \alpha_{D}^{2}\right]=\exp \left[-\eta^{2} /\left(\alpha_{D}^{0}\right)^{2}\right]\left\{1-\eta^{2}\left[\alpha_{0}^{-2}-\left(\alpha_{D}^{0}\right)^{-2}\right]+\ldots\right\}$
before integration in Eq. (6-1) and including the factor $1 / \alpha_{D}$ in the quantity in the integrand of $I_{0}$, rather than approximating it by $1 / \alpha{ }_{0}^{0}$. Figure 7 displays the optical path calculated (a) numerically from Eq. (6-1), as described in Sec. 5, (b) approximately based on Eq. (6-6), and (c) approximately based on Eq. (6-7). In all three cases, summation over 1 km thick layers replaces the integrals. The three curves for tangent height 70 km are practically indistinguishable. Curve (b) differs at most by 11\% and curve (c) by $3 \%$ from curve (a). Even for greater tangent heights such as 110 km , the differences in the three curves are not significant.

Thus, we can conclude that the simple forms of Eqs. (6-6) or (6-7) are an adequate representation for the optical path over the entire lineshape for the tangent heights of interest. The absorptivity factor $1-\exp [-\boldsymbol{T}(\boldsymbol{v})]$ is then easily evaluated for all $v$; the only required quadratures over the LOS are the integrals $I_{0}$ and $l_{1}$ for Eq. (6-6) or the only slightly more involved quadratures for Eq. (6-7). Hence, a considerable saving of computation time is realized by using Eq. (6-6) or Eq. (6-7) instead of Eq. (6-1).
B. Determination of $\langle R\rangle$

The other factor to be evaluated across the line profile is the averaged K, Eq. (4-14). Different approximations are required, depending on the frequency domain.
(1) Line Center

For thick lines, the line center is characterized by $\tau>1$, and
Eq. (4-13) reduces to

$$
\begin{equation*}
I_{v}=2 c v_{0}^{2}\langle R\rangle \tag{6-8}
\end{equation*}
$$

The average $\langle R\rangle$ can be estimated by applying the method of steepest descent to evaluate the numerator in Eq. (4-14),

$$
\begin{equation*}
\left.\langle R\rangle \approx R L h\left(s_{0}\right)\right]=R\left(h_{0}\right) . \tag{6-9}
\end{equation*}
$$

where $s_{0}$, the location along the LOS at which $F$ attains its peak value, is given by

$$
\begin{equation*}
d f / d s=-f^{2} \tag{6-10}
\end{equation*}
$$

As we move away from the line center, $s_{0}$ moves closer to the tangent point, and $h_{0}$ moves toward the tangent height $h_{t}$. This is illustrated in Fig. 8 which shows the weighting function $F$ for several values of $v-\boldsymbol{c}$ of 70 km tangent height. Thus the variation of $I_{v}$, near the center reflects the variation of $R$ with altitude. (The normalization for $F$ is given by Eq. (4-11); however, only the shape of $F$ is significant for the evaluation of <R>.1
(2) Line Wing

The wing region is characterized by little or no absorption, $\tau \ll 1$ and $F-f$, leading to

$$
\begin{equation*}
\langle R\rangle_{\text {wing }}=\frac{g_{1}}{g_{u}} \int \frac{d s g n_{u}}{\int d s g n_{1}(1-v)} \tag{6-11}
\end{equation*}
$$

For thin lines (where $\mathrm{r} \ll 1$ for all $v$, this is valid for the entire lineshape as already stated in Eq. (4-15).

For the Doppler profile, there are no pronounced wings due to the fast Gaussian decline of $g(v)$. For the Voigt profile, when the Lorentzian width $a_{c} \ll \alpha_{D}$ the Doppler width, or a $<1$, one can employ Eq. (6-3); for $\xi>1$ only the second term survives in Eq. (6-3) and it has the asymptotic form

$$
\begin{equation*}
g( \}, h)=\left[\alpha_{c}(h) / \pi\right]\left[B /\left(v-v_{0}\right)^{2}\right] \tag{6-12}
\end{equation*}
$$

based on Eq. (6-5b), where

$$
\begin{equation*}
B=1+\frac{3}{2 \ln 2} \frac{a_{D}^{2}}{\left(v-v_{0}\right)^{2}}+\frac{15}{4(\ln 2)^{2}} \frac{\alpha_{0}^{4}}{\left(v-v_{0}\right)^{4}}+\ldots \tag{6-13}
\end{equation*}
$$

The primary, dependence is the explicit $\left(\mathcal{V}-\nu_{0}\right)^{-2}$ factor in Eq. $(6-12)$, while the space dependence is mainly through " $c$; the factor $B$ is only weakly dependent on $r$ and $h$.

The approximate separability of $g$ into a function of $n$ multiplied by a function of $v$ renders $\langle R\rangle_{\text {wing }}$ in Eq. $(6-11)$ almost independent of $v$, and if we set $B=1$, we obtain the far-wing limit,

$$
\begin{equation*}
\langle R\rangle_{\infty}=\frac{g_{1}}{g_{u}} \frac{\int d s \alpha_{c}^{n_{u}}}{\int d s \alpha_{c} n_{1}(1-r)} \tag{6-14}
\end{equation*}
$$

The integrals in Eq. (6-14) can be evaluated from the input data specifying $n_{u}, n_{1}$, and the pressure $p$, which determines $\alpha_{c}$, as functions of altitude. Thus $\langle R\rangle_{\infty}$ is easily evaluated by quadratures.

The weak dependence of $\langle R\rangle$ on $v$ in the wings can be recovered by using higher-order tems for B in Eq. (6-13) to represent $g$ in Eq. (6-11) and by retaining the lowest-order absorption effects in F in Eq. (4-14). It is convenient to express these corrections to Eq. (6-14) in the form

$$
\begin{align*}
\langle R\rangle \mid\langle R\rangle_{\infty}=\left[1+b_{1}\left(v-v_{0}\right)^{-2}+b_{2}\left(v-v_{0}\right)^{-4}\right. & +\ldots] \\
& x\left(1-q^{-1} \tau 2+\ldots\right), \tag{6-15}
\end{align*}
$$

where

$$
\begin{equation*}
b_{1}=(3 / 2 \ln 2)\left[\left\langle\alpha_{D}^{2}\right\rangle_{u}-\left\langle\alpha_{D}^{2}\right\rangle_{1}\right] \tag{6-16}
\end{equation*}
$$

with the averages over the upper-level and lower-level populations defined by

$$
\begin{align*}
& \langle A\rangle_{u}=\frac{\int d s n_{u} \alpha_{c}^{A}}{\int d s n_{u} \alpha_{c}}  \tag{6-17a}\\
& <A>_{1}=\frac{\int d s n_{1}(1-v) \alpha_{c} A}{\int d s n_{1}(1-v) \alpha_{c}} \tag{6-17b}
\end{align*}
$$

while

$$
\begin{equation*}
\frac{1}{q}=\frac{1}{24}-\frac{1}{8} \frac{<\left[\int_{0}^{s} d s^{\prime} n_{1}(1-v) \alpha_{c}\right]^{2}>}{\left[\int_{0}^{\infty} d s^{\prime} n_{1}(1-v) \alpha_{c}\right]^{2}} \tag{6-18}
\end{equation*}
$$

The first factor in Eq. $(6-15)$ represents the successive corrections due to the higher-order terms in B in Eq. (6-13), and the second factor represents the lowest-order absorption effects. The mixed representation in Eq. (6-15) can be converted into a pure $(r-v)^{-2}$ expansion by noting from Eqs. $(6-1),(6-3)$, and $(6-5 b)$ that

$$
\begin{equation*}
T=\left\{\left(n \nu^{B}{ }_{1 \rightarrow u} / \pi c\right) \int d s n_{1}\left(1-\gamma \alpha_{c}\right\}\left(\nu-\nu_{0}\right)^{-2}+o\left[\left(\nu-\nu_{0}\right)^{-4}\right]\right. \tag{6-19}
\end{equation*}
$$

in the far-wing region.
C. Comparison with Numerical Results

It is convenient to express the path spectral radiance in the nomalized form
$\tilde{I}(\nu)=I_{\nu} /\left(2 c \nu_{0}^{2}\langle R\rangle_{0}\right)=\left\{1-\exp [-r|\nu| X|\langle R\rangle|\langle R\rangle\rangle_{\infty} \cdot\right.$

Near the line center, when the absorption is strong, the absorptivity factor approaches unity, and $\tilde{I}(\nu)$ is simply the ratio of $\langle R\rangle$ to $\langle R\rangle_{\infty}$. On the other hand, in the wing region, the second factor approaches unity and $\tilde{I}$ $(v)$ is simply the absorptivity factor. Further simplification occurs in the wing domain for $T(v) \leqslant 1$, where $\tilde{l}(\nu)=1-e^{-T}(v) \rightarrow r(\nu)$. The solid line in Fig. 9a is a plot of the exact (numerically obtained) $\bar{I}(\nu)$ for the 014 line observed at a tangent height of 70 km . The dashed and dotted lines represent, respectively, the exact first and second factors of $\bar{I}(V)$ indicated in Eq. (6-20).

The analytical expression of Eq. (6-6) for $r(v)$ provides an accuracy of better than $0.5 \%$ over the entire range of $\nu$ for the absorptivity factor $1-e^{-r}$, and no further improvement is achieved in this strong-line case by employing Eq. (6-7). Thus the first factor of $\tilde{I}(v)$ is predicted analytically to high accuracy over the entire spectral range.

The second factor $\langle R\rangle /\langle R\rangle_{\infty}$ of $\tilde{I}(v)$ departs from its asymptotic value rather gradually. The analytical approximation for this factor. Eq. (6-15), keeping only the leading corrections of order $\left(v-v_{0}\right)^{-2}$ and $r 2$ involving $b_{1}$ and $q$, is represented by the dotted line in fig. $9 b$.

The agreement with the numerical result (solid line) is quite remarkable for $1,-1_{0} 1 \geq 0.002 \mathrm{~cm}^{-1}$, or $\tau \leq 4$, with a maximum error of less than $2 \%$. Furthermore, we find that the $\tau^{2}$ term in Eq. (6-15) accounts for the main departure from the asymptotic value, as $b_{1}$ happens to be quite small; even at $\mid \overrightarrow{-C} c_{0}=0.002 \mathrm{~cm}^{-1}$, or $\xi=3.12$, the error in neglecting $b_{j}$ is only 0.05\%.

Under these conditions, we have the simple result

$$
\begin{equation*}
\tilde{I}(v) \approx\left(1-e^{-\tau}\right)\left(1-\tau^{2} / q\right), \tag{6-21}
\end{equation*}
$$

and the peak occurs at $\overline{\mathrm{d}} / \mathrm{d} \tau=0$, or at $\tau$ satisfying

$$
\begin{equation*}
q=2 r\left(e^{T}-1\right)+r^{2} \tag{6-22}
\end{equation*}
$$

Knowledge of $q$ in terms of the atmospheric density and temperature distributions through Eq. $(6-18)$ allows us to predict the optical path r at the peak, and hence also the magnitude of $\tilde{I}(v)$ at the peak. When $q>1$, as is the case here, we can simplify Eqs. (6-21) and (6-22), obtaining

$$
q \approx 2+e^{\tau}
$$

and

$$
\begin{equation*}
I_{\text {peak }} \approx 1-(1+\tau / 2) e^{-T} \approx 1-r(\tau+2) / 9 \tag{6-23b}
\end{equation*}
$$

Thus, we can infer that the peak value of $\bar{I}$ is only slightly below unity as long as $q \geqslant 1$. At 70 km tangent height, $q=187$, and according to Eq. (6-22) the predicted $\tau$ at the peak spectral radiance is 3.32 , in excellent agreement with the actual value of $\tau \approx 3.3$ inferred from Figs. 9 a and 7. For this tangent height, $\bar{I}_{\text {peak }}$ assumes the value 0.92 , and it is predicted within $2 \%$ by Eq. (6-23b).

As we move towards the line center, $t$ increases very rapidly and the higher-order absorption corrections become significant in Eq. (6-15). This domain is well represented by Eq. (6-8) or by just the second factor in Eq. (6-20). The average $R$ in the ceniral domain can be determined from Eq. (6-9), or suitable extensions of that approach. Even the simple analytical result of Eq. (6-9), represented in Fig. $9 b$ by the dashed line remains within $20 \%$ of the numerically obtained result, and the qualitative behavior. including the occurrence of the minimum of $\tilde{I}(\nu)$, is very well represented.
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Further improvements indicated in subsection E below bring the agreement to within $6 \%$ over the entire range from the line center to the peak.

In Fig. 9c the predicted results for the absorptivity and $\langle R\rangle /\langle R\rangle_{\infty}$ factors are combined to obtain the analytically predicted $\bar{I}(\nu)$, represented by the dashed line. The discontinuity in the dashed line near the peak is associated with the transition from the central to the wing approximation for $\langle R\rangle /\langle R\rangle_{\infty}$. The solid line represents the exact numerically obtained result, which was already displayed in Fig. 9a.

We see from Fig. 9c that the spectral radiance for the Q14 line at tangent height 70 km is well represented by the analytical results. Similar agreement between the analytical and actual results is obtained for other tangent heights as well. Figure 10 represents the corresponding results for 85 km . We will not discuss the latter case in detail. However, we note that the peak of $\bar{I}(\nu)$ occurs for smaller $\xi$ at 85 km , making the Doppler contribution in Eq. (6-3) significant in the vicinity of the peak. Hence, the simple form of Eq. (6-21) which only employs the asymptotic wing profiles needs to be modified.

## D. General Comments

(1) The analytical results can be used to obtain the integrated radiance in approximate closed form; these results compare well with the numerically obtained results.
(2) At 70 km tangent height $\langle R\rangle_{0}$, the average $R$ at ine center, is much smaller than $<R>\infty$, and the radiance profile has one maximum and one minimum. As the tangent height is increased, the variation in $\langle R\rangle$ is reduced, and when $\langle R\rangle_{0} \quad$ substantially exceeds $\langle R\rangle_{\infty}$, the radiance profile will increase monotonically from line wing to center. Such is the case for tangent heights above 88 km . Thus the determination of the two limiting values of $\langle R\rangle$ is useful to assess the general characteristics of the radiance profile.
(3) Whether the radiance profile will be monotonic or undulating can also be seen from the line-wing results, which are governed by $b_{1}$ and $a$. The absorption effects ( $\boldsymbol{\tau}^{\mathbf{2}}$ term) dominate for strong lines. It can be shown
easily that $q^{-1}-0$ if $R$ as a function of altitude approaches flatness in the vicinity of the tangent height. The lineshape effects ( $b$, term) also vanish in this situation, and $\langle R\rangle$ is essentially flat over the line-wing region. This can be expected to occur around $h_{t} \approx 90$ to 95 km (see Fig. 4). The radiance profile, however, already will have become monotonic at a slightly lower tangent height due to the effect of the absorptivity factor. For larger tangent heights, $q^{-1}$ becomes negative, and the radiance profile increases monotonically both due to the $\tau^{2}$ effects in $\langle R\rangle$ and the rise in the absorptivity factor from the wing to the line center.
(4) Decrease in the line strength will push the peak in the radiance profile towards line center.
(5) The radiance at line center $I_{0}$ can be shown to be almost independent of the tangent height for the range of tangent heights where $\tau \geqslant 1$.
(6) A systematic study of the shape of a single isolated line as a function of tangent height $h_{t}$, the line strength or the Einstein coefficient B $1 \rightarrow u$, and the width ratio a will be given in a subsequent paper. The corresponding results for integrated radiances will also be given elsewhere. The basic framework for these studies has been developed here.
E. Further Analytical Results for Radiance Profiles

The wing region is very well represented by the approximations given so far. Agreement between the analytical and numerical results in the central region can be improved by a better determination of $\langle R\rangle$. Some of the attempts made to improve the line-center profile are described in the following paragraphs.
(1) Instead of applying the method of steepest descent in terms of integration over $s$, one can change the variable to the altitude $h$ and evaluate $R$ at the peak $\hat{h}_{0}$ of the new weighting function $\widehat{F}=F(d s / d h)$, that is $\left.<R\right\rangle=$ $R\left(\hat{h}_{0}\right)$. However, the results in this case are poorer approximations of the exact <R> of Fig. 9 than is $R\left(h_{0}\right)$ corresponding to the peak of $F$. The reason for the poor results lies in the much greater asymmetry of the weight functions $\widehat{F}$ (Fig. 11) compared to the weight function $F$ shown in Fig. 8.
(2) Since the range of $s$ or $h$ which makes the main contribution to $R$ is also the range where the line first becomes optically thick as one proceeds inward from the detector along the $L O S$, one can use the criterion $T\left(V, h_{1}\right)=\ln 2$ to define $h_{1}$, and set $<R>=R\left(h_{j}\right)$. The quantity $T\left(\nu, h_{1}\right)$ is the optical path from position ${ }_{5} \boldsymbol{p}$ defined as in Eq. (4-12) with the lower limit of the s-integration taken to be $\mathbf{s}_{\boldsymbol{p}}=s\left(h_{1}\right)$. The point $s_{j}$ is the median point of the weighting function $F$ as a function of $s$ for optically thick lines.
(3) Alternative (2) above provides some improvement in part of the frequency range as compared to the simple procedure used in Eq. (6-9). But the above methods cannot be expected to give a uniformly accurate description of $\langle R\rangle$, since they all evaluate $R$ at a single height. Further improvement is achieved in these methods, for instance, by expanding $R$ in a Taylor series around $s_{0}$ or $h_{0}$ and keeping the first few moments over the distribution $F$ or $F$. This procedure recognizes explicitly the curvature of $R$ as a function of $h$. Keeping terms up to the second moment provides a uniformly good approximation to $\langle R\rangle$ within $6 \%$ for the entire domain from the center to the peak for the 014 line at 70 km tangent height. The domain beyond the peak is described by the wing approximation.

In this paper we have discussed the emission lineshape for an isolated line, including self-absorption, in a planetary atmosphere viewed in the limb as a function of tangent height. Numerical results were described in Sec. 5 and analytical approximations and insights were presented in Sec. 6. The representation of the spectral radiance in the product form, as an averaged density ratio $<R>$ times the absorptivity factor $[1-\exp (-\tau)]$ provides a clear understanding of the main features of the lineshape.

Besides these insights regarding the formation of the lineshape, the analytical results provide a reasonably accurate approach for practical calculations at a considerable saving of computer time compared to the numerical approach. Since the optical path along the $\operatorname{LOS} \tau(\nu)$ can be calculated as an explicit function of frequency by simply computing a few global averages of the atmospheric parameters, the determination of the absorptivity factor takes very little computing time. The asymptotic form for $<R>$ in the wing region also requires only a few global averages. Thus the lineshape for frequencies beyond the peak of $I_{\nu}$ is easily computed without any serious loss of accuracy. In the central region the simple steepest-descent methods provide <R> without consuming much computing time, if we are satisfied with a $10-20 \%$ accuracy. To increase the accuracy one can, for instance, include the higher moments as mentioned in Sec. 6E. That, however, does take considerable computing time (perhaps almost as much as the direct numerical approach), and further analytical improvements in that domain with the aim of reducing the computing time should still be attempted.

If we consider a single lineshape at a single tangent height, the atmospheric parameters appear only through global averages along the LOS. Viewing along a different $\operatorname{LOS}$ (that is, varying the tangent height) provides a numerically different average, and inverting these averages provide a means of deciphering the atmospheric parameters from limb-viewing observations.

The density profiles, both for the lower level and the upper level, were monotonically decreasing functions of the altitude for the species $\left(\mathrm{CO}_{2}\right)$ and altitude regime discussed here. For certain other species, peaked distributions of upper-state and lower-state densities as a function of altitude will prevail, perhaps substantially altering the $F$ and $R(h)$ profiles. These effects can give rise to lineshapes with significantly different features. The methods developed here are, however, general enough to encompass such distributions, and corresponding studies will be described el sewhere.
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The lineshape function for the Doppler line profile has the form

$$
\begin{equation*}
g_{D}\left(v-v_{0}, n\right)=\frac{(\ln 2)^{1 / 2}}{\pi^{1 / 2} \alpha_{D}} \exp \left[-(\ln 2)\left(v-v_{0}\right)^{2 / \alpha_{0}^{2}}\right] \text {, } \tag{A-1}
\end{equation*}
$$

where $\alpha_{D}=\left(\nu{ }_{0} / c\right)\left[(2(\ln 2) k T / m]^{1 / 2} \quad\right.$ is the half-width at half maximum. Here $m$ is the molecular mass, $k$ is Boltzmann's constant, and $v_{0}$ is the line center. The width $\alpha_{D}$ depends weakly on temperature, which in turn gives $\alpha_{D}$ an implicit dependence on altitude $h$.

The Lorentz lineshape function $g_{L}$ is given by

$$
\begin{equation*}
g_{L}\left(\nu-\nu_{0}, h\right)=\frac{1}{\pi} \quad \frac{\alpha_{c}+\alpha_{N}}{\left(\nu-\nu_{0}\right)^{2}+\left(\alpha_{c}+\alpha_{N}\right)^{2}} \tag{A-2}
\end{equation*}
$$

where $\alpha_{N}=A / 2 \pi c$ is the natural linewidth and $\alpha_{c}$ is the collision linewidth $\alpha_{c}=n \sigma v / 2 \pi c, n$ being the total density, $\sigma$ the species-weighted average collision cross-section, and $v$ the relative velocity. The radiative width $\alpha_{N}$ can be neglected because it is nomally very small for infrared transitions. For example, for the $15 \mu \mathrm{~m} \mathrm{CO}_{2}$ transition $\alpha_{N} \approx 10^{-11} \mathrm{~cm}^{-1}$, while as mentioned above $\alpha_{D} \approx 10^{-3}$ $\mathrm{cm}^{-1}$ at room temperature and $\alpha_{c}=10^{-5} \mathrm{~cm}^{-1}$ at 70 km altitude. Since $n \sim T^{-1}$ and $v \sim T^{1 / 2}$, for constant pressure and a velocity-independent cross section we have $a_{c}-^{-1 / 2}$. Once again, ${ }_{c}$ c depends weakly on temperature but more strongly on pressure. The result is a strong altitude dependence for ${ }^{a} c$, since $p$ varies exponentially with altitude.

The Voigt lineshape function is a convolution of Doppler and Lorentz profiles and is given by
$\left.g_{V} i \nu-\nu_{0}, h\right)=\int_{-\infty}^{\infty} d \nu^{\prime} g_{L}\left(\nu-\nu^{\prime}, h\right) g_{D}\left(\nu^{\prime}-\nu_{0}, h\right)$.

If we introduce $y$ and ?, the frequency intervals from line center corresponding to $\nu$ and $\nu^{\prime}$, and a, the ratio of Lorentz to Doppler widths, by

$$
\begin{align*}
& y=(\ln 2)^{1 / 2}\left(\nu \quad-\nu_{0}\right) / a_{D}  \tag{A-4}\\
& a=(\ln 2)^{1 / 2}\left(a_{c}+a_{N}\right) / a_{0}  \tag{A-5}\\
& \xi=(\ln 2)^{1 / 2}\left(\nu-\nu_{0}\right) / a_{0}
\end{align*}
$$

Eq. (A-3) becomes

$$
\begin{equation*}
g_{V}(\xi, h)=\frac{a(\ln 2)^{1 / 2}}{\pi^{32} \alpha_{0}} \int_{-\infty}^{\infty} d y \frac{\exp \left(-y^{2}\right)}{a^{2}+(\zeta-y)^{2}} \tag{A-7}
\end{equation*}
$$
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Fig. 1. Earthlimb viewing geometry for an exoatmospheric detector [ $\mathrm{R}=$ earth radius, $h_{t}=$ tangent height, $h(h+\Delta h)=$ height at position $s(s+\Delta s)$ along line-of-sight].

Fig. 2. Profiles of kinetic temperature $T=T_{k i n}=T_{\text {rot }}$ and $\mathrm{CO}_{2} \nu_{2}$ vibrational temperature $T_{\text {vib }}$ vibrational temperature used in model calculations.

Fig. 3. Altitude profiles of total pressure p and $\mathrm{CO}_{2}$ density used in model calculations.

Fig. 4. Vibrational temperature profile $\mathrm{T}_{\text {vib }}$ for ${ }_{2}$ mode of $\mathrm{CO}_{2}$, along with profile of $R$ corresponding to this vibrational temperature profile. Equation (4-8) defines $R$, which is proportional to the affective blackbody radiance at temperature $T_{\text {vib }}$.

Fig. 5. Limb spectral radiance for Q 14 line of $\mathrm{CO}_{2}{ }^{\wedge} 2$ fundamental band at four different tangent heights. The line is symmetric in frequency $\nu$ about its center frequency $v_{0}$, and only half of the line is shown. In each case the results are shown for the Voigt (solid line) and Doppler (dashed line) lineshapes.

Fig. 6. Integrated line radiance for 1 ines of $\mathrm{CO}_{2}{ }^{\mathrm{V}} 2$ fundamental band at 70 km tangent height for two cases: (a) Voigt profile (b) Doppler profile.
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Fig. 7. Optical path. $T(\nu)$ for the $Q 14$ line of the $\mathrm{CO}_{2} V_{2}$ transition: (a) $\qquad$ exact calculation from Eq. (6-1); (b) . . . . . approximation based on Eq. (6-6); (c) ---.---- approximation based on Eq. (6-7), expanding the Doppler term. The results are shown at 70,90 , and 110 km altitude. Over large ranges of frequency and altitude the approximate results conicide with the exact solution and are not shown separately.

Fig. 8. Weighting function $\mathrm{F}[\nu, h(s), s]$ for several values of $\nu-V_{0}$ in Q14 line of $\mathrm{CO}_{2} \nu_{2}$ fundamental as a function of distance $s$ at a tangent height of 70 km .

Fig. 9. (a) Exact normalized spectral radiance $\mathbb{I}(V)$ for the Q14 line of $\mathrm{CO}_{2} \nu_{2}$ at 70 km tangent height (solid curve) along with its factors [Eq. (6-20)]. The dashed curve represents the absorptivity factor $1-\exp (-T)$, and the dotted curve shows the behavior of $\langle R\rangle /\langle R\rangle_{\infty}$. (b) Exact result for $\langle R\rangle /<R\rangle_{\infty}$ (solid curve) along with approximate calculations based on peak of weighting function $F$ (dashed curve) and based on expansion of Eq. (6-15) (dotted line). (c) Normalized spectral radiance $\widetilde{I}$ (V) calculated exactly (solid curve) and on basis of approximate $\mathcal{T}(\nu)$ and $<R>K R>_{\infty}$

Fig. 10. Corresponding results for $\tilde{I}(V)$ at 85 km . Format is same as in Fig. 9.

Fig. 11. Weighting function $\hat{F}$ plotted versus altitude $h$ for several values of $\nu-\nu_{0}$. Tangent height is 70 km , and values of $\hat{F}$ to the left of $h=70 \mathrm{~km}$ correspond to points on the far side of the tangent point, as viewed from the detector. Rest of parameters are as in Fig. 8.
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## Abstract

Stored electrical energy of 0.20 mJ can produce an ignition in a propane-air combustible mixture of quenching distance ( 2.00 mm ). The spark and ignition proper are sequential but individually different physical events. The first is related to the general problem of rapid gas heating by electrical discharges ( $\sim 10^{-7} \mathrm{sec}$ ), the second to the onset of a flame by enhanced chemical reactions due to the temperature increase ( $\sim 10^{-3} \mathrm{sec}$ ). Only the first event is considered, and it is assumed that, since the hydrocarbon does not appreciably change the breakdown voltage, the same energy is sufficient to heat air or gases like $N_{2}$ and $0_{2}$. In uniform fields, for all these gases, a critical avalanche is larger than the discharge gap used, thus no streamers are produced. There is, however, preliminary fonization that guarantees the existence of a transient glow capable of concentrating all electrical forces into narrow sheaths. Depending on the electronegativity of the gas and on the conditions at the cathode surface, it is possible to produce either diffuse cone-shaped or filamentary discharges. Both heat the gas as confirmed by their ability to ignite. Diffuse discharges exhibit only molecular lines and the energy deposition takes a time ( $\sim 35 \mathrm{nsec}$ ) which is larger than that for filamentary discharges. The cone produced is consistent with the concept of a subsonic submerged jet expansion of electrons from the cathode spot. The gas temperature calculated agrees with both the value for ignition and that predicted for positive streamers in point-to-plane geometries. Filamentary discharges are associated with the standard formation of a strongly ionized plasma and the procurement of a critical electron density $\left(10^{17}\right.$ to $\left.10^{18} \mathrm{~cm}^{-3}\right)$. They are very hot as evidenced by atomic nitrogen lines and by very rapid energy deposition ( $n 10 \mathrm{nsec}$ ).

[^0]
## Objectives and Definitions

The purpose of this study is to clarify the manner in which available potential energy is rapidly converted into heat in a small discharge at atmospheric pressure. The problem is one of long standing and has been traditionally neglected. 1 This is because dielectric breakdown constitutes a series of irreversible events that, if undisturbed, automatically lead into each other. For example, recording the onset of field directed ionization in a unfform field between metal electrodes guarantees a subsequent rapid collapse of the applied voltage. Experimentally, accurate recording of any one item in the breakdown sequence, say an inftial barely luminous avalanche, requires very different instrumentation and/or calibration than, say the strongly luminous final collapse of voltage associated with the onset of an arc. The spark we study has a 2 min gap between metal electrodes. The total time elapsed between ionization onset and gas heating is $\{1$ usec. However, within this microsecond, depending on gap geometry and gas used, one may have avalanches, a transient glow, streamers, interaction with electrodes, space waves of ionization, cathode spot formation, and metal evaporation and its ionization. Exactly what each one of these processes is and how they blend into each other is not clear, and it is not uncomon for people to refer tu physically different events by the same name.

The best known mechanisms are, of course, initial avalanches and streamers. In order to clarify our nomenclature, we define these two as follows: An avalanche starts ionization in a neutral gas. Its onset requires the existence of at least one free electron and a critical electric field (potential difference) characteristic of the gas and geometry used. If the free electron is not artifically produced, the onset of an avalanche incorporates a statistical time delay that is longer for smaller gaps.

Because of the smaller volume, there is a correspondingly smaller probability for a random electron to be produced in the electrically stressed region. Avalanches multiply electrons exponentially with distance, $x$, as $n_{e} / n_{0}=$ $\exp (\alpha-n) x . \quad \alpha$ and $n$ are, respectively, the number of electrons made by collision and those lost by attachment per unit length of electron travel in the field direction. In an avalanche, each charged particle interacts independently with the applied electric feld. Electrons collide and exchange energy almost exclusively with neutral molecules, and, even at peak ionization rates, the great majority of collisions are elastic. The avalanche velocity is of the order of the drift velocity of electrons in the field direction. This velocity is smali compared to the random thermal motion of the electrons. The head of an avalanche grows as a result of electron diffusion due to their high density, not due to electrostatic forces. Using a cloud chamber, avalanches can be verified to be conically shaped. The projected cone angles are consistent with simple diffusion theory and are of the order of two to five degrees in air and gases such as $\mathrm{N}_{2}$ and $\mathrm{O}_{2}$. Avalanches are intrinsically unstable: they must either cease or change to a more stable discharge. The final stage of an avalanche is influenced by space charge effects, resulting from the high degree of ionization obtained, and by the possible transformation to a non-equipartition plasma. At critical $E / p$ values in $N_{2}(\sim 50 \mathrm{~V} / \mathrm{cm}-\mathrm{Torr})$, avalanches grow until electron multiplication ( $n_{e} / n_{o}$ ) reaches a value $\sim 10^{8}$. This corresponds to a distance $\sim 12 \mathrm{~mm}$, a head diameter $\sim 30 \mu \mathrm{~m}$ and a time interval $\sim 90 \mathrm{nsec} .^{2}$ The space charge at the head of the avalanche produces a local field that is much stronger than the applied field. The discharge accelerates to velocities much larger than the electron drift velocity and thus changes into a streamer. While an avalanche is being produced, optically excited
molecules may decay and produce photoelectrons at the cathode. Thus, successive avalanches can extend the discharge over the cathode surface. Even in this case, a final streamer grows from the space charge left by the avalanches in sufficiently long gaps (> 2 cm ). In highly overvolted gaps, a single avalanche can be transformed into a streamer that crosses the whole gap. In gaps smaller than those required to produce a critical avalanche, photosuccessors can fill the gap with a glow. This glow can also be produced in longer gaps by coating the cathode with a substance that lowers the work function of the metal ${ }^{3}$ (e.g. CuI on Cu ) or also by using very clean gases with low photoattachment coefficients (e.b. $\mathrm{N}_{2}$ ).

Streamers are filamentary channels that grow from a critical avalanche and propagate toward the electrodes at speeds exceeding the electron drift velocity. In very inhomogeneous fields, streamers propagate from the electrically stressed region into the neutral gas. This is particularly evident for cathode-directed streamers in positive coronas. ${ }^{4}$ For their propagation into a neutral gas, positive streamers require strategically located electrons ahead of the positive propagating front. The source of these electrons has never been clarified. 5,6 In uniform fields, the luminosity near a critical avalanche exhibits a contraction at the region where streamers start propagating toward both electrodes. However, except for discharges in $0_{2}$, cloud chambers exhibit a knob-shaped expanded cloud at the same location. The reason for this behavior is again unknown. ${ }^{7}$ At any other location, luminosity and ionization profiles are well correlated in time and space. Streamer channels are of the diameter of the critical avalanche ( $\sim 70 \mathrm{um}$ in diameter) and contain electron densities of the order of $10^{13}$ to $10^{15} \mathrm{~cm}^{-3}$. In molecular nitrogen the average electron energy is limited by vibrational excitation ${ }^{2}$ to values between 2 and 4 eV . Although the electrons collide
primarily with neutral molecules (they are collision dominated), they first exchange energy among themselves $\left(T_{e}>T_{n}\right)$, due to their small mass and the long range of Coulomb forces at this high electron density. Consequently, their distribution is not only primarily isotropic but also Maxwellian. This model of a streamer as a weakly ionized plasma capable of producing shielding sheaths is not consistent with those where a significant charge separation is due to independent interaction of the electrons with the applied field (e.g. the Loeb-Raether and Dawson-Winn models). However, the assumed conducting nature of a streamer leads to a consistent computer model ${ }^{8}$ that agrees with both the very small shielding distances (< 1 um ) and the large plasma frequencies (> $10^{10} \mathrm{sec}^{-1}$ ) that must be inferred from the electron densities and temperatures involved. ${ }^{9}$ In a streamer, the energy of all electrons is very small compared to the energy of the neutrals, which stays at values close to room temperature. A low temperature is verified by molecular line radiation and is supported by the inability of streamers to ignite combustible mixtures. The glow-like nature is verified by the fact that when streamers bridge a positive point-to-plane discharge gap, the current is significantly reduced, 9,10 whereas in uniform fields, it becomes saturated. ${ }^{2}$ A conducting glow model also complements the observation ${ }^{11}$ that streamers propagate for distances of the order of one meter in an originally uniform field which is much weaker than that required to start ionization between parallel electrodes ( $\sim 7$ vs $30 \mathrm{kV} / \mathrm{cm}$ ). This suggests field intensification by induction. Also, it has been shown that successive small voltage pulses along a streamer channel lead to increased ionization and actual gas heating. 12 This suggests wave propagation and attenuation in a plasma.

This rather meticulous description of both avalanches and streamers is presented to clarify our point of view and the work to be discussed.

It is clear that only the early stages of an avalanche ( $n_{e} / n_{0} \leq 10^{6}$ ) are in uncontested agreement with theory. It is also clear that, in small gaps ( $\{1.50 \mathrm{~cm}$ ), the whole interelectrodegap is bridged by the discharge before actual gas heating occurs and, as will be shown, even before a significant portion of the available potential energy is used. That is, the applied voltage does not change, the gas remains at room temperature and ionization is maintained by interaction with the electrodes, as in a steady positive glow. Fortunately, this high pressure, abnormal glow state constitutes the longest stage in the breakdown sequence, and its existence has been clearly demonstrated in discharges with or without streamers. ${ }^{10}$ In a point-to-plane gap in air ( $300 \mathrm{\mu m}, 2.0 \mathrm{~mm}$ ), there is a glow lasting $\sim 2.0 \mu \mathrm{sec}$ after a streamer crosses the gap but before the voltage collapses. ${ }^{9}$ In the same gap with a uniform field, there is an initial succession of avalanches lasting between 0.2 and $0.5 \mu s e c$ before the voltage collapses. This final stage of the discharge is the object of the work presented here, and it is all that will be discussed henceforth. Also, it must be noted that thermalized leaders and return strokes ${ }^{13,14}$ are not present in smail discharges ( $<10 \mathrm{~cm}$ ) having just sufficient available energy to heat the gas.

Using a photomultiplier we have established a time relationship between gas heating by a spark and the onset of ignition by chemical reactions. ${ }^{15}$ It is shown that sparks get hot in very short times ( 5 to 50 nsec ), and that the onset of a combustion flame follows after a few milliseconds. This is because combustion requires the existence of a hot volume. This must be sufficiently large to guarantee that the heat produced by chemical reactions is accumulated and not lost through its surface. This volume has a characteristic dimension of the order of the cube of the quenching distance
for the combustible mixture used (hence, our 2.00 mm gap). Its formation is associated with heat transfer from the spark channel to its surroundings. ${ }^{16}$ It is then clear that in time and space, the spark and the onset of a flame are, again, sequential but very different physical events. However, ignition guarantees gas heating to, at least, the self-ignition temperature of the combustible mixture ( $\sim 500^{\circ} \mathrm{K}$ ). The amount of hydrocarbon is smaller than $8 \%$ by volume, and its presence does not significantly change the experimental breakdown voltage. Actually, we observe larger variations due to meteorological pressure changes. Consequently, we can safely assume that, in gases like air, $\mathrm{N}_{2}$ and $\mathrm{O}_{2}$, minimum ignition energies of the order of $\sim 0.2 \mathrm{~mJ}$ are also capable of heating the gas even in the absence of a hydrocarbon. As will be discussed below, current traces and spark luminosities are the same as in air.

The present work deals with an experiment in which the gas heating stage alone has been isolated. We have found that, depending on the gas used and the conditions at the cathode, the electron number density can change in such a way that thermalization and rapid gas heating are due to either electron-neutral collisions or electron-ion interactions. That is, given the same minimum energy, there are two types of sparks capable of heating the gas. We will show that both are consistent with the concept of an electron fluid.

## Experimental

The experiment itself is done using a small discharge gap ( 2.00 mm ) with interchangeable electrodes. ${ }^{15}$ One of the electrodes is machined to fit the stage of an electron microscope. In the gap, one electrode is connected to a high voltage supply through a very high resistance and the other to a small grounded resistor with an inductance that matches
the lines and equipment used ( $50 \Omega$ ), The high resistance isolates the power supply during the time of a discharge. The ungrounded side of the small resistor is connected to either a fast oscilloscope (Tektronix 7904) or a transient digitizer (Tektronix 7912AD). Because of the small capacitance used (5-60 pF), RC times are small enough ( $<0.3 \mathrm{nsec}$ ) to guarantee that the current recorded corresponds to events occurring in the gap. (The recording instrumentation has 0.5 GHz capability). The discharge itself is photographed through an electronic camera supplemented bv an additional image intensifier (TRW/Quantrad 1D; EMI 9914 1S). The gain of the image intensifier is not sufficient to see avalanches or streamers. These can be recorded by their luminosity or by their characteristic current trace. Streamers do not occur when using uniform fields, because the gap is smaller than a critical avalanche. Unless specifically noted the field should be considered to be uniform.

We have developed a model to explain gas heating that is summarized as follows: during the glow stage, electrical forces concentrate near the electrodes. The electron density is high enough ( $10^{12} \ll n_{e} \ll 10^{17} \mathrm{~cm}{ }^{-3}$ ) to guarantee that the electron collision frequency, $v_{\text {ee, }}$, falls in the range $\left(m_{e} / m_{n}\right) v_{e n} \ll v_{e e} \ll v_{e n}$. Consequently, the electrons in the glow constitute an ideal fluid characterized by $T_{e} \gg T_{n}=T_{i}$ and by an equation of state $P_{e}=n_{e} k T_{e}$. The electron temperature value is fixed by vibrational excitation losses, ${ }^{14,17}$ and a small amount of energy must be supplied to the glow discharge in order to maintain it for the long times observed. This probably occurs through a standard cathode fall phenomenon. During the long lasting glow stage, ions can drift and accumulate at a dielectric oxide layer that invariably covers any metal surface exposed to even traces of $\mathrm{O}_{2}$. (Its equilibrium vapor pressure over $C u$ is $\sim 10^{-10}$ Torr). ${ }^{18}$ Since these layers
are very thin ( $50-500 \mathrm{~A}$ ), the capacities involved are very large. The electric field at the surface of the metal, more properly, at an asperity on the surface, can reach field emission magnitudes. $19,20,21$ The emitted electrons interact with those in the gap as a fluid driven primarily by electron pressure gradients.

Experimental evidence for this model is most clearly demonstrated by a discharge in $\mathrm{N}_{2}$. The results are shown as the current trace in Figure la, the photograph of a corresponding single cathode cell in a Cu electrode, Figure $2 a$, and the luminosity in the gas, Figure $2 b$. There is gas flow of $\sim 100 \mathrm{~m} / \mathrm{sec}$ perpendicular to the discharge, thus fonization lasting for times compatible with gas motion is evidenced by the asymetry of luminosity near the cathode spot in Figure 2 b . Notice, however, that the integral of the current with respect to time (Figure la) raises from zero to the $C V$ value in about 25 nsec . That is, within this short time, practically all the available charge and energy goes into the gap. The stored energy is 0.23 mJ , and only a single cathode spot is produced. Its diameter is about $3 \mu \mathrm{~m}$, and the peak current value is 6.8 Amp . The maximum current density is then $9.6 \times 10^{7} \mathrm{~A} / \mathrm{cm}^{2}$. This value is very large but agrees with that for electron emission from a single cathode cell (a Kesaev cell) as reported by others. 22,23 Thus, it is concluded that practically all the stored charge goes into the gap through a single cathode cell (sometimes two next to each other). This agrees with the well known fact that, in small gaps between metal electrodes, a spark does not materialize unless a cathode spot is formed. $9,15,24$ In vacuum arc studies, as well as in our previous work with ignitions, it has been established that electrons from the cathode contribute to ionization only after their thermalization. 9,22 Consequently, the region near the cathode
is one of high electron pressure.
The conical luminosity in Figure $2 b$ is associated with the formation of the cathode spot and its inherent high electron pressure. A very important fact confirming this assertion is that the luminosity has an average vertex angle of $25^{\circ}$. This value is an order of magnitude larger than the "wedge angle" for avalanches in $N_{2}$ which, as noted must have also subsided by the time the cone is produced. However, a $25^{\circ}$ angle corresponds precisely to the value for turbulent mixing of a submerged jet. This angle has been verified in fluid dynamic studies ${ }^{25}$ to be practically constant ( $25^{\circ}$ to $30^{\circ}$ ) and independent of the fluid used. It follows that the increase in ionization and, of course, its associated excitation and luminosity, is due to energy gained by the electrons in the gap as they mix turbulently with those emitted from the cathode.

Further evidence for the validity of an electron fluid model has been obtained by increasing the capacity to demonstrate that such an increase corresponds to a higher electron pressure near the cathode, and, consequently, to an underexpanded jet expansion. ${ }^{26}$ That is, one in which the pressure near the cathode (the exit pressure if it were a nozzle) far exceeds that of the region into where the expansion occurs, namely, the glow region in the gap. Such an expansion is characterized by the existence of a normal shock and of an inviscid convergent core that protrudes into the divergent region of turbulent mixing and incorporates a series of diamond shaped shock waves. An example of the formation of waves inside the core in $\mathrm{N}_{2}$ is shown in Figure 2 e , which is a streak photograph of a discharge with higher capacity ( 23 pF ). The camera is triggered by the signal from a photomultiplier. This allows us to estimate that the, $t_{0}$, time in the figure corresponds to about 110 nsec from the onset of ionization. A cone
like that in Figure $2 b$ is probably produced in the first two nanoseconds after $t_{o}$ as evidenced by luminosity near the anode region in Figure $2 e$. Then about 3 nanoseconds later, two brightly luminous regions appear above the bright cathode spot. Their sudden appearance involves times of a Eraction of a nanosecond, hence the speed of the phencmenon is so high $\left(10^{-3} \mathrm{~m} / 10^{-9} \sec \approx 10^{6} \mathrm{~m} / \mathrm{sec}\right)$ that it can only be explained in terms of electron waves.

We have shown that the position of the normal shock changes with capacity, and that the length of the inviscid core is, as expected, proportional to the area of cathode activity at the metal surface. Furthermore, the length of waves inside the core but after the normal shock, remains constant, increasing in number for a longer core. These are characteristic properties of an underexpanded jet. It has been tacitly assumed that changes in the electron population are very fast compared to changes recorded by the current trace. That is, it is assumed that a steady state expansion can be established in times small compared to the recorded current rhanges. This is justified because equilibrium between electrons is obtained in times $v_{e e^{-1}}=10^{-10} \sec$ for $n_{e}=10^{15} \mathrm{~cm}^{-3}$. It is also assumed that the inelastic collisions of frequency $v_{\text {Ne }}$ that make the flow visible do not affect its inviscid quality. This is justified because $\nu_{\text {Ne }} \ll \nu_{\text {ee }}$. Both theoretical and experimental evidence for the existence of a supersonic electron fluid expansion have been reported in detail. $26,27,28$

While working in a combustible mixture using minimum ignition energies, or with the same energy in air, $N_{2}$ and $O_{2}$, we noted that there are two different types of sparks that we call diffuse and filamentary because of their photographic appearance (e.g. Fig. 2b vs. Fig. 2c). Diffuse discharges are the cone shaped sparks discussed above and filamentary the moro familiar
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narrow channel sparks that are always present in longer gaps or with streamer induced sparks. In air and in a combustible propane-air mixture, diffuse discharges are almost the same as those in pure $\mathrm{N}_{2}$ with only slight differences in the current trace. Also, when either diffuse or filamentary discharges occur in a sequence, they exhibit a high degree of reproducibility. For instance, Figure 1 b shows the average current trace of 20 diffuse sparks in air together with the standard deviation that had to be multiplied by a factor of ten in order to be noticeable. Such reproducibility is remarkable because there were five sequences of four sparks at four different sections of the same $C u$ cathode, and observation with an optical microscope made evident that each spark produced its own separate spot. We know diffuse discharges can not be very hot because they exhibit only molecular line radiation. However, in combustible mixtures, they are more likely to produce ignition when compared to filamentary discharges which are louder, brighter and hotter as evidenced by atomic $N$ lines. The difference in combustion ability is then clearly related to a more efficient transfer of electrical potential energy into translational energy of the heavy particles. For the same stored value, less energy goes into shock waves, dissociation and excitation.

Consider the current trace for the diffuse discharge in Figure la. If we assume that all the stored charge becomes uniformly distributed in a cone 2 um high with a $25^{\circ}$ vertex, angle we obtain an average charge density of $7.7 \times 10^{14} \mathrm{~cm}^{-3}$. This number is at least two orders of magnitude smaller than the value required to bring about effective Coulomb interactions between electrons and ions $\left(\geq 10^{17} \mathrm{~cm}^{-3}\right)$, but it is compatible with the densities of positive streamers. ${ }^{29}$ Now, assuming all the stored energy goes into the cone and becomes thermal energy of the neutrals, then

$$
\begin{aligned}
& \left(\frac{1}{2}\right) C V^{2}=n_{n}\left(\pi r^{2} L / 3\right)(3 / 2) k T_{n} \\
& T_{n}=C V^{2} /\left(n_{n} \pi r^{2} L k\right)
\end{aligned}
$$

Taking $n_{n}=2.7 \times 10^{25} m^{-3}, C$ and $V$ from Figure $1 a$ and $r$ and $L$ from Figure $2 b$, we obtain a temperature $T_{n}=1.01 \times 10^{3}{ }^{\circ} \mathrm{K}$. This value is clearly an overestimate because no losses are considered. However, it is an order of magnitude smaller than the temperature reported in normal filamentary sparks ( $\sim 10^{4}{ }^{\circ} \mathrm{K}$ ). Nevertheless, we know the temperature is high enough to produce ignitions with propane, therefore $\mathrm{T}_{\mathrm{n}}>500^{\circ} \mathrm{K}$.

The point made is that under the most optimistic assumptions, the diffuse sparks never reach the electron density required for transformation into a strongly lonized gas, but the gas does reach a temperature between 500 and $1000^{\circ} \mathrm{K}$. The lower estimate also agrees with temperatures calculated for positive streamers. Electrons can interact strongly among themselves, but Coulomb interactions with ions are not important ( $v_{e e}$ is always much smaller than $v_{\text {en }}$ ). Thus, energy is given to the electrons and is gradually lost to the neutrals in times of the order of that for the whole current trace. It is interesting to note that using $\nu_{\text {en }}=1.5 \times 10^{12} \mathrm{sec}^{-1}$ and $\left(m_{e} / m_{n}\right)=1.5 \times 10^{-5}$ for $N_{2}$, the electron thermalization time is $\left(v_{e n} m^{\prime} / m_{n}\right)^{-1}=$ 34 nsec ; that is of the same order as the current duration. As shown in Figure 3 a and b the current trace becomes much larger in He ( $\sim 100 \mathrm{nsec}$ ) but not in Ar ( $\sim 10 \mathrm{nsec}$ ), thus indicating a molecule mass effect associated with the current flow in gases that are unaffected by rotation or vibration. This is true even though we cannot say anything about the neutral gas temperature for He and Ar.

As suggested by the luminous region just before the bright supersonic waves and near the anode in Figure 2e, we believe the actual formation of the
cone occurs near the current peak in times smaller than 10 nsec. However, this has to be clarified using better recording instrumentation. Finally, it must be emphasized that in air, diffuse discharges appear together with filamentary ones in an unpredictable manner. They may actually alternate or be of the same nature for a whole day; we have not been able to control their behavior in air. However, we find that in $N_{2}$ they are always diffuse while in $0_{2}$ they are always filamentary. There are no stable negative $N_{2}$ Ions, but dissociative attachmen: efficiently produces $0^{-}$ions simultaneously with fonization. Consequently, it is clear that negative ions in the gas do play a role. The erratic behavior in air nevertheless indicates that other phenomena must also play a role. Ve will show that, as expected, the nature of the spark is affected by events occurring at the cathode.

Figure 1 c and 2 c show current traces and the luminosity associated with filamentary discharges in oxygen. The oscillations after the current trace should be real according to the sensitivity of the equipment. They may represent subsonic electron wave reflections at the electrodes that travel 2 mum in 8 nsec; that is, with a velocity $0.25 \times 10^{6} \mathrm{~m} / \mathrm{sec}$ which is subsonic compared to the electron acoustic speed ( $\left.5 \mathrm{kT} e^{/ 3 m_{e}}\right)^{\frac{1}{2}}=0.77 \times 10^{6} \mathrm{~m} / \mathrm{sec}$. The true diameter of the spark is not well defined because of halation effects. Nevertheless, according to Figure 2c, it is of the order of $50 \mu \mathrm{~m}$. This is an overestimate, but it compares favorably with that for a more diffuse streamer in air, namely $\sim 70 \mu m$. If we assume that all the stored charge goes into a cylinder $25 \mu \mathrm{~m}$ in radius and 2 mumigh, we obtain an underestimated electron charge density of $6.5 \times 10^{16} \mathrm{~cm}^{-3}$. This value is larger than the number we have predicted ${ }^{9}$ for the propagation of non-linear waves $n_{e}=2.9 \times 10^{16} \mathrm{~cm}^{-3}$ and very close to the $10^{17} \mathrm{~cm}^{-3}$ required for effective electron-ion interaction. If we put all the energy into this
cylinder we obtain $\mathrm{T}_{\mathrm{n}}=6.7 \times 10^{4} \mathrm{~K}$, which is an overestimate but of the order of the values ${ }^{2}$ observed in longer filamentary sparks in $N_{2}$ ( 5 to $6 x$ $10^{4}{ }^{\circ} \mathrm{K}$ in 2.0 cm gaps). Since the electron density is underestimated, it is fair to conclude that filamentary discharges are heated because $\nu_{\text {ee }} \rightarrow \nu_{\text {en }}$. Consequently, the thermalization of the electrons is associated with the change in the plasma to a strongly ionized one. This is the more standard accepted mechanism for gas heating in sparks,even though it is also poorly understood. The appearance of atomic N lines confirm the high gas temperature.

The difference between a diffuse discharge in $N_{2}$, like that in Figure 2b, and a filamentary one in $\mathrm{O}_{2}$, like that in Figure 2c, has been ascribed in the previous paragraphs to the ability of negative ions to be rapidly produced by dissociative attachment $\left(0_{2}+e \rightarrow 0^{-}+0\right)$ in the early stages of fonization. Thus it is inferred that the $0^{-}$ions produced confine the diffusion of electrons injected into the gap at later times. This can result in a local high electron pressure. If the electron pressure gradient becomes sufficiently steep, non-linear waves can propagate into the ion confined electron fluid. These waves provide the mechanism by which the degree of ionization increases to the thermalization value associated with $v_{\text {ee }} \rightarrow \nu_{\text {en }}$. This point of view is confirmed by the fact that many electronegative molecules $\left(\mathrm{Cl}_{2}, \mathrm{NO}_{2}, \mathrm{NO}, \mathrm{Cl}_{2} \mathrm{~F}_{2}, \mathrm{SO}_{2}, \mathrm{CO}_{2}\right)$ are also able to confine the discharge and to produce filamentary channels. Recent experiments by Gosho ${ }^{30}$ report a large increase in streamer current associated with an increase in partial pressure of the electronegative gas used. For instance, in a positive point-to-plane-gap in air ( 2.0 mm radius, 2.0 cm gap), an initially steady glow discharge progressively disappears, and streamer formation is enhanced as the partial pressure of $N O$ is increased. At a partial pressure of 0.16

Torr, the discharge goes "directly" into a spark. A strongly electronegative gas such as $\mathrm{Cl}_{2}$ produces the same effect at just 0.01 Torr partial pressure. If a local electron pressure increase leads to filamentary discharges, It should be possible to do the same even in $N_{2}$ by enhancing the local emission and accumulation of electrons near the cathode using a small surface protrusion. Thus by polishing the metal surface, we left a protrusion about 25 mm high, which is large compared to a natural asperity (< $5.0 \mu \mathrm{~m}$ in steel and A1). ${ }^{20}$ However, it is also too small to produce a regular negative corona, even though it does lower the breakdown voltage by 1.5 kV . This is evidenced by the fact that we obtain the filamentary bright spark shown in Figure 2d with a single current trace that indicates the deposition of all the stored charge in a single rapid event as shown in Figure 3 c (no corona pulses). Also note that in Figure 2d, there is an extended faint glow around the cathode spot on the metal surface which supports the concept of a non localized discharge. The high current phase lasts about 10 nsec which is of the same duration as that for a discharge in $\mathrm{O}_{2}$ (c.f. Figure 1c) but is much shorter than the 35 nsec for a diffuse discharge in $N_{2}$ (c.f. Figure la). Notice that the region near the cathode spot towards the anode is not very bright. This would be expected if it takes a longer distance to accumulate the electrons. As always, it is also possible that the anode may be playing a role. It is nevertheless clear that ionization near the protrusion enhances the local accumulation of electrons, and that a discharge very much like one in $0_{2}$, but without stable negative ions, is produced by the high electron pressure gradient.

We have previously indicated that the local accumulation of electrons can also be provided by surface streamers over a charged dielectric. ${ }^{15}$ There is no accurate way of obtaining a reliable oscilloscope trace, but
an example of this effect is clearly demonstrated in Figure 2 f . The cathode is cleaned and then covered with the coating provided to fix Polaroid pictures. This coating is of the order of $10 \mu \mathrm{~m}$ : thick enough to significantly lower the capacity when compared to that provided by the thinner natural oxide layer on the metal surface. Consequently, initial ionization cannot increase the surface field to produce electron emission or a cathode spot. Instead charge accumulates on the Polaroid coating, lowers the field in the gap and stops the ionization. Progressive increases in voltage eventually lead to a surface streamer system that resembles a miniature lightning discharge, when looked at facing the cathode, or just like a bright line over the surface, when looking sideways, as in Figure $2 f$. Note the existence of a characteristic expansion cone, indicating electron turbulent mixing, and the lack of luminosity at the location where the cathode spot is shown in Figures $2 b, c$ and $d$. Thus, we conclude that a system of surface streamers can also collect charge fast enough to provide sufficient electron pressure to form an underexpanded jet across the electrodes. Clearly, this type of discharge is closely related to hazards as well as to gas heating not strongly influenced by the metallic properties of the electrodes.

## Conclusions

The main purpose of this paper is to demonstrate that in small sparks, probably in larger sparks as well, heating of the heavy particles occurs after the region to be heated has changed into a non-equipartition, weakly ionized plasma of high electron temperature $\left(T_{e}>T_{n}\right)$. Consequently, outside electrical forces must affect the plasma through narrow sheaths at its boundaries or through macroscopic electron fluid motion and waves. The plasma is primarily neutral ( $\left.\left|n_{e}-n_{i}\right| \ll n_{e}\right)$ and isotropic with all transport
processes small compared to random properties. The electrons constitute an independent fluid that is bound both weakly to the neutrals, by elastic electron-neutral collisions, and also very weakly to the ions, because of the low concentration and heavy mass of the ions. That is, the electrons are collision dominated, and binary collisions are a good approximation to the kinetics of the gas. However, because of their small mass, electrons effectively exchange momentum among themselves through long range Coulomb interactions, even though they collide primarily with neutrals: ( $m_{e} / m_{n}$ ) $v_{e n}$ $\ll v_{e e} \ll v_{e n}$. (Changes in the electron population occur much faster than In any other species. Inelastic collisions resulting in ionization are always very few even at peak ionization rates. In molecular gases like nitrogen, inelastic collisions, resulting in vibrational excitation, limit the average energy of the electrons, but rotational states are considered to be in equilibrium with translational motion.)

It has been shown that small sparks are associated with the formation of a cathode spot or with a system of surface streamers on a positively charged dielectric over the cathode. These are associated effects that feed electrons to a region near the cathode at the point where a spark is produced across the gap. In both cases, experimental evidence is presented to show that breakdown is produced by a resulting electron pressure increase that leads to either subsonic or supersonic expansions, with reference to the electron acoustic speed.

Depending on both the nature of the gas aolecules and the efficiency of the associated mechanism (cathode spot or surface streamers) to raise the electron pressure, the gas may become hot in two different ways. In $N_{2}$ with just sufficient energy to heat the gas, turbulent electron mixing produces a characteristic $25^{\circ}$ conical jet. Practically all the stored energy is transferred into the gap just before and just after this jet is
produced, and the current trace indicates a total time compatible with the energy relaxation time for the electrons $\left(\nu_{e n} m_{e} / m_{n}\right)^{-1}$. The gas is gradually heated to temperatures estimated to be between 500 and $1000^{\circ} \mathrm{K}$. Ion-electron interactions do not occur because of the low ion density obtained.

In $\mathrm{O}_{2}$ and in other electronegative gases, electrons are rapidly captured in the initial ionization events with the result that electron diffusion is subdued and the electron pressure gradient enhanced. Filamentary discharges are produced, and the stored charge goes into the gap in times that are small compared to the energy relaxation time of the electrons. In this case, there is a rapid electron population increase associated with compression heating of the electrons by supersonic waves. Evidence of this supersonic event has been reported. The gas becomes very hot as evidenced by atomic radiation. In air, either filamentary or diffuse discharges are possible, and in $N_{2}$ it is possible to produce a filamentary hot discharge by enhancing the electron pressure gradient using a small cathode protrusion.

Finally, a word must be said regarding the temperature of positive streamers. These are not present in our uniform field discharges, but Marode, Bastien and Bakker ${ }^{29}$ have computed the same neutral temperature range as in our diffuse discharges ( $500-1000{ }^{\circ} \mathrm{K}$ ) using the same basic system of fluid equations. Furthermore, although there are basic differences in the assumptions made, we believe that, regardless of the validity of Marode's physical model, we may be actually providing experimental support for his computations. The plasma in a streamer channel is basically the same as in our diffuse discharges with the same molecular radiation, density $n_{e} \simeq 10^{15} \mathrm{~cm}^{-3}$ and temperature $\mathrm{T}_{\mathrm{e}} \simeq 2-4 \mathrm{eV}$. Marode considers a section of a streamer that has bridged the discharge gap. There are no electrode effects, and the applied electric field is not completely shielded in the plasma.

Consequently, the remperature of the neutrals increases due to current flow. This produces a low density core where enhanced ionization leads to a large current increase that occurs after a delay of 60 to 120 nsec and which depends on the initial current amplitude of the streamer. Axial properties are considered homogeneous and the radial changes computed from the conservation equations of mass, momentum and energy supplemented by ideal gas laws and the inter-linking collision terms between the species. The number density of electrons at the axis changes by over two orders of magnitude between 40 and 94 nsec. But the radial electron velocity exceeds the ion velocity significantly after only 40 nsec. Thus, a line scurce of electrons which plays the same role as our experimental cathode spot, may be implicitly assumed. The inability of streamers to ignite combustible propane-air mixtures can be easily explained by their small crossection. A streamer has a large surface to volume ratio, and, just as in a nucleation problem, it cannot raise the temperature in a volume of quenching size. Conversely, our diffuse sparks involve a much larger volume. The smaller surface losses account for their good ability to produce ignitions at just the self-ignition temperature $\sim 500{ }^{\circ} \mathrm{K}$. Clearly much more work is required to study the transition from a small discharge, controlled by the electrodes, to one in which electrodes play orly a minor role.
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Figure 1. Current traces corresponding to discharges in $N_{2}$, Air and $0_{2}$. Uniform field 2.00 mM gap. Top figure shows current pulse, integral of the current with respect to rime, and stored charge value CV. All traces are preceded by a glow discharge.

Figure 2. (a) and (b) show the cathode spot and the luminosity associated with a discharge like that on Figure la.
(c) Discharge in $\mathrm{O}_{2}$ with a uniform field and associated with current traces like those in Figure Ic.
(d) Discharge in $\mathrm{N}_{2}$ with a $25 \mathrm{\mu m}$ protrusion at the cathode. The corresponding current trace is shown in Figure 3c.
(e) Streak picture of a 23 pF discharge in $\mathrm{N}_{2}$. Note luminosity near the anode before the rapid onset of the electron waves. (f) Discharge in air using a cathode covered by a thin ( $\sim 10 \mathrm{um}$ ) dielectric coating of Polaroid fixer.

Figure 3. (a) and (b) Discharges in atomic gases. Note that because of the low breakdown voltage the capacitor does not completely discharge to the CV value.
(c) Discharges in $N_{2}$ with a 25 um protrusion at the cathode. Because of the energy used the gas is hot and the capacitor discharges to the CV value (not shown) as in Figure la. The corresponding luminosity is shown as Figure 2 d .
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Introduction

According to this contract, it was intended to search for infrared emissions generated by the passage of protons and other heavy ions through atmospheric gases. The particles were to be delivered by a 2 MV Van de Graaff accelerator. While the initial observations were to be made in the optical region, using apparatus in the Department of Physics, the intention was to have one or more representatives from the Air force Geophysical Laboratory collaborate with us in the later, infrared phases of the work. That collaboration was to include the use of AFGL apparatus for the venture into the infrared region of the spectrum.

The Experiment

In order to carry out the experiments, a differentially-pumped gas target chamber was constructed and mounted on one of the beam lines in the Van de Graaff Laboratory. Some of the light generated in the gas when the particles went through went via a window into the entrance slit of an Interactive Technology high-resolution air spectrometer, equipped with a grating blazed at 500 nm . At the exit of the spectrometer, a photomultiplier tube detected the light, the intensity of which was converted into an electrical signal in conventional manner. The signals were recorded with a multichannel analyzer, with the stepping pulse to
successive channels being provided by time. Since the particle beam was quite steady, this was a satisfactory technique for the initial experiments.

The wavelength range covered in these initial experiments extended from 300 to 700 nm . We studied two different gases, $N_{2}$ and $\mathrm{O}_{2}$. We used several bombarding energies from 250 keV to 1 MeV , and also investigated the separate effects of protons, diatomic hydrogen ions, and triatomic hydrogen ions.

The grating we used was blazed at 500 nm , and this might explain why our work up to 700 nm gave few signals at the longer wavelengths. The region beyond 550 nm should be reexamined with a grating better suited to the region of long wavelengths. It would then be possible to gauge better whether a further excursion into the infrared would be profitable. With such information, the direct participation of AFGL personnel and equipment in the experiments would be worth pursuing.

Please note that a proposal has been submitted to AFGL to request additional support for this work.

## Results

Some of the results we obtained are presented in Figs. 1, 2, and 3. Those figures make several conclusions clear, namely,
a) A number of interesting features were seen, particularly in the case of nitrogen. From the nitrogen data, we could qualitatively infer the relative combined effects of changing the type of incident particle and the particle velocity. Thus, we tabulate the yield for the most intense lines, normalized to the number of nucleons in the incident $\mathrm{H}_{2}{ }^{+}$ beam:

| $\lambda(\mathrm{nm})$ | $\mathrm{H}^{+}$ | $\mathrm{H}_{2}{ }^{+}$ | $\mathrm{H}_{2}{ }^{+}$ |
| :--- | :---: | :---: | :---: |
| 357.7 | 2.5 | 1 | 2.2 |
| 391.4 | 1.5 | 1 | 1.3 |
| 427.8 | 1.9 | 1 | 1.4 |

It appears from this that protons have a higher cross section than either $\mathrm{H}_{2}^{+}$or $\mathrm{H}_{3}^{+}$for the excitation of these spectral lines. This is somewhat surprising in light of the fact that the particle velocity, relative to that of $\mathrm{H}^{+}$, is reduced by factors of 1.4 and 1.7 for $\mathrm{H}_{2}^{+}$and $\mathrm{H}_{2}{ }^{+}$, respectively, and one would expect that slower particles would be intrinsically more effective in generating excited states. Clearly further - and more quantitative - work is needed to investigate this dependence on particle type and velocity.
b) There is a substantial difference between the excitation cross sections for nitrogen and oxygen, the former being by far the larger. This may well account for the fact that little has been reported in the literature on the excitation of oxygen by hydrogenic ions. Of course, our work covered only one portion of the entire spectral range, and it would be valuable to extend the observations, especially towards the infrared.
c) Our resolving power, which is displayed in Fig. 2, was considerably better than that used in the several experiments reported in the literature. Thus, in a number of the regions seen in Fig. 1 to show severe blending, it is possible for us to separate out the several spectral features. Particular attention should be paid to the regions near 388.4 and 405.9 nm , and further work to study those regions is indicated.
d) The foregoing give a clear direction in which additional experiments should go.
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Certain configurations of spin-stabilized spacecraft consistently develop a coning or nutating motion during the perigee burn. This motion consists of sinusoidal oscillations about the pitch and yaw axes at the same frequency, but with a $90^{\circ}$ phase difference. The sloshing of liquid fuel stores is suspected as a source of these nutations. The moving liquid in its spherical containers has been modeled as an equivalent pendulum, pivoted with the main body of the payload, and moving relative to it in the rotating constraint. The equations of motion of the spacecraft with a compound pendulum system have been derived. Numerical solution is accomplished on the digital computer. Comparison is made to flight test data of actual spacecraft.

## INTRODUCTION

Launchings of several of the STAR 48 Communication Satellites from the Space Shuttle have consistently resulted in a nutating motion of the spacecraft. Flight data from roll, $s p i n$, and yaw axis rate gyros indicate a constant frequency, equal amplitude, sinusoidal oscillation about the yaw and pitch axis. The vector combination of these two components of vibration results in a coning motion of the satellite about its spin axis. The vehicle is spin stabilized at launch, having a 1 rev/sec spin velocity imparted to it.

After launching from the Shuttle, in the perigee phase of its orbit, the satellite's power assist module (PAM) fires its thruster to establish a geosynchronous earth orbit. It is this axial thrust that gives rise to the coning which predominates after PAM-motor burnout. Consistently, flight data from rate gyros indicates the steady-state coning and a 0.5 cps small amplitude disturbance superimposed on the 1 rev/sec spin velocity.

Combustion instabilities in the PAM rocket motor were thought to be the source of a side force which would induce the coning motion. In order to investigate the presence of any such combustion instabilities, a STAR 48 motor was fired at the Engine Test Facility, AEDC, Arnold AFS. A test rig having lateral and axial load cells was utilized, and the rig allowed the PAM to be spun at $1 \mathrm{rev} / \mathrm{sec}$ during the firing. A spectral analysis was completed of the resulting load cell records obtained during firing. The test results indicated no significant forces at the required frequency (one-half cycle per second) and it was concluded that combustion instabilities could not be the source of moments about the principal axes of the spacecraft causing coning motion.

A preliminary analysis of the payload (the communication satellite) was completed indicating that a $55 \mathrm{ft}-\mathrm{lb}$ external moment at one-half cycle/ sec would sustain the coning motion. It was suspected that sloshing motion of liquid stored in the vehicle is the mechanism for creating and sustaining the nutation of the spacecraft. Previous work in modeling of sloshing fluids [1,2]* indicated that equivalent solid pendulum systems could be found to represent the periodic motion of the fluid in the container.

THEORY

This investigation has been initiated in order to study the general problem of the dynamic effects of moving parts on the motion of a spinstabilized spacecraft. The problem has been formulated from various points of view by Roberson [3], Grubin [4]. Kane and Sobala [5], and Edwards and Kaplan [6]. Roberson modeled a rigid main body with an arbitrary number of moving components. He chose the composite center of mass of the system as the reference point. This formulation resulted in time varying moments of inertia and a moving reference point. Grubin avoided this problem by choosing the vehicle center of mass as the reference point. He could easily identify the instantaneous position of the moving mass with reference to the vehicle. Kane and Sobala investigated the problem of attitude control through controlled motion of an internal mass in the spacecraft. Edwards and Kaplan studied the detumbling of a spacecraft by the programmed motion of a movable internal mass. The equations of motion of the spacecraft were derived with the origin of a coordinate set fixed in the principal

[^1]coordinates of the main mass of the spacecraft. Thus, a fixed reference point was defined at the body center of mass and the instantaneous position of the movable mass was defined relative to the main mass. This is the approach taken here in this present study.

Let a satellite with some even number of semi-spherical fuel tanks be represented as shown in Figure 1. The sloshing fuel can be represented in this first approximation as a spherical pendulum with some equivalent mass oscillating, at some identifiable radius $[1,2]$. The reference frames $X_{1} X_{2} X_{3}, B_{1} B_{2} B_{3}$, and $\left(n_{1} n_{2} n_{3}\right)$ i are inertial and body coordinates fixed to the main body and pendulum respectively. The equations of motion were derived using both D'Alembert's Form of Lagrange's Equations (also known as Kane's equations, [7]) and a Lagrangian formulation. These two different formulations provide a check on the equations of motion because of their differences in form. Kane's equations are much simpler to formulate than the classical Lagrangian approach because of the differentiations needed in the Lagrangian formulation.

The two methods can be sumarized for this problem by the results which follow.

1. General Derivations

For Kane's equations,

$$
\begin{aligned}
& F_{r}+F_{r}{ }^{*}=0 \quad r=1, \ldots, n \\
& F_{r}^{*}=\left(F_{r}^{*}\right)_{B}+\left(F_{r}^{*}\right)_{\text {mi }} \quad r=1, \ldots, n \text { degrees of freedom }
\end{aligned}
$$

$$
\begin{aligned}
& \left(F_{r}^{*}\right)_{m i}=\underline{V}_{\mathbf{q} r} \cdot F_{\mathrm{mi}}^{*} \quad r=1, \ldots, n \\
& \text { qr } \triangleq \text { generalized coordinate }
\end{aligned}
$$



Fig. 1. Model of spacecraft with spherical pendulum.

$$
\begin{aligned}
& \underline{\text { v }} \text { velocity vector } \\
& \underline{\omega} \text { ́angular velocity vector } \\
& \dot{q} \hat{\equiv} \text { first derived coordinate with respect to time } \\
& {\underset{\sim}{q} r}^{v_{r}} \triangleq \frac{\partial v}{\partial \dot{q} r}
\end{aligned}
$$

$$
\begin{aligned}
& \underline{F}^{*}=-M_{B-B}^{a} \\
& M_{B} \triangleq \text { mass of main body } \\
& \mathrm{a}_{\mathrm{B}} \stackrel{\Delta}{\stackrel{a}{2}} \text { acceleration of main body } \\
& \underline{T}^{*}=-\underline{\underline{\underline{I}}} \cdot \underline{\underline{w}}^{R} B+\left(\underline{\underline{I}} \cdot \underline{w}^{R}\right) \times \underline{\underline{w}}^{R}-\underline{\underline{I}} \cdot \frac{d^{R} B}{d t} \\
& \underline{I} \text { Inertia tensor } \\
& \underline{E}_{-m i}^{*}=-m i{ }_{-m i}^{a} \\
& \text { mi } \stackrel{\perp}{\equiv} \text { mass of pendulum } i \\
& \mathrm{a}_{\mathrm{mi}} \doteq \text { acceleration of } \mathrm{mi} \\
& \mathrm{Fr} \AA \text { generalized active force }
\end{aligned}
$$

$$
\begin{aligned}
& F_{G} \xlongequal{\leftrightharpoons} \text { gravitational force vector } \\
& \mathrm{E}_{\mathrm{T}}=\text { thrust vector } \\
& I_{m i} \dot{=} \text { spring and damper torque vector } i \text { on } m i \\
& I_{T} \dot{\#} \text { thrust torque vector } \\
& {\underset{\sim}{x}}^{B} \dot{\equiv} \text { angular velocity of body } B \text { in the inertial frame } \\
& { }_{\underline{\text { R }}} \underline{\mathrm{mi}} \dot{\equiv} \text { angular velocity of body } m 1 \text { in the inertial frame }
\end{aligned}
$$

For the Lagrangian formulation:

$$
\frac{d}{d t} \frac{\partial K}{\partial \dot{q r}}-\frac{\hat{c} K}{\partial q r}=F r \quad r=1, \ldots, n
$$

$K \triangleq{ }_{\text {kinetic }}$ energy

$v_{m i} \triangleq$ velocity of mass mi
$\mathrm{v}_{\mathrm{G}} \triangleq$ velocity of main body mass center
The generalized coordinates chosen to describe the position of the system were (see Figure 1),
$x_{1}, x_{2}, x_{3}$ - cartesion location of main body mass center
$\theta_{1}, \theta_{2}, \theta_{3}$ - angles for the orientation of the main body relative to $x_{1} x_{2} x_{3}$
$\alpha_{i}, \beta_{i}$ - angles for the orientation of mi relative to the main body $\mathrm{B}_{1} \mathrm{~B}_{2} \mathrm{~B}_{3}$

The system has $n=6+2 N$ degrees of freedom where,
$N \triangleq$ number of spherical pendulums
$n \triangleq$ degrees of freedom.
2. Definition of Variables and Parameters

The equation variables and parameters;

$$
\begin{aligned}
& a_{11} \equiv \cos \theta_{1} \cos \theta_{3}-\sin \theta_{1} \sin \theta_{2} \sin \theta_{3} \\
& a_{12}=-\sin \theta_{1} \cos \theta_{2} \\
& a_{13} \equiv \cos \theta_{1} \sin \theta_{3}+\sin \theta_{1} \sin \theta_{2} \cos \theta_{3} \\
& a_{21} \equiv \sin \theta_{1} \cos \theta_{3}+\cos \theta_{1} \sin \theta_{2} \sin \theta_{3} \\
& a_{22} \equiv \cos \theta_{1} \cos \theta_{2} \\
& a_{23} \equiv \sin \theta_{1} \sin \theta_{3}-\cos \theta_{1} \sin \theta_{2} \cos \theta_{3}
\end{aligned}
$$

$$
\begin{aligned}
& a_{31} \equiv-\cos \theta_{2} \sin \theta_{3} \\
& a_{32} \equiv \sin \theta_{2} \\
& a_{33} \equiv \cos \theta_{2} \cos \theta_{3} \\
& { }^{t}{ }_{11} \equiv \cos \alpha_{i} \\
& { }^{t_{12}} \equiv \sin \alpha_{1} \\
& L_{1}^{i} \equiv-L_{i} \sin \alpha_{i} \cos \beta_{i} \\
& L_{2}^{i} \equiv L_{i} \cos \alpha_{i} \cos B_{i} \\
& L_{3}^{1} \equiv L_{i} \sin \beta_{i} \\
& L_{i} \equiv \text { pendulum length } \\
& r_{1}^{i}, r_{2}^{i}, r_{3}^{i} \equiv \text { distance from main body mass center to pendulum } \\
& u_{1} \equiv a_{11} \\
& \mathrm{u}_{2} \equiv \mathrm{a}_{12} \\
& u_{3} \equiv a_{13} \\
& u_{4} \equiv a_{21} \\
& u_{5} \equiv a_{22} \\
& u_{6} \equiv a_{23} \\
& u_{7} \equiv a_{31} \\
& u_{8} \equiv a_{32} \\
& u_{9} \equiv \mathrm{a}_{33} \\
& u_{10} \equiv\left(r_{3}+L_{3}\right) a_{32}-\left(r_{2}+L_{2}\right) a_{33} \\
& \boldsymbol{\operatorname { s i n }} \theta \equiv \boldsymbol{\operatorname { s n }} \theta \quad \boldsymbol{\operatorname { c o s }} \theta \equiv \operatorname{cs} \theta
\end{aligned}
$$

$$
\begin{aligned}
& u_{11} \equiv\left(r_{1}+L_{1}\right) a_{33}-\left(r_{3}+L_{3}\right) a_{31} \\
& u_{12} \equiv\left(r_{2}+L_{2}\right) a_{31}-\left(r_{1}+L_{1}\right) a_{32} \\
& u_{13} \equiv-\left(r_{2}+L_{2}\right) \operatorname{sn} \theta_{3} \\
& u_{14} \equiv\left(r_{1}+L_{1}\right) \operatorname{sn} \theta_{3}-\left(r_{3}+L_{3}\right) \operatorname{cs} \theta_{3} \\
& u_{15} \equiv\left(r_{2}+L_{2}\right) \operatorname{cs} \theta_{3} \\
& u_{16} \equiv r_{3}+L_{3} \\
& u_{17} \equiv 0 \\
& u_{18} \equiv-\left(r_{1}+L_{1}\right) \\
& u_{19} \equiv L_{3} t_{12} \\
& u_{20} \equiv-L_{3} t_{11} \\
& u_{21} \equiv L_{2} t_{11}-L_{1} t_{12} \\
& u_{22} \equiv-L_{2} \\
& u_{23} \equiv L_{1} \\
& u_{24} \equiv 0 \\
& { }_{\omega_{1}}^{\mathrm{B}} \equiv \dot{\theta}_{1} \mathrm{a}_{31}+\dot{\theta}_{2} \operatorname{cs} \theta_{3} \quad \mathrm{R}_{\omega_{1}}{ }^{\mathrm{mi}}={ }^{\mathrm{R}}{ }_{\omega_{1}}{ }^{\mathrm{B}}+\dot{B}^{\prime} r_{11} \\
& \mathrm{R}_{\omega_{2}}{ }^{\mathrm{B}} \equiv \dot{\mathrm{E}}_{1} \mathrm{a}_{32}+\dot{\mathrm{e}}_{3} \quad \mathrm{R}_{\omega_{2} \mathrm{mi}}=\mathrm{R}_{\omega_{2}}{ }^{\mathrm{B}}+\dot{B}_{t_{12}} \\
& \mathrm{R}_{\omega_{3}} \mathrm{~B} \dot{\dot{f}}_{1} \mathrm{a}_{33}+\dot{\dot{e}}_{2} \operatorname{snf}_{3} \quad \quad \mathrm{R}_{\mathrm{\omega}_{3}}{ }^{\mathrm{mi}}=\mathrm{R}_{\mathrm{\omega}_{3}}{ }^{\mathrm{B}}+\dot{\alpha} \\
& e_{1} \equiv \dot{\theta}_{1} \dot{\dot{F}}_{2} a_{32} \operatorname{sn} \theta_{3}-\dot{\theta}_{1} \dot{\theta}_{3} a_{33}-\dot{\theta}_{2} \dot{\theta}_{3} \operatorname{sn} \theta_{3} \\
& e_{2} \equiv \dot{\theta}_{1} \dot{\theta}_{2} \operatorname{cs\theta }{ }_{2} \\
& e_{3} \equiv-\dot{\theta}_{1} \dot{\theta}_{2} a_{32} \operatorname{cs}_{3}+\dot{\theta}_{1} \dot{\theta}_{3} a_{31}+\dot{\theta}_{2} \dot{\theta}_{3} \operatorname{cs} \theta_{3}
\end{aligned}
$$

$$
\begin{aligned}
& d_{1} \equiv-\left(I_{11} e_{1}+I_{12} e_{2}+I_{13} e_{3}\right)-\left(\dot{I}_{11} \omega_{1}+\dot{I}_{12 \omega_{2}}+\dot{I}_{13} \omega_{3}\right) \\
& +\mathrm{I}_{12}{ }_{1}{ }_{1} \omega_{3}+\mathrm{I}_{22} \omega_{2} \omega_{3}+\mathrm{I}_{23} \omega_{3}{ }^{2}-\left(\mathrm{I}_{13} \omega_{1} \omega_{2}+\mathrm{I}_{23} \omega_{2}{ }^{2}+\mathrm{I}_{33} \omega_{2} \omega_{3}\right) \\
& \mathrm{d}_{2} \equiv-\left(\mathrm{I}_{12} \mathrm{e}_{1}+\mathrm{I}_{22} \mathrm{e}_{2}+\mathrm{I}_{23} \mathrm{e}_{3}\right)-\left(\mathrm{i}_{12{ }^{\omega_{1}}}+\mathrm{i}_{22^{\omega_{2}}}+\mathrm{i}_{23}{ }^{\omega_{3}}\right) \\
& +\mathrm{I}_{13}{ }^{\omega_{1}}{ }^{2}+\mathrm{I}_{23} \omega_{1} \omega_{2}+\mathrm{I}_{33}{ }^{\omega_{1} \omega_{3}}-\left(\mathrm{I}_{11}{ }_{1}{ }_{1} \omega_{3}+\mathrm{I}_{12}{ }_{2}{ }_{2} \omega_{3}+\mathrm{I}_{13}{ }^{\omega_{3}}{ }^{2}\right) \\
& d_{3} \equiv-\left(I_{13}{ }^{e}{ }_{1}+I_{23} e_{2}+I_{33}{ }^{e}{ }_{3}\right)-\left(\dot{I}_{13}{ }^{\omega_{1}}+\dot{I}_{23^{\omega}}+\dot{i}_{33}{ }_{3}\right) \\
& +\mathrm{I}_{11{ }^{\omega_{1} \omega_{2}}}+\mathrm{I}_{12 \omega_{2}}{ }^{2}+\mathrm{I}_{13}{ }^{\omega_{2} \omega_{3}}-\left(\mathrm{I}_{12 \omega_{1}}{ }^{2}+\mathrm{I}_{22 \omega_{1} \omega_{2}}+\mathrm{I}_{23}{ }^{\omega_{1} \omega_{3}}\right) \\
& { }^{B_{1}} \equiv\left(r_{3}+L_{3}\right) e_{2}-\left(r_{2}+L_{2}\right) e_{3}+L_{3}\left(\dot{B}\left(\dot{\tau}_{12}+\mathrm{t}_{11} \omega_{3}\right)-\dot{\alpha} \omega_{1}\right) \\
& -\mathrm{L}_{2}\left(\dot{\dot{B}}\left(\mathrm{t}_{12}{ }^{\omega_{1}}-\mathrm{t}_{11} \omega_{2}\right)\right)+\omega_{1} \omega_{2} \mathrm{r}_{2}-\mathrm{r}_{1}\left(\omega_{2}{ }^{2}+\omega_{3}{ }^{2}\right) \\
& +\omega_{1} \omega_{3} r_{3}+\left(\omega_{1} \omega_{2} L_{2}-L_{1}\left(\omega_{2}{ }^{2}+\omega_{3}{ }^{2}\right)+\omega_{1} \omega_{3} L_{3}\right)^{m i} \\
& -2\left({ }_{2} \dot{r}_{3}-\omega_{3} \dot{r}_{2}\right)-\ddot{r}_{1}
\end{aligned}
$$

The superscript mi denotes the angular velocity used in the brackets must be ${ }^{R} w^{m i}$ otherwise ${ }^{R}{ }^{B}$.

$$
\begin{aligned}
{ }^{B_{2} \equiv} & \left(r_{1}+L_{1}\right) e_{3}-\left(r_{3}+L_{3}\right) e_{1}+L_{1}\left(\dot{\beta}\left(t_{12} \omega_{1}-t_{11} \omega_{2}\right)\right) \\
& \left.-L_{3}\left(\dot{\tilde{z}}^{\left(\dot{\varepsilon}_{11}\right.}-\mathbf{t}_{12} \omega_{3}\right)+\dot{\dot{\alpha} \omega_{2}}\right)+\omega_{2} \omega_{3} r_{3}-r_{2}\left(\omega_{1}{ }^{2}+\omega_{3}{ }^{2}\right) \\
& +{ }_{1} \nu_{2} r_{1}+\left(\omega_{2} \omega_{3} L_{3}-L_{2}\left(\omega_{1}{ }^{2}+\omega_{3}{ }^{2}\right)+\omega_{1} \omega_{2} L_{1}\right)^{11} \\
& -2\left(\omega_{3} \dot{r}_{1}-\omega_{1} \dot{r}_{3}\right)-\ddot{r}_{2}
\end{aligned}
$$

$$
\begin{aligned}
& B_{3} \equiv\left(r_{2}+L_{2}\right) e_{1}-\left(r_{1}+L_{1}\right) e_{2}+L_{2}\left(\dot{B}\left(\dot{t}_{11}-t_{12} \omega_{3}\right)+\dot{w_{2}}{ }_{2}\right. \\
& -L_{1}\left(\dot{B}\left(\dot{t}_{12}+t_{11} \omega_{3}\right)-\dot{b}_{1}\right)+\omega_{1} \omega_{3} r_{1}-r_{3}\left(\omega_{1}^{2}+\omega_{2}^{2}\right) \\
& +\omega_{2} \omega_{3} r_{2}+\left(\omega_{1} \omega_{3} L_{1}-L_{3}\left(\omega_{1}^{2}+\omega_{2}^{2}\right)+\omega_{2} \omega_{3} L_{2}\right)^{m i} \\
& -2\left(\omega_{1} \dot{r}_{2}-\omega_{2} \dot{r}_{1}\right)-\ddot{r}_{3} \\
& K_{G} \equiv \text { gravitational constant } \\
& F_{1}, F_{2}, F_{3} \equiv \text { thrust force components in } B_{1} \beta_{2} B_{3} \text { reference frame } \\
& T_{1}, T_{2}, T_{3} \equiv \text { thrust moment components in } B_{1} B_{2} \beta_{3} \text { reference frame } \\
& K_{1}, D_{1} \text { 三spring and damping coefficients with respect to } \alpha \\
& \text { coordinate } \\
& K_{2}, D_{2} \equiv \begin{array}{l}
\text { spring and damping coefficients with respect to } \beta \\
\text { coordinate }
\end{array} \\
& \text { coordinate }
\end{aligned}
$$

## Motion Equations

Using both Kane's formulation (A) and Lagrangian formulation (B), the equations of motion were formulated as,

$$
\begin{aligned}
{[-M} & \left.-\Sigma_{m i}\right] \ddot{x}_{1}+[0] \ddot{x}_{2}+[0] \ddot{x}_{3} \\
& +\left[-\ddot{-}_{m i}\left[u_{1} u_{10}+u_{2} u_{11}+u_{3} u_{12}\right]\right] \ddot{\theta}_{1} \\
& +\left[-\Sigma_{m i}\left[u_{1} u_{13}+u_{2} u_{14}+u_{3} u_{15}\right]\right] \ddot{\theta}_{2} \\
& +\left[-\ddot{z}_{m i}\left[u_{1} u_{16}+u_{3} u_{18}\right]\right] \ddot{\theta}_{3} \\
& +\left[-\Sigma_{m i}\left[u_{1} u_{19}+u_{2} u_{20}+u_{3} u_{21}\right]\right] \ddot{3}_{1} \\
& +\left[-\Sigma_{m i}\left[u_{1} u_{22}+u_{2} u_{23}\right]\right] \ddot{u}_{i}
\end{aligned}
$$

$$
\begin{align*}
& +1-\mathrm{mi}^{\left.\left[\mathrm{u}_{1} \mathrm{~B}_{1}+\mathrm{u}_{2} \mathrm{~B}_{2}+\mathrm{u}_{3} \mathrm{~B}_{3}\right]\right]+\mathrm{a}_{11} \mathrm{~F}_{1}+\mathrm{a}_{12} \mathrm{~F}_{2}+\mathrm{a}_{13} \mathrm{~F}_{3}, ~} \\
& -\frac{K_{G} x_{1}}{\left[x_{1}{ }^{2}+x_{2}{ }^{2}+x_{3}{ }^{2}\right] 3 / 2}=0 \\
& {[0] \ddot{x}_{1}+\left[-M-\sum_{m i}\right] \ddot{x}_{2}+[0] \ddot{x}_{3}} \\
& +\left[-\sum_{m i}\left[u_{4} u_{10}+u_{5} u_{11}+u_{6} u_{12}\right]\right] \ddot{\theta}_{1} \\
& +\left[-F_{m 1}\left[u_{4} u_{13}+u_{5} u_{14}+u_{6} u_{15}\right]\right] \ddot{\theta}_{2} \\
& +\left[-i_{m i}\left[u_{4} u_{16}+u_{6} u_{18}\right]\right] \ddot{\theta}_{3} \\
& +\left[-z_{m i}\left[u_{4} u_{19}+u_{5} u_{20}+u_{6} u_{21}\right]\right] \ddot{\beta}_{i} \\
& +\left[-\sum_{m i}\left[u_{4} u_{22}+u_{5} u_{23}\right]\right] \ddot{\alpha}_{i} \\
& +\left[-\Sigma_{\mathrm{mi}}\left[u_{4} \mathrm{~B}_{1}+u_{5} \mathrm{~B}_{2}+u_{6} \mathrm{~B}_{3}\right]\right]+\mathrm{a}_{21} \mathrm{~F}_{1}+\mathrm{a}_{22} \mathrm{~F}_{2}+\mathrm{a}_{23} \mathrm{~F}_{3} \\
& -\frac{K_{G} x_{2}}{\left[x_{1}{ }^{2}+x_{2}{ }^{2}+x_{3}{ }^{2}\right] 3 / 2}  \tag{2}\\
& {[0] \ddot{x}_{1}+[0] \ddot{x}_{2}+\left[-M-\sum_{m 1}\right] \ddot{x}_{3}+[0] \ddot{\theta}_{1}} \\
& +\left[-\sum_{m 1}\left[u_{7} u_{13}+u_{8} u_{14}+u_{9} u_{15}\right]\right] \ddot{\theta}_{2} \\
& +\left[-\sum_{m 1}\left[u_{7} u_{16}+u_{9} u_{18}\right]\right] \ddot{\theta}_{3} \\
& +\left[-\Sigma_{m i}\left[u_{7} u_{19}+u_{8} u_{20}+u_{9} u_{21}\right]\right] \ddot{\beta}_{i} \\
& +\left[-\Sigma_{m 1}\left[u_{7} u_{22}+u_{8} u_{23}\right]\right] \ddot{\alpha}_{i} \\
& +\left[-\Sigma_{m i}\left[u_{7} B_{1}+u_{8} B_{2}+u_{9} B_{3}\right]\right]+a_{31} F_{1}+a_{32} F_{2}+a_{33} F_{3}
\end{align*}
$$

$$
\begin{align*}
& -\frac{\mathrm{K}_{\mathrm{G}} \mathrm{x}_{3}}{\left[\mathrm{x}_{1}{ }^{2}+\mathrm{x}_{2}{ }^{2}+\mathrm{x}_{3}{ }^{2}\right] 3 / 2}=0  \tag{3}\\
& {\left[-\Sigma_{m i}\left[u_{10} u_{1}+u_{11} u_{2}+u_{12} u_{3}\right]\right] \ddot{x}_{1}} \\
& \left.+\left[-\Sigma_{m 1}\left(u_{10 u_{4}}+u_{11} u_{5}+u_{12 u_{6}}\right)\right]\right] \ddot{x}_{2} \\
& \left.+\left[-\sum_{m 1}\left(u_{10} u_{7}+u_{11} u_{8}+u_{12} u_{9}\right)\right]\right] \ddot{x}_{3} \\
& +\left[\left[-I_{11} a_{31}{ }^{2}-2 I_{12} a_{31} a_{32}-2 I_{13} a_{31} a_{33}-I_{22} a_{32}{ }^{2}\right.\right. \\
& -2 I_{23^{a}} 3^{a_{32}}-I_{33^{a}}{ }^{2}{ }^{2} \text { ] } \\
& \left.-E_{m 1}\left(u_{10}{ }^{2}+u_{11}{ }^{2}+u_{12}{ }^{2}\right)\right] \ddot{\theta}_{1} \\
& +\left[\left[-I_{11} a_{31} \operatorname{csi}_{3}-I_{12} a_{32}{ }^{c s \theta_{3}}-I_{13}\left(a_{33} \operatorname{cs} \theta_{3}+a_{31} \operatorname{sn} \theta_{3}\right)\right.\right. \\
& -I_{23}{ }^{\mathrm{a}}{ }_{32} \mathrm{sn} \theta_{3}-I_{33^{\mathrm{a}}}^{33^{\mathrm{sn}} \theta_{3}} \mathrm{~J} \\
& \left.-z_{\mathrm{mi}}\left[u_{10}{ }_{13}+u_{11} u_{14}+u_{12}{ }^{u}{ }_{15}\right]\right] \ddot{\theta}_{2} \\
& +\left[\left[-I_{12}{ }^{a} 31-I_{22^{a}}{ }_{32}-I_{23^{a}}{ }_{33}\right.\right. \\
& \left.-=_{m i}\left[u_{10} u_{16}+u_{12} u_{18}\right]\right] \ddot{\theta}_{3} \\
& +\left[-\ddot{-}_{\mathrm{mi}}\left[\mathrm{u}_{10} \mathrm{u}_{19}+\mathrm{u}_{11} \mathrm{u}_{20}+u_{12} \mathrm{u}_{21}\right]\right] \ddot{亏}_{1} \\
& +\left[-=_{m i}\left[u_{10} u_{22}+u_{11} u_{23}\right]\right] \ddot{\alpha}_{i} \\
& +\left[-I_{m i}\left[u_{10} B_{1}+u_{11} B_{2}+u_{12} B_{3}\right]\right] \\
& +d_{1} a_{31}+d_{2} a_{32}+d_{3} a_{33}+a_{31} T_{1}+a_{32} T_{2}+a_{33} T_{3}=0
\end{align*}
$$

$$
\begin{align*}
& {\left[-\sum_{m 1}\left[u_{13} u_{1}+u_{14} u_{2}+u_{15} u_{3}\right]\right] \ddot{x}_{1}} \\
& +1-\sum_{\mathrm{mi}}\left[\mathrm{u}_{13}{ }^{\mathrm{u}}{ }_{4}+\mathrm{u}_{14}{ }^{u_{5}}+\mathrm{u}_{15}{ }^{u_{6}} \mathrm{I}\right] \ddot{\mathrm{x}}_{2} \\
& +\left[-\sum_{m i}\left[u_{13}{ }^{u}{ }_{7}+u_{14}{ }^{u_{8}}+u_{15} u_{9} l\right] \ddot{x}_{3}\right. \\
& +\left[-\mathrm{I}_{11} \mathrm{a}_{31} \mathrm{cs} \mathrm{\theta}_{3}-\mathrm{I}_{12} \mathrm{a}_{32} \mathrm{cs}_{3}-\mathrm{I}_{13} \mathrm{a}_{33} \mathrm{as}_{3}+\mathrm{a}_{31} \mathrm{sn} \mathrm{\theta}_{3}\right) \\
& -\mathrm{I}_{23^{\mathrm{a}}}{ }_{32} \mathrm{sn} \mathrm{\theta}_{3}-\mathrm{I}_{33^{\mathrm{a}} 3_{3}{ }^{\mathrm{sn} \theta_{3}}} \\
& \left.-\sum_{m i}\left[u_{13} u_{10}+u_{14} u_{11}+u_{15} u_{12}\right]\right] \ddot{\theta}_{1} \\
& +\left[-I_{11} \operatorname{cs}^{2} \hat{\theta}_{3}-2 I_{13} \operatorname{cs}_{3} \operatorname{snn} \theta_{3}-I_{33^{s n}}{ }^{2} \ddot{\theta}_{3}\right. \\
& -E_{\mathrm{mi}}\left[u_{13}{ }^{2}+u_{14}{ }^{2}+u_{15}{ }^{2} 1\right] \ddot{\theta}_{2} \\
& +\left[-I_{12}{ }^{\operatorname{cs} \theta_{3}}-I_{23} \operatorname{sn} \theta_{3}-I_{m i}\left(u_{13}{ }^{u} 16+u_{15}{ }_{18}\right)\right] \ddot{\theta}_{3} \\
& +\left[-\ddot{z}_{\mathrm{m} 1}\left[u_{13}{ }^{\mathrm{u}} 19+\mathrm{u}_{14} \mathrm{u}_{20}+\mathrm{u}_{15} \mathrm{u}_{21}\right]\right] \ddot{B}_{1} \\
& +\left[-\varepsilon_{m 1}\left[u_{13^{u} 22}+u_{14}{ }_{23}\right]\right] \ddot{\alpha}_{i} \\
& +\left[-\Sigma_{m i}\left[u_{13}{ }^{B}{ }_{1}+u_{14}{ }^{B}{ }_{2}+u_{15} B_{3}\right]\right] \\
& +d_{1} \operatorname{cs} \theta_{3}+d_{3} \operatorname{sn} \theta_{3}+T_{1} \operatorname{cs} \theta_{3}+T_{3} \operatorname{sn} \theta_{3}=0  \tag{5}\\
& {\left[-\tilde{m i}\left[u_{16}{ }_{1}+u_{18} u_{3}\right]\right) \ddot{x}_{1}} \\
& \left.+1-\mathrm{F}_{\mathrm{mi}}\left[\mathrm{u}_{16} \mathrm{u}_{4}+\mathrm{u}_{18} \mathrm{u}_{6}\right]\right] \dot{x}_{2} \\
& +\left[-\sum_{m i}\left[u_{16}{ }^{u}{ }_{7}+u_{18} u_{g}\right]\right] \ddot{x}_{3} \\
& +i-I_{12}{ }^{a} 31-I_{22}{ }^{\mathrm{a}}{ }_{32}-I_{23}{ }^{a}{ }_{33}-\Sigma_{m i}\left[u_{16}{ }^{u} 10+u_{18} u_{12}\right] \ddot{\theta}_{1} \\
& +\left[-I_{12}{ }^{c s \theta_{3}}-I_{23} \operatorname{sn\theta } \theta_{3}-\sum_{m i}\left[u_{16} u_{13}+u_{18} u_{15}\right]\right] \ddot{\theta}_{2}
\end{align*}
$$

$$
\begin{aligned}
& +\left[-I_{22}-\sum_{m 1}\left[u_{16}{ }^{2}+u_{18}{ }^{2}\right]\right] \ddot{\theta}_{3} \\
& \left.+\left[-\sum_{m i}{ }^{\imath} u_{16}{ }^{u_{18}}+u_{18} u_{21}\right]\right] \ddot{\mathrm{B}} \\
& +\left[-\varepsilon_{m i}\left[u_{16} u_{22}\right]\right] \ddot{\alpha}_{i} \\
& +\left[-\sum_{m i}\left[u_{16} B_{1}+u_{18} B_{3}\right]\right]+d_{2}+T_{2}=0 \\
& {\left[-\operatorname{mi}\left[u_{19} u_{1}+u_{20} u_{2}+u_{21} u_{3}\right]\right] \ddot{x}_{1}} \\
& +\left[-m i\left[u_{19} u_{4}+u_{20} u_{5}+u_{21} u_{6}\right]\right] \ddot{x}_{2} \\
& +\left[-\mathrm{mi}\left[u_{19} u_{7}+u_{20} u_{8}+u_{21} u_{9}\right]\right] \ddot{x}_{3} \\
& +\left[-\mathrm{mi}\left[\mathrm{u}_{19} \mathrm{u}_{10}+\mathrm{u}_{20} \mathrm{u}_{11}+\mathrm{u}_{21} \mathrm{u}_{12}\right]\right] \ddot{\theta}_{1} \\
& +\left[-\mathrm{mi}\left[u_{19} u_{13}+u_{20} u_{14}+u_{21} u_{15}\right]\right] \ddot{\theta}_{2} \\
& +\left[-\operatorname{mi}\left[u_{19}{ }^{u}{ }_{16}+u_{21} u_{18}\right]\right] \ddot{\theta}_{3} \\
& +\left[-\mathrm{mi}\left[u_{19}{ }^{2}+u_{20}{ }^{2}+u_{21}{ }^{2}\right]\right] \ddot{B}_{1} \\
& +[0] \ddot{\alpha}_{i}+\left[-m i\left[u_{19} B_{1}+u_{20} B_{2}+u_{21} B_{3}\right]\right]-\left(k_{2}\left(B-B_{0}\right)^{3}\right. \\
& +D_{2} \dot{B}=0 \\
& {\left[-m i\left[u_{22} u_{1}+u_{23} u_{2}\right]\right] \ddot{x}_{1}} \\
& +\left[-m i\left[u_{22 u_{4}}+u_{23} u_{5}\right]\right] \ddot{x}_{2} \\
& +\left[-\mathrm{mi}\left[\mathrm{u}_{22} \mathrm{u}_{7}+\mathrm{u}_{23} \mathrm{u}_{8}\right]\right] \ddot{\mathrm{x}}_{3} \\
& +\left[-m i\left[u_{22}{ }_{10}+u_{23} u_{11}\right]\right] \ddot{\theta}_{1} \\
& +\left[-m 1\left[u_{22} u_{13}+u_{23} u_{14}\right]\right] \ddot{\theta}_{2}
\end{aligned}
$$

$$
\begin{align*}
& +\left[-m i\left[u_{22}{ }_{16}\right]\right] \ddot{\theta}_{3} \\
& +[0] \ddot{\beta}_{1} \\
& +\left[-m i\left[u_{22}{ }^{2}+u_{23}{ }^{2}\right]\right] \ddot{\alpha}_{1} \\
& +\left[-m i\left[u_{22}{ }^{B} 1+u_{23}{ }^{B}{ }_{2}\right]\right]-\left(k_{1}\left(\alpha-\alpha_{0}\right)^{3}+D_{1} Q\right)=0 \tag{8}
\end{align*}
$$

Equations (7) and (8) occur for each pendulum.
The equations of motion can be expressed in state variable form as,

$$
\begin{aligned}
& \mathrm{y}_{1}=\mathrm{x}_{1} \quad \mathrm{y}_{7}=\theta_{1} \quad \mathrm{y}_{13}=\beta_{1} \quad \mathrm{y}_{2 \mathrm{~N}-3}=\beta_{\mathrm{n}} \\
& y_{2}=\dot{x}_{1} \quad y_{8}=\dot{\theta}_{1} \quad y_{14}=\dot{\beta}_{1} \quad y_{2 n-2}=\dot{\beta}_{n} \\
& \mathrm{y}_{3}=\mathrm{x}_{2} \quad \mathrm{y}_{9}=\theta_{2} \quad \mathrm{y}_{15}=\alpha_{1} \quad \mathrm{y}_{2 \mathrm{~N}-1}=\alpha_{\mathrm{n}} \\
& y_{4}=\dot{x}_{2} \quad y_{10}=\dot{\theta}_{2} \quad y_{16}=\dot{\alpha}_{1} \quad y_{2 N} \quad=\dot{\alpha}_{n} \\
& y_{5}=x_{3} \quad y_{11}=\theta_{3} \\
& y_{6}=\dot{x}_{3} \quad y_{12}=\dot{\theta}_{3}
\end{aligned}
$$

The left hand side matrix is symmetric and a set of $2(6+2 N)$ nonlinear equations come about from the formulation and can be solved by various
numerical schemes.
Rocket motor thrust properties were modeled using a cubic spline fit of data supplied from the manufacturer. The curve fit is shown in figure 2. These data provide the $\underline{E}$ and $T$ thrust force and thrust torque terms of Equations (1) through (8). Spacecraft inertial data required in the motion equations is shown in Figure 3.

## SOLUTION

1. Numerical Solution of Equations of Motion

An arbitrary initial state of the free surface fluid was set and the thrust data of the Power Assist Module, as shown in Figure 2, was applied to the structure. The digital computer solution of Equations (1) through (8) yielded roll, pitch, and yaw rates versus time as shown in Figure 4. As time advances into the burn phase, the pitch and yaw oscillations begin. With continued thrusting, the small amplitude 0.5 Hz variation in the $1 \mathrm{rev} / \mathrm{sec}$ spin velocity is seen to appear. With the completion of the ninety second booster thrust, the approximate equal amplitude, quarter cycle phase shifted oscillations about the pitch and about the yaw axis is sustained. This is the physical manefestation of the coning mode of the spacecraft.

Considerable study is needed to find an efficient algorithm to accomplish the numerical quadrature of the motion equations. This set of nonlinear, coupled differential equations possesses a time varying Jacobian and shows traits of systems with stiff coefficient matrices.

## 2. Flight Test Data

Figure 5 shows the flight test data from roll, pitch, and yaw rate gyros of the RCA-C' vehicle thrust phase. Approximately ten seconds before
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burnout, the onset of coning motion is evident. At burnout, the half-cycle/ sec. variation in spin velocity is now sustained. The results of analysis have shown that the initial state of the sloshing liquid markedly affects the steady state oscillations in roll rate. Close examination of Figure 5 shows some beating superimposed on the coning motion, having a period of about 20 seconds. This is borne out from analysis. It is again evident from the numerical solution that the initial state of the fluid affects the magnitude and frequency of the beat phenomenon just mentioned.

The implication of the effect of the fluid stores initial state is an interesting research question. Study of varying initial conditions could yield the knowledge that one particular induced state of the fluid could yield reduced coning motion. The controlled sloshing state of the fluid produces challenging opportunities to optimally control the spacecraft attitude.

## PROPOSED RESEARCH

The next topic which should be investigated after modeling the system dynamics is the control of the vehicle to reduce or eliminate the coning without expending large amounts of station keeping fuel. This can be studied by formulating and solving an opeimal control problem which minimizes the fuel expended by the vehicle subject to thrust constraints. This is known as a nonlinear two point boundary value problem.

An alternative control scheme would use the fluid on board as a control mass to minimize the deviation from the desired state of spin by solving the nonlinear two point boundary value problem.

This type of optimal control would provide a baseline from which to determine how closely other control laws perform. These controls are not
practical to implement because they are not in so-called feedback form. A more practical control law would be generated by linearizing the system and control equations and solving the linear regulator problem. This consists of minimizing a functional containing the state and control variables. This cu...rol law is in feedback form and linear in the system states but will be time varying. A drawback lies in the fact that all the state variables must be known. This is not feasible in this system because only the location relative to the earth and the roll, pitch, and yaw signals can be obtained for control purposes. This problem may be overcome by using an observer or state estimator to estimate the unknown states.

The solution to the linear regulator problem combined with the state estimator gives a linear feedback control law which minimizes the deviations from the desired state with minimal control affort. Control performance of the linear feedback controller can then be compared to the solution of the nonlinear two point boundary value problem (NLTPBVP) because the system is inherently nonlinear.

The study proposed requires the solution of a large number of ordinary differential equations which can seriously overload many computers. Previous work done with ISU's AS/6 mainframe proved to be marginal and a faster machine would be more ideal to solve the NLTPBVP.

In summary the proposed research would,

1) Solve a NLTPBVP using the on board thrusters as control variables.
2) Solve a NLTPBVP using the fuel as a control mass.
3) Solve the linear regulator problem using the on board thrusters as control variables.
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The objective both proposed and attained in this project was to investigate the relationship between surface potential changes, including free surface charge accumulation, and laser induced damage on a wide variety of optical surfaces. This is the first such investigation relating surface potential and laser damage. The Kelvin technique for surface potential measurement was adapted from work in other areas of surface science. Unanticipated results were found for dielectric materials where extensive surface charging followed by a slow decay was observed. A detailed account of our experimental findings is presented in Appendix I.
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# Surface Potential as a Laser Damage Diagnostic 

M. F. Becker

Electrical and Computer Engineering Departanent The University of Texas

Austin. TX 78712
J. A. Mardach, A. F. Stemart, and A. H. Guenther

Atr force Weapons Laboratory
Kirtland, MM 87117

We investigated the relationshtp between surface potential changes and N -on-1 laser surface damage on wide range of materials. The surface potential or work function difference was measured as a function of position by a small non-contacting Kelvin type probe. This design and operation of the probe is described. Using this probe, the change in surface potential due to laser irradiation was mapped with a wi resolution. Although no consistent pre-damage changes in potential were observed, all larger danage features had surface potential changes associated with them. The insulating materials studied, fluoride and oxide thin films, bare fused silica and magnesium fluoride substrates, all showed the accumulation of negative charge in areas more than ten times larger in diameter than the laser bean spot or damage area. This initial charge was observed to decay on the time scale of hours to a lower fixed value of potential associated with permanent danage to the surface.

Key words: laser damage. N-on-1 damage, surface potential, contact potential. work function, surface charge, charge decay.

1. Introduction

This is the first reported study of the relationship between surface potential and laser induced damage of insulating and semiconducting optical materials, and the first such study for metals demaged at wavelengths shorter than 10.6 microns [1]. By surface potential we simply mean the difference in work functions or the contact potential between two materials. Usually one material is employed as a reference: stainless steel was used in this study. Surface potential is related to a number of material surface properties which may be of interest in the study of laser damae. For metals and semiconductors, surface potential is sensitive to band bending at the surface which can be related to surface preparation procedures, fixed surface states, or adsorbates. For dielectric materials. surface potential is sensitive to these same ffects as well as to fixed charge either in the form of surface or volume charge distributions or even permanent electric dipole states.

Our interest in surface potential was aroused by our previous experiments utilizing charge emission into vacuun as a diagnostic for the onset of laser damge or more importantly as a precursor to laser induced damage [2-4]. Although no charge emission was observed prior to damage in N-on-1 tests for silicon and ThFi thin films in these earlier experiments, all other materials, inciuding copper mirrors and several types of oxide thin films, shomed charge emission at fluences as low as $1 / 20$ of the 1 -on-1 damage threshold. The copper mirrors exhibited reduction of emission for repeated shots to the same site $(N-o n-1)$ is one would expect in conditioning or cleaning effect.
To further complicate the situation, all of these materials showed either accumulation or hardening in N-on-1 tests. The idea of anon-contacting charge sensitive technique which could measure change in the surface state of sample appeared an attractive method to study these N -on-1 effects.

Previously, Porteus, et al. [1] used Auger electron fmaging as a quiftative measure of laser induced changes in work function. In our experiments we have applied different technique which is capable of giving spatially resolved quantitative maps of surface potential over the region in and around the laser interaction aret. This techntque utilizes what is known as a kelvin probe or the kelvin method to measure surface potential without making physical contact with the surface. and as such is also non-intrusive.

In this paper wefirst describe the kelvin probe apparatus used in our experiments as well as the other diagnostics. The sample set was chosen to include a wide variety of optical material classes, including copper mirrors. silicon crystals, dielectric thin films and bare dielectric
substrates. After the experimental smples and cleoning procodures are described, data taken by the kelvin probe frem series of M -on-l experiments wfil be presented. Finally, the feplications of these egasurements for the understanding of laser induced danage will be discussed.

## 2. Experimantal

### 2.1 Minivin Prebe

The Relvin method for mesuring surface potential is essentially one of adjusting the dc voltage on the test capacitor formed by the sample surface and the reference electrode so as to null out ac variations in the capacitor voltage caused by physically dithering the reference electrode. In these experiments. used a feedback techntque mitch mould adjust the de voltage for an ac null automatically $[5,6]$. The probe assembly is shom in figure 1 . The probe electrode tip is 1 ma in diameter and is on carrier which miny be positioned over the laser beam axis and adjusted in spacing from the sample or may be withdram when laser irradiation takes place. The sample location is also mechanically controlled in order to position it to newirradiation stites and to scan the sample under the probe in raster pattern for messuring surface potential contours. Typical raster scans were squares of either 5 mor 10 on side. Data points were taken at 0.25 mintervals on each row while the scan rows were separated by 0.25 mi for the small squares and 0 . Fin for the large squares. The scan rate of the stepper motors was the chfef factor lifiting data acquistition speed. A magnetic drive is used to dither the probe at 88 Nz with peak-to-peak amiltude of 0.1 mim. It requires drive signal at 44 Hz of about 5 M .

In operation, the probe tip is placed so that its closest approach to the sample surface is about 25 un as viewed by long working distance Questar microscope with a CCTY system. This view is shown in figure 2. Since the capacitance between the probe and grounded sample is about 0.1 pf and the capacitance with dielectric sample 9.5 mint thick backed by a ground plane is constderably pF and the capacitance with dielectric sample 9.5 , 1 . To do this we mounted a low input capacitance less, eliminating stray capacitance was crucial $\mathbf{~ e l e c t r o m e t e r ~ o p - a m p ~ d i r e c t l y ~ t o ~ t h e ~ e n d ~ o f ~ t h e ~ p r o b e ~ i n . ~ O t h e r ~ m e t a l l i c ~ o b j e c t s ~ w e r e ~ k e p t ~ a s ~ f a r ~}$ electrometer op-anp directly to the end of the probe anw. other metalic objects were kept as amay as possible from the osctllating probe tip. As result, the probe sensitivity to surface potential changes was less than 10 mV . Thts
and the reproducibility of the measurements.

The feedback circutt used to automatically adjust the probe dc voltage to be equal to the surface potential is shown in figure 3. The preamp has an ac voltage gain of 11 wile the lock-in amplifier is adjusted for the maximu gain possibie without oscillation with 0.3 sec danping time. The dc output of the lock-in is fed back through a high iapedance path to supply the surface potential to the probe. The dc output is also read by a digital voltmeter which was interfaced to the laboratory mini-computer used for autcmatic data reduction. Only the critical adjustment of setting the probe height above the sample surface was done manually. The probe was always scanned over the unirradiated site to obtain a background potential map which was later subtracted from the data to obtain the laser produced change in surface potential. The probe was next rewoved, the sample irradiated. and the probe returned to scan for the data. Sequences of scans over time could also be programmed in order to monitar the time decay of laser induced effects. The time needed to scan a 10 mila square was 16 minutes, and about half that for the 5 square.

### 2.2 Diagnostics

The optical and diagnostic layout is shown in figure 4. The fundamental 1.06 wavelength of a Molectron 0 -switched Md:YAG laser was used at rep rate of 10 Hz . It was focused on the sample with 2 focal length lens. Tlme and space profiles were checked regularly. The pulse length was 18 ns FMMA, and the focused spot was typically 0.39 min in diameter at the $1 / e^{2}$ points. The beam was scanned in both the vertical and horizontal directions with a narrow slit at the focal plane. An electromechantcal shutter was used by the computer to control the irradittions. Pulse energy for every shot wis recorded and statistics were computed. The standard deviation in pulse energies for 10 to 100 pulses was typically 18 or less and never greater then $3 \%$.

After a sequence of sites had been tested on a sample it ws examined under a Momarski microscope to deterwine the corresponding damage morphology. Although exact damage thresholds were not measured. data was generally taken at fivences between $1 / 2$ and 2 times threshold with an exposure of 10 or more pulses in order to attempt to observe pre-threshold as well as permanent damaging effects.

### 2.3 Suples

The sample set consisted of OFMC diamond turned copper mirrors, single crystal [111] silicon substrates. Mof? half wave (at 1.06 y fused silica, ThF; half wave thin films on fused sllica, bare oriented crystalline Mgf2 substrates, crystalline quarti and bere fused sllica substrates. The silicon and fused silica substrates used

In this study were fabricated using the controlled grinding technique. Total integrated scattering (TIS) measurements on witness samples indicated an average surface roughness of $5 \pm 2$ R wis for both substrate types. IIS measurements were repeated on fused silica witness substrates after film deposition. The messured surface roughness of holf wave $\mathrm{HfO}_{2}$ films on fused stitca was found to be $5 \pm 1.5$ A $\mathrm{m}_{\mathrm{L}} \mathrm{S}$. In contrast, half wave $\mathrm{maF}_{2}$ films on fused silice were found to have an average roughness of 10z1.5 ARMS. In subsequent examination of these samples under the Nomarski alcroscope, only the $\mathrm{Hg}_{2}$ filas were observed to have a definite microstructure and "parquet tiled" appearance resulting presumbly from columner growth.

The cleaning procedure did not reguire touching the sample surfaces with any solid object. The sumples were cleaned in photoresist spinner with deionized water and high purity acetone and blown off with dry nitrogen. The dielectric samples were pre-cleaned by spinning on a collodion layer and subsequently lifting it off to remove any tenaciously held particulates.

## 3. Experinemtal Data

In this section, we present selection of typical data obtained by the Kelvin probe and correlations with microscopically observed damege morphology.

### 3.1 Dielectric thin files

Figures 5 and 6 illustrate the two graphic fomats we used for data presentation. Figure 5 is a three dimensional projection plot of the potential change with a small, unscaled contour plot below, and figure 6 is a full size contour plot. The large contour plots and the raw data arrays were used to extract all numerical data since sall changes in surface potential were readily apparent. However, the three dimensional projections are more easily viewed, especially when the change in potential is in an upward direction. For this reason, we show only projection plots in the remainder of this paper with their potential axis polarities oriented such that the change in potential at the damage site is always upwards.

The data in figures 5 and 6 is for an MgF2 thin film irradiated with 10 pulses at $69 \mathrm{~J} / \mathrm{cm}^{2}$. It is representative of all the thin films studied in these experiments. Mote that the observed potential change is negative for this sample. Subsequent microscopic examination showed large scale potential change is negative for this sample. Subsequent microscopic examination showed iarge sca damage covering the entire beam footprint. The profile of the change in surface potential was 4 to 6 in diameter with amgnitude of nearly half a volt. This diameter is distinctly larger ing events were detected by similar potential change. Mo potential changes were detected when laser damage was not observed. In these N -on-1 experiments, sall damage pits were observed only on the $\mathrm{KfO}_{2}$ film. About 508 of these senali damage sites were detected by the kelvin probe as small changes in surface potential, while the remining sites resulted in no observable change. The surface potential change on these thin film samples was obsepred to decay with time. This effect and its relation to surface charge will be discussed in a later section.

### 3.2 Comductors

The surface potential changes on danaged silicon and copper, although similar to each other in diameter and magnitude, were opposite in polarity. In fact. copper was the only material that showed a positive surface potential change when damaged. (Bare MgFz substrates also showed positive potential change but only when bulk cracking mas created by exit surface damage.) A typical surface potential plot for single crystal silicon is shown in figure 7 . The object to the left in the field is the adjacent, previous damage site.

For silicon. not ill microscopically observed surface damage could be detected by the kelyin probe. When pits were formed, indicating a more severe degree of damage, the potential changed as shown in figure 7. However, when only melting and resolidification occurred with the accompanying formation of ripples or ridges, no change in surface potential could be observed. No pre-dange changes in surface potential were ever detected.

The OFHC diamond turned copper was always observed to damage by melt pit formation, and these pits were detected by their accompanying changes in surface potential. As for the silicon, the observed diameter was linited by the 1 m resolution of the keivin probe tip. One case of pre-damage change in the surface potential was observed for copper. In three other cases near the threshold fluence where no observable surface damage occurred, no surface potential change could be detected.

The surface potential change for the conductive samples was found to be constant and reproducable over time. In this case, no decaying component was observed as was for the dielectric samples.
3.2 Dare dielectric substrates

The bere dielectric substrates seened to be more unpredictabie in their behavior. Experimental difficulty wes experienced due to their tendency to danage on the exit surface. In $N$-on-1 experiments for large enough $N$, damge would propagate from the rear to the front surface before surface dange was initiated on the front surface. Experiments were thus linited to less than 10 - 20 pulses per site.

A typical potential contour plot for bare $\mathrm{SiO}_{2}$ is shown in figure 8. Both fused silica and the polycrystalline MgFz substrates showed similar behavior. The surface potential change was 4 to 6 mm in diameter but smaller in magnitude than for the thin filas. The Kelvin probe notse level seemed to increase in the vicinity of the damage sites.

Microscopy of the damage sites on the bare substrates showed less distinct damage features which resembled surface erosion. Larger diameter surface damage sites were detected by the kelvin probe while several smaller diameter damage sites and all undamaged sites showed no surface potential change. These surface potential changes were observed to decay with time just like those for the thin film samples, and will be discussed later.

The Maf 2 substrates showed unusual behavior when a crack from the rear surface propagated to the front. The arrival of the crack at the front surface would be accompanied by a sudden strong positive change in the surface potential. This change may be associated with the piezoelectric properties of the material or with the exoemission of electrons from the crack which leaves the substrate posttively charged [9].
4. Discussion
4.1 Surface charge density

One of the most jnteresting and unexpected findings in these experiments was the significance of surface charge effects on the dielectric samples. First it will be necessary to relate the surface potential measurements to surface charge density. In measuring contact potential as between two conducting samples, the Kelvin probe separation from the surface does not affect the potential difference so long as the increase in distance can be compensated for by an increase in the gain in the feedback loop. The case of free charge on the surface of a dielectric material is entirely different. It resembles very closely the case of fixed charge in a Shottky or MOS device. The potential required to place an equal and opposite charge on the probe tip is now dependent on the tip to surface distance. The surface potential is related to the surface charge density (ignoring fringing field effects) by the parallel plate capacitor formula:

$$
\begin{equation*}
q_{s} / A=E_{0} V / d \tag{1}
\end{equation*}
$$

where $Q_{s}$ is the total surface charge under the probe, $V$ is the surface potential, and $d$ is the mean probe height over the surface. Typically, d was 70 wis that a charge density of $1.26 \times 10^{-11} \mathrm{C} / \mathrm{cm}^{2}$ per volt of potential change was measured in these experiments. As an example, a spot 4 in in diameter with a potential change of 0.1 v would represent about $1.3 \times 10^{6}$ negative charges. A rather large amount of charge is spread from the $1 / 3$ mindiameter laser damage site to distance of several min.

Closer analysis of the surface potential contour maps reveals that the effect is even more widespread. The shape of the potential change peak is flat topped with a sharp drop at diameter of 4 to 6 min . The drop is not to zero however, since there is about $10 \%$ remafing change in surface potential which decreases slowly with distance for another several am. This might lead an investigator to rethink the problem of site spacting for laser damage experiments on dielectric samples. The charge related effects of damaging event extend across the sample surface much further than would be expected from either the observed damage morphology or even the incident beam diameter.
4.2 Charge decay

Detafled measurements of the surface potential decay as function of time were made on the $\mathrm{HfO}_{2}$ thin fila and on the $\mathrm{MgF}_{2}$ bare substrate. The results for the two were stmilar and the thin file data will be presented in detail.

Figures 9a-c show selected surface potential maps of the damage site at $t=0$. 1 nour, and 2 hours respectively. Note that each scan took about 16 min so that there was an initial delay of 8 min to scan to the beam center. Subsequent scans of the center were spaced by intervals equal to the scan time plus programed inter-scan delay time.

In figure 9, the potential change is observed to decay without significant aigration of the charge. Presumably recombination, not diffusion, is responsibie for the decay. it is not certain whether the reconbination charge comes from the air or the material, however, these sites could be discharged artificially with afrborme charge by using static charge gun or by creating another charge cloud from a nearby laser danage site.

The decay of the surface potential peak values obtained from the scans shown in figure 9 is plotted in figure 10. From the simple linear graph, we infer a single exponential decay process with time constant of 62 min . The decay asymptote is not zero potential change. There is permanent damage, and some fixed change is expecied. In this case the fixed part of the potential change is -25 my as compared to the initial peak of -100 mV . As indicated previously, similar data mas obtained for the $\mathrm{MgF}_{2}$ bare substrate for which 30 min tiae constant was observed.
4.3 Cunductors

Obviously no such free charge effects will be observed for conductive samples. An earlter study using Auger analysis of damage sites on OFMC capper surfaces demonstrated the effects of surface shape changes (pit formation) on the work function [1]. We also observed these effects on copper with 1.06 illumination. There is no way of telling if the sign of the change observed by the authors of reference [1] matches that measured by the kelvin probe since they used a different method which messured only qualitative potential changes. Similar potential changes were observed at damage pits on silicon but of opposite polarity. There is no obvious reason why such a polarity difference should exist.
4.4 Pre-danage effects

One of the objectives for undertaking these experiments was to observe sub-danage threshold changes in the surface potental on those materials which emitted charge at $1 / 10$ to $1 / 20$ of the threshold fluence, or showed accumulation or cleaning effects. In this respect we were unsuccessful. One possible pre-threshold event was observed for copper out of four total observations. lf abthreshold surface potential effect exists, it is not large.
5. Conclusions

We observed distinct surface potential signatures associated with laser damge. For conductors. silicon and OFHC copper, small diameter surface potential changes were detected in conjunction with pit formation. No surface potential change was seen on silicon when only surface ripples or ridges formed. Copper differed from silicon and all other materials in that the sign of the surface potential change was positive.

All of the insulating materials showed surprisingly large diameter surface potential changes around the laser damage spots. These potential changes mere observed to extend over an area to 6 m in diameter as compared to the 1 m diameter Kelvin prgbe resolution and the $1 / 3$ mim laser beam spot diameter. These charged areas contained as many as 10 negative charges. In light of this large diameter charging effect, the spacing of adjacent sites in laser damage experiments on insulating substates and thin films should be carefully reexanined.

The charge on the insulators' surfaces was observed to decay with time constants on the order of an hour to constant level whose value is $1 / 4$ or less of the initial value. We associated this change with recombination, and the fixed change in potential with the effect of surface geometry and damage morphology on surface potential.

No consistant pre-damage potential changes were observed indicating that the charge emission and surface cleaning observed in previous experiments do not have a significant effect on surface potential. Evidently these effects are not appropriate for study by surface potential methods.

This reseach was supported by an AFOSR/SCEE/RIP grant and by the DoD Joint Services Electronics Progran at The University of Texas.
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Figure 1. Mechanical diagram of the kelvin probe.


Figure 2. Photograph of the Kelvin probe over a silicon sample. The probe is higher than its usual operating distance above the sample surface.


Figure 4. Optical layout and laser diagnostics.





Figure 9. Surface potential maps for the $\mathrm{HfO}_{2}$ thin film irradiated by 10 pulses at $50 \mathrm{~J} / \mathrm{cm}^{2}$ showing the peak decay at times; a. $t=0 ; \mathrm{b}$. $t=1$ hour; $c$. $t=2$ hours; (left to right).


Figure 10. Surface potential peak height versus time for the same site on $\mathrm{HfO}_{2}$ as Figure 9 . The constant -25 mi has been subtracted since it is the asymptotic value for the exponential decay.
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Figure 1. Top view of the electrodes for the in-plane field configuration.
Figure 2. Cross-section view of the slot waveguides; a) guide having semi-infinite electrodes; b) guide having finite width electrodes.

Figure 3. Frequency variation of the SAW attenuation constants on LiNbO $_{3}$ for a free surface ( $\operatorname{Im} k_{1}$ ) and for a surface covered with 600 Angstroms of $A l\left(I_{m} k_{2}\right.$ ).

Figure 4. Geometrical construction for finding the solution of the dispersion equation for slot waveguide having semi-finite electrodes.

Figure 5. Dependence of the propagation constants Rek on slot width $2 a$ for the modes of a waveguide with semi-infinite electrodes ( $\mathrm{f}=1 \mathrm{GHz}, \mathrm{H}=0.677 \mu \mathrm{~m}$ ).
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Figure 12. Construction for finding solutions to the dispersion relation in the absence of loss for waveguides having finite width electrodes when $k_{1} \geq k_{2}>k_{3}$.

Figure 13. Variation of the propagation constants Rek with slot width 2 a for the modes of slot guice having electrode width w=5 $\mathrm{um}, \mathrm{H}=0.6 \mathrm{im}$ and $f=1 \mathrm{GHz}$.

Figure 14. Variation of the propagation constant Rek with slot width 2 a for the modes of slot guide having electrode width $\mathrm{w}=10 \mathrm{im}, \mathrm{H}=0.6 \mathrm{~m}$ and $\mathrm{f}=1 \mathrm{GHz}$.

Figure 15. Dependence on slot width $2 a$ of the attenuation due to the electrode metalization for modes of a slot guide having w=5 $\mu \mathrm{m}$, $\mathrm{H}=0.6 \mu \mathrm{~m}$ and $\mathrm{f}=1 \mathrm{GHz}$.

Figure 16. Construction for finding solutions to the dispersion relation in absence of loss for waveguides having finite width electrodes when $k_{2}>k_{1}>k_{3}$.
Figure 17. Dependence on slot width $2 a$ of the propagation constants Rek for the modes of slot guide having $w=5 \mu \mathrm{~m}, \mathrm{H}=0.2 \mu \mathrm{~m}$ and $\mathrm{f}=1 \mathrm{GHz}$.

Figure 18. Dependence on slot width $2 a$ of the attenuation due to electrode metalization for modes of slot guide having $w=5 \mu \mathrm{~m}, \mathrm{H}=0.6 \mu \mathrm{~m}$ and $\mathrm{f}=1 \mathrm{GHz}$.

Figure 19. Dependence on slot width 2 a of the propagation constants Rek for the modes of slot guide having $w=10 \mu \mathrm{~m}, \mathrm{H}=0.6 \mu \mathrm{~m}$ and $\mathrm{f}=1 \mathrm{GHz}$.

Figure 20. Dependence on slot width 2a of the attenuation due to electrode metalization for modes of slot guide having w=5 $\mu \mathrm{m}, \mathrm{H}=0.6 \mu \mathrm{~m}$ and $\mathrm{f}=1 \mathrm{GHz}$. For the $\mathrm{n}=-1$ mode $\operatorname{Im}\left(\mathrm{K}-\mathrm{k}_{1}\right) \approx 6.5 \times 10^{-5} \mathrm{\mu m}^{-1}$.

Figure 21. Frequency dependence of the propagation constants of slot guide having $w=10 \mu \mathrm{~m}, 2 \mathrm{a}=20 \mu \mathrm{~m}$ and $\mathrm{H}=0.2 \mathrm{\mu m}$, plotted as the as the deviation $\operatorname{Re}\left(x-k_{1}\right)$.

Figure 22. Frequency dependence of the attenuation due to metalization for the modes of slot guide having $w=10 \mu \mathrm{~m}, 2 \mathrm{a}=20 \mu \mathrm{~m}$ and $\mathrm{H}=0.2 \mu \mathrm{~m}$.

Figure 23. Dependence on transducer width $2 b$ of the field miss-match factor for slot guides having semi-infinite electrodes for $2 \mathrm{a}=10,20 \mu \mathrm{~m}$, $\mathrm{H}=0.677 \mu \mathrm{~m}$ and $\mathrm{f}=1 \mathrm{GHz}$.

Figure 24. Dependence on transducer width $2 b$ of the field miss-match factor for the two propagating modes for guide width $2 \mathrm{a}=40 \mathrm{jm}, \mathrm{H}=0.677 \mathrm{im}$ and $f=1 \mathrm{GHz}$.

Figure 25. Frequency dependence of the field miss-match factor for the cases $2 a=2 b=10,20$ um of slot guides with semi-infinite electrodes and $\mathrm{H}=0.677 \mathrm{Lm}$.

Figure 26. Dependence on transducer width $2 b$ of the field miss-match factor for the modes of slot guide having finite width electrodes ( $2 \mathrm{a}=\mathrm{w}=10 \mathrm{im}, \mathrm{H}=0.2 \mu \mathrm{~m}, \mathrm{f}=1 \mathrm{GHz}$ ).

Figure 27. Dependence on transducer width $2 b$ of the field miss-match factor for the modes of slot guide having finite width electrodes $(2 \mathrm{a}=20 \mu \mathrm{~m}, \mathrm{w}=10 \mu \mathrm{~m}, \mathrm{H}=0.2 \mathrm{Lm}, \mathrm{f}=1 \mathrm{GHz})$.

## Introduction

Studies have shown that the time delay of a surface acoustic wave (SAW) delay line is changed by the application of a D.C. bias field [1-4]. For some crystal orientations, the change in delay is proportional to the applied field $[4,5]$. While the change in delay time is not large, with sufficient path length and/or applied voltages it should be possible to achieve a delay change of $\pm 1 / 2$ of an R.F. cycle. This effect can serve as the basis for phase shifters, such as those employed in phased array radar antennas. SAW phase shifters, fabricated by photolithographic techniques, would be much less expensive than the current latching ferrite phase shifters.

It is desirable that the path loss in the device be low, and that the voltage $V_{D C}$ necessary to achieve a change in delay time of $\pm 1 / 2$ an R.F. cycle be as low as possible. One method that has been proposed to achieve low values of $V_{D C}$ is the in-plane configuration [3] shown in Figure 1. Here the D.C. electrodes are placed on either side of the path of propagation. Reducing the electrode separation 2 a lowers the D.C. voltage needed to achieve a given field strength in the gap. The presence of the electrodes however results in an increase in the path loss due to diffraction effects and attenuation in the metal film [6].

The velocity change with applied in-plane field has been measured for various materials. Of these, the $38-\mathrm{X}$ cut of $\mathrm{LiNbO}_{3}$ has been found to have the highest sensitivity [3]. This cut is also attractive because its piezoelectric coupling allows for low transducer insertion loss over a wide band of frequencies. Yeasurements for this material lead to the relationship $V_{D C}=(2 a / L)\left(3.3 \times 10^{5} / f\right)$ for the voltage need to change the delay time by $1 / 2$ an $R . F$. cycle, where $f$ is the frequency

in GHz . For example, if $\mathrm{V}_{\mathrm{DC}}=100$ volts, then at 1 GHz the path length L must be $3.3 \times 10^{3}(2 \mathrm{a})$. For a gap $2 \mathrm{a}=10 \mu \mathrm{~m}, \mathrm{~L}=3.3 \mathrm{~cm}$. It is thus seen that narrow gaps and long paths are required to prevent $V_{D C}$ from becoming large, which implies the need for some type of waveguiding structure.

Deposition of a fast material, such as aluminum nitride (AlN) over the electrodes of Figure 1 has been proposed as one method for overcoming the electrode loss. In this case, the coated electrode configuration would act as a slot waveguide [7-10], with the energy of the guided waves primarily confined to the free surface region between the electrodes.

In this study we investigate the characteristics of the two types of slot waveguides shown in cross-section in Figure 2, with the substrate assumed to be the $38-\mathrm{X}$ cut of $\mathrm{LiNbO}_{3}$. The waveguide shown in Figure 2 a has electrode and $A \ell N$ layer that are semi-infinite on either side of the gap. For the guide shown in Figure $2 b$, the electrodes have been reduced to strips of finite width $w$, while the $A 2 N$ layer is semiinfinite on either side of the gap.

The propagation and attenuation constants are computed for the modes of both guiding structures as a function of the various geometrical parameters and frequencies in a band centered about 1 GHz . In addition to attenuation, the insertion loss will depend on the mismateh between the profile of the fields radiated by the transducer, which is assumed to be rectangular, and the profile of the modal fields. A factor describing the effect of field mismatch is also computed for various modes of the two waveguides. These studies show the potential of waveguides for use in electrostatic phase shifters


Figure 2. Cross-section view of the slot waveguides; a) guide having semi-infinite electrodes; b) guide having finite width electrodes.
II. Guided Waves

In order to construct the solutions for guided waves, it is first necessary to understand SAW propagation in the various surface regions of Figure 2.
A. Straight-Crested Surface Waves

With the coordinate system shown in Figure 1 , and assuming harmonic time dependence $\exp (-i w t)$, straight-crested surface waves have $x-z$ dependence of the form

$$
\begin{equation*}
e^{i \eta x} e^{i k z} \tag{1}
\end{equation*}
$$

where $\eta, k$ and $w$ are related via the SAW dispersion relation. Because the $S A W$ velocities in the various surface regions are all close together, guiding will take place only when the constituent straightcrested SAW propagate at small angles to the $z$-axis. As a result, we may use the parabolic approximation [11]. Using this approximation, the SAW dispersion relation has the quadratic form

$$
\begin{equation*}
\alpha_{j}^{2} \eta^{2}+k^{2}=k_{j}^{2} \tag{2}
\end{equation*}
$$

where $k_{j}$ is the wavenumber for $S A W$ propagation along $z$, and $\alpha_{j}$ is related to the anisotropy parameter $Y=d^{2} V(\theta) / d \theta^{2}$ of Reference [11] via

$$
\begin{equation*}
\alpha_{j}^{2}=1+Y_{j} \tag{3}
\end{equation*}
$$

The index, 1 refers to the free surface, $j=2$ to the metalized surface covered with $A \ell N$, and $j=3$ is for a surface having only the A2N layer.

For the 38-X cut of $\mathrm{LiNbO}_{3}$ (crystal $X$ axis along $z$ in Figure 1), $\alpha_{1}$ obtained from the computed Rayleigh velocity [12] is 0.8916 . In the absence of loss $k_{1}=\omega / V_{1}$, where $V_{1}=3.9913 \times 10^{9} \mu \mathrm{~m} / \mathrm{s}$ is the Rayleigh velocity for propagation along $z$ [12]. On well prepared samples, Rayleigh wave attenuation has been found to be [13]
$-2.5 f^{2}+0.54 f \mathrm{db} / \mathrm{cm}$
where $f$ is the wave frequency in GHz . Converting (4) into units of $\mu m^{-1}$,

$$
\begin{equation*}
k_{1}=1.5742 \mathrm{f}+\mathrm{i}\left[2.9 \times 10^{-5} \mathrm{f}^{2}+0.6 \times 10^{-5} \mathrm{f}\right] \mu \mathrm{m}^{-1} \tag{5}
\end{equation*}
$$

where $f$ is in GHz .
If a thin metal plating is deposited on the LiNbO $_{3}$ surface, shorting of the piezoelectric field at the surface causes a slowing of the $S A W$ by an amount $\Delta V / V_{1}=0.0268$, as well as an increase in attenuation. Davis and Weller [14] have measured SAW attenuation in the frequency range $270-730 \mathrm{KHz}$ for $A \ell$ films on $Y Z \mathrm{LiNbO}_{3}$. For their best films the data is given approximately by

$$
\begin{equation*}
9.5 f^{2.2}(\mathrm{~h} / 600)^{0.4} \mathrm{db} / \mathrm{cm} \tag{6}
\end{equation*}
$$

where $h$ is the film thickness in $\mathcal{A}$.
To produce a slot waveguide it is necessary to increase the velocity of the SAli above $V_{1}$ for those portions of the surface in the range $|x| \rightarrow \infty$. Such a speed-up of the $S A W$ can be accomplished by stiffening the surface with a layer of material such as deN.

In the case of the semi-infinite electrodes of Figure $2 a$, the stiffening layer must overcome the slowing effect due to the conducting
electrodes. For thin electrode platings $h$, the mechanical perturbation of the surface will be due only to the stiffening layer. To first order, the electrical shorting and mechanical perturbation are additive effects. For a layer of thickness $H$ of a hexagonal material, such as AlN, with $C$ axis normal to the surface, the $S A W$ velocity $V_{2}$ can be found from the relation [15]

$$
\begin{gather*}
\frac{V_{1}}{V_{2}}=1+\frac{\Delta V}{V_{1}}+\frac{V_{1} H}{P}\left[\left(\rho^{-}-\frac{1}{V_{1}^{2} s_{66}}\right)\left|v_{x}\right|^{2}+\rho^{\prime}\left|v_{y}\right|^{2}\right. \\
\left.+\left(\rho^{\cdot}-\frac{1}{V_{1}^{2}} \frac{s_{11}}{s_{11}^{2}-s_{12}^{2}}\right)\left|v_{z}\right|^{2}\right] \tag{7}
\end{gather*}
$$

Here $\Delta V / V_{1}$ is the change due to shorting of the piezoelectric field, $\rho \cdot$ is the mass density of the layer material, and $s_{i j}$ is the elastic stiffness constant in the coordinate system where $Z$ is along the $C$ axis. Finally, $v_{x}, v_{y}$ and $v_{z}$ are the particle velocity components at the surface $y=0$ of a Rayleigh wave carrying power along $z$ of $P$ watts (per meter along $x$ ).

Using the compliances $C_{i j}$ given in Reference [16] for AlN, and neglecting the piezoelectric constants, $1 / s_{66}=1.10 \times 10^{11}\left(\mathrm{~m}^{2} / \mathrm{N}\right)$ and $s_{11} /\left(s_{11}^{2}-s_{12}^{2}\right)=1.35 \times 10^{11}\left(\mathrm{~m}^{2} / \mathrm{N}\right)$. Also, $\rho^{\prime}=3.26 \times 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$ and using $\left|v_{x}\right|^{2} / P,\left|v_{y}\right|^{2} / P$ and $\left|v_{z}\right|^{2} / P$ from Reference [12] for the $37-X$ cut of $\mathrm{LiNbO}_{3}$, expression (7) becomes

$$
\begin{equation*}
\frac{V_{1}}{V_{2}}=1.0268-0.0556 \mathrm{fH} \tag{8}
\end{equation*}
$$

where $H$ in (8) is measured in $\mu \mathrm{m}$ and f in GHz . For $\mathrm{f}=\mathrm{l}$, a layer thickness $H$ slightly greater than 0.4 is necessary to overcome the slowing due to the conducting film. Greater values of $H$ will catise the SAW velocity to be greater than $V_{1}$.

$$
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The AlN plating can be expected to contribute to SAW attenuation, although we are not aware of any reliable measurements. Because one goal of the study is to assess the effects of film attenuation on path loss, we assume the attenuation to be the same as found for a metal film alone on $\mathrm{LiNbO}_{3}$. With this assumption, we find from (6) and (8) that the SAW wavenumber $k_{2}$ for $h=600 \AA$ of $A \ell$ covered by AlN is

$$
\begin{equation*}
k_{2}=\left(1.6164 \mathrm{f}-0.08756 \mathrm{f}^{2} \mathrm{H}\right)+i\left(11 \times 10^{-5} \mathrm{f}^{2.2}\right) \tag{9}
\end{equation*}
$$

In the case of the slot guide of Figure 2 b , guiding is achieved if the SAW velocity for the AlN layer placed directly on $\mathrm{LiNbO}_{3}$ is faster than the free surface SAW velocity. Neglecting piezoelectric and dielectric effects in the $A \ell N$ layer, the perturbation in the SAW velocity is given by the last term in (7). Assuming the SAW attenuation to be the same as on a free surface, the wavenumber $k_{3}$ of the $\operatorname{SAW}$ for an AlN layer on $\mathrm{LiNbO}_{3}$ is

$$
\begin{equation*}
k_{3}=k_{1}-0.08756 f^{2} \mathrm{H} \tag{10}
\end{equation*}
$$

The imaginary parts of $k_{1}, k_{2}$ and $k_{3}$ are plotted in Figure 3 as a function of frequency.

A more accurate approximation for $k_{2}$ and $k_{3}$ requires a full wave analysis of the two layered structures. Such an analysis is beyond the scope of this study, and would only modify details of the results obtained here using (9) and (10). Similarly, computing anisotropy parameters $\alpha$ for the layered structures would require a fu $l$ wave analysis. For simplicity, we assume all $\alpha$ 's to have the free surface value.


Figure 3. Frequency variation of the SAW attenuation constants on LiNbO $_{3}$ for a free surface (Im $k_{1}$ )
and for a surface covered with 600 Angstroms of $A x\left(\operatorname{Im} k_{2}\right)$.

## B. Dispersion Relatons for the Guided Waves

When solving for the waves guided by surface platings on isotropic substrates, various authors have used the two-dimensional amplitude approximation [7-10]. With this approximation one solves for the SAW amplitude $\psi(x, z)$ that satisfies the two-dimensional wave equation. As applied to a substrate with parabolic anisotropy, the wave equation becomes

$$
\begin{equation*}
\left(\alpha^{2} \frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial z^{2}}+k_{j}^{2}\right) \psi(x, z)=0 \tag{11}
\end{equation*}
$$

Boundary conditions at the edges of the various platings require that particle velocity and stress be continuous. Within the amplitude approximation, the boundary conditions require that $\psi$ and $\partial \psi / \partial x$ be continuous. One consequence of the boundary conditions is that the amplitude must have the same $z$ dependence in each region. Thus if $k$ is the wavenumber along $z$ of the guided wave, then in each region of the surface the solution to (11) is of the form

$$
\begin{equation*}
\psi(x, z)=\left(v_{j}^{+} e^{i \eta_{j} x}+V_{j}^{-} e^{-i \eta_{j} x}\right) e^{i k z} \tag{12}
\end{equation*}
$$

where $\eta_{j}$ and $k$ satisfy the dispersion relation of Eq. (2).
The derivative $\partial \psi / \partial x$ is of the form

$$
\begin{equation*}
\frac{\partial \psi}{\partial x}=\eta_{j}\left(V_{j}^{+} e^{i \eta_{j} x}-V_{j}^{-} e^{-i \eta_{j} x}\right) e^{i k z} \tag{13}
\end{equation*}
$$

Expressions (12) and (13) have $x$ dependence of the same form as found for voltage and current on a transmission line [17] of impedance $1 / \eta_{j}$. ds a result, the transmission line formalism may be used to find the properties of the guided waves.

Let $Z_{\text {in }}$ be the impedance seen looking to the right at $x=a$ in either Figure $2 a$ or $2 b$. Recalling the time dependence $e^{-i \omega t}$, it is easily shown that

$$
z_{\text {in }}= \begin{cases}\frac{1}{\eta_{2}} & \text { for Fig. 2a }  \tag{14}\\ \frac{1}{\eta_{2}} \frac{\left(1 / \eta_{3}\right)-i\left(1 / \eta_{2}\right) \tan \eta_{2} w}{\left(1 / \eta_{2}\right)-i\left(1 / \eta_{3}\right) \tan \eta_{2} w} & \text { for Fig. } 2 b\end{cases}
$$

The transverse resonance condition for the guide modes requires that the sum of the impedance seen looking to the left at $x=a$ and $Z_{\text {in }}$ should vanish. For even modes $\partial \psi / \partial x=0$ at $x=0$, corresponding to an open circuit, while for odd modes $\psi=0$ at $x=0$, corresponding to a short circuit. Using the impedance seen looking to the left at $x=a$ for open and short circuits at $x=0$, the dispersion equation for guided waves is

$$
\begin{array}{ll}
Z_{\text {in }}+i \frac{1}{\eta_{1}} \cot \eta_{1} a=0 & \text { for even modes }  \tag{15}\\
Z_{\text {in }}-i \frac{1}{\eta_{1}} \tan \eta_{1} a=0 & \text { for odd modes }
\end{array}
$$

For transducers that are symmetrical about $x=0$, as in Figure 1 , only the even modes are excited. Because of this, we treat only the even modes for the remainder of this report. Simplifying the first equation in (15) gives the even mode dispersion relation

$$
i \eta_{1} \tan \eta_{1} a= \begin{cases}\eta_{2} & \text { for Fig. 2a }  \tag{16}\\ \eta_{2} \frac{\eta_{3}-i \eta_{2} \tan \eta_{2} w}{\eta_{2}-i \eta_{3} \tan \eta_{2} w} & \text { for Fig. } 2 b\end{cases}
$$

$$
7-16
$$

# Solution of the dispersion equation is discussed separately for the semi-infinite electrodes and for the finite width electrodes. 

## III. Guided Waves for Semi-Infinite Electrodes

The solution of (16) for the modes of the slot waveguide with semi-infinite electrodes can be obtained by solving (2) for $\eta_{2}$ in terms of $\eta_{1}$. Observing that in the absence of loss $\eta_{2}$ must be positive imaginary in order for the guided wave fields to decay for $|x| \rightarrow \infty$, we obtain from (2)

$$
\begin{equation*}
\eta_{2}=i \frac{1}{\alpha} \sqrt{k_{1}^{2}-k_{2}^{2}-\alpha^{2} \eta_{1}^{2}} \tag{17}
\end{equation*}
$$

thus the dispersion equation becomes

$$
\begin{equation*}
\eta_{1} \tan \eta_{1} a=\frac{1}{\alpha} \sqrt{k_{1}^{2}-k_{2}^{2}-\alpha^{2} \eta_{1}^{2}} \tag{18}
\end{equation*}
$$

which may be solved for $\eta_{1}$.
The right and left-hand sides of (18) are plotted in Figure 4 for the case of $k_{1}$ and $k_{2}$ real. It is seen that the lowest $n=0$ mode will exist for all frequencies and all guide widths 2 a . Higher modes are obtained as the width 2 a decreases or frequency increases. The cutoff condition for the higher modes is

$$
\begin{equation*}
\frac{1}{\alpha} \sqrt{k_{1}^{2}-k_{2}^{2}}=n \frac{\pi}{a} \quad(n=1,2, \ldots) \tag{19}
\end{equation*}
$$

When loss is present, the higher modes will not have a sharp cutoff. However, they will exhibit large attenuation for frequencies near and below that for which (19) is satisfied with Rek ${ }_{1}$ and Rek R $_{2}$ substituted for $k_{1}$ and $k_{2}$.


Solutions of (18) for $\eta_{1}$ were obtained numerically for a number of cases, and corresponding value of $K$ was obtained from (2). In Figure 5 we have plotted Rek for the various symmetric modes as a function of the slot width 2 a for $\mathrm{f}=1 \mathrm{GHz}$ and an AlN film thickness $0.677 \mu \mathrm{~m}$. At cutoff for each mode Rek $=\operatorname{Rek}_{2}=1.5571$. As 2a increases Rek increases towards Rek $_{1}=1.5742$. To four decimal place accuracy, the same results were obtained when (18) was solved assuming $k_{1}$ and $k_{2}$ were real with the values cited above. Thus, SAW attenuation does not affect Rek.

The additional attenuation of the guided wave, over and above the free surface attenuation, due to the electrodes is indicated in Figure 6 for $f=1 \mathrm{GHz}$ and $H=0.677 \mu \mathrm{~m}$. The value of $\mathrm{Im}\left(\mathrm{K}-\mathrm{k}_{1}\right)$ is plotted as a function of guide width 2 a. The additional attenuation was computed two ways, with agreement to two significant figures. First, $K$ was computed with $k_{1}$ and $k_{2}$ having the complex values given in (5) and (9). Next, the imaginary part of $k_{1}$ was set to zero and the imaginary part of $k_{2}$ was reduced to $7.5 \times 10^{-5}$ by subtracting $I_{k_{1}}=3.5 \times 10^{-5}$. Because of the agreement between the two methods, guided wave attenuation for other values of film loss can be found by scaling the additional attenuation presented in Figure 6.

It is seen from Figure 6 that the attenuation is large for each mode near its cutoff, but decreases rapidly away from cutoff. For example, at $2 \mathrm{a}=20$, the additional attenuation has fallen to about $13 \%$ of the free surface value.

Because the frequency dependence of $\operatorname{Rek}_{2}$ is not linear, changing frequency does not have the same effect on the dispersion relation as does changing guide width $2 a$, which has been found to be the case for

$\Delta V / V$ waveguides [9]. The dependence of the modal $k$ on frequency has been calculated, and the results plotted in Figures 7 and 8 for the case of $H=0.677 \mu \mathrm{~m}$ and a guide width of $2 \mathrm{a}=20 \mu \mathrm{~m}$. In Figure 7, the deviation of Rek from Rek $\mathrm{R}_{1}$ is plotted on a logarithmic scale to accommodate the large range of variation. Note that Rek ${ }_{1}>$ Rek for these modes.

The lowest mode ( $\mathrm{n}=0$ ) has a cutoff frequency $\mathrm{f}=0.712 \mathrm{GHz}$ corresponding to the value of $f$ at which $\operatorname{Rek}_{1}=$ Rek $_{2}$. For lower frequencies, it is seen from the dependence in (9) that the mechanical stiffening of the AlN layer is too small to overcome the slowing effect of the conducting film. As a result, the SAW under the electrodes has lower velocity than the free surface Rayleigh wave so that no guided wave exists. Above $0.712 \mathrm{GHz}, \operatorname{Re}\left(\mathrm{k}_{1}-\mathrm{K}\right)$ for the $\mathrm{n}=0$ mode increases rapidly to about $3 \times 10^{-3}$, and remains close to this value for frequencies up to 2 GHz . The near constancy of $\operatorname{Re}\left(k_{1}-K\right)$ is due to competing phenomena. If $k_{2}$ were proportional to frequency, one would expect Rex to approach Rek as frequency increases. However, the difference between Rek $_{1}$ and Rek ${ }_{2}$ increases as $\mathbf{f}^{\mathbf{2}}$, and iahibits Rex from approaching the limit.

The higher modes ( $\mathrm{n}=1,2,3$ ) shown in Figure 7 have a cutoff frequency, which in the absence of loss is given by the solution of (19) for $f$. Were it not for loss, $K=k_{2}$ at cuttoff so that at cutoff $k_{1}-k=k_{1}-k_{2}$. Because of the dependence of $k_{1}$ and $k_{2}$ on $f$, the value of $k_{1}$ - $k$ will be different for each mode. It is seen from Figure 7 that the value of $k_{1}$ - $k$ for the higher modes does not change significantly from cutoff through $f=2 \mathrm{GHz}$.


Figure 7. Frequency dependence of the propagation constants Rek $\leq R_{1} k_{1}$ of the various modes for $2 a=20 ; m$ and $\mathrm{H}=0.677 \mathrm{j}$ m plotted as the deviation $\operatorname{Re}\left(k_{1}-\kappa\right)$.


Figure 8. Frequency dependence of the attenuation due to the metalization $\mathrm{Tm}\left(\kappa-k_{1}\right)$ of the various modes for $2 \mathrm{a}=20 \mu \mathrm{~m}$ and $\mathrm{H}=0.677 \mu \mathrm{~m}$.

Figure 8 shows the variation of the guided wave attenuation due to plating loss in the vicinity of the cutoff frequency. The free surface attenuation Imk $_{1}$ has also been plotted for comparison. Attenuation due to plating loss, $\operatorname{Im}\left(k-k_{1}\right)$, is seen to drop rapidly for frequencies above cutoff, and ultimately become small compared to Imk ${ }_{1}$.

Modal dispersion characteristics for the lowest mode ( $n=0$ ) of a narrow slot width of $2 \mathrm{a}=10 \mu \mathrm{~m}$ and $\mathrm{A} \ell \mathrm{N}$ layer thickness $\mathrm{H}=0.677 \mu \mathrm{~m}$ is shown in Figure 9. Here $\operatorname{Re}\left(k_{1}-K\right)$ is plotted on a linear scale as a function of frequency over the range for which the slot guide has a single propagating mode. The frequency dependence is similar to that of the lowest mode for a slot width of $2 \mathrm{a}=20 \mu \mathrm{~m}$.

Figure 10 shows the contribution to the attenuation constant Imk due to plating loss for the lowest mode of the $2 \mathrm{a}=10 \mu \mathrm{~m}$ guide. The decrease in $\operatorname{Im}\left(k-k_{1}\right)$ with increasing frequency results from the fact that the fields of the guided wave penetrate a smaller distance under the plating. This decrease partially compensates for the increase in Imk $_{1}$ with frequency. For example, in the band $0.9<f<1.1$, the Rayleigh wave attenuation $\mathrm{Imk}_{1}$ increases from $2.9 \times 10^{-5}$ to $4.2 \times 10^{-5}$, whereas the guided wave attenuation Imk has a much smaller variation from $5.1 \times 10^{-5}$ to $5.6 \times 10^{-5} \mu^{-1}$.

The value $H=0.677$ used for the previous calculation was chosen to place $k_{2}$ midway between $k_{1}$ and the wavenumber of the slowest shear wave propagating along the crystal $x$ axis at $f=1 \mathrm{GHz}$. To investigate the effect of changing $H$ we have plotted the variation of $\operatorname{Re}\left(k_{1}-K\right)$ with $H$ at $f=1 \mathrm{GHz}$ in Figure 11 for $2 a=10 \mu \mathrm{~m}$ and $2 \mathrm{a}=20 \mu \mathrm{~m}$. At $H=0.482$, Rek $_{2}=$ Rek $_{1}$ for $f=1 \mathrm{GHz}$, so that $H$ must be greater than this value for guiding to take place. This condition is evident from

$4 \times 10^{-5}$

Figure 10. Frequency dependence of the attenuation due to the metalization $\operatorname{Im}\left(k-k_{1}\right)$ for $2 a=20 \mu \mathrm{~m}$ and $\mathrm{H}=0.677 \mu \mathrm{~m}$.
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the curve for $2 \mathrm{a}=10$ and from the lowest mode $(\mathrm{n}=0$ ) for $2 \mathrm{a}=20$ in Figure 11.

Thicker layers allow more modes to propagate, although only one mode propagates for guide width $2 a=10$ over the entire range of $H$ shown.

When $H$ is greater than about 0.87 for $f=1 \mathrm{GHz}$, the SAW on the layered surface is faster than the slowest shear wave, so that a straight-crested surface wave would leak into the substrate. However, in the case of the slot waveguide, the modal fields in the layered portion of the surface are not those of a straight-crested surface wave, and hence need not leak into the substrate even for $H>0.87$. Provided that Rek for the guided wave is greater than the wavenumber of the slowest bulk wave, all fields will decay into the substrate and the wave will be of the bound variety. Thus the guided wave characteristics may legitimately be computed for $H \rightarrow 1.0$, as indicated in Figure 11.


Figure 11. Variation with A2N layer thickness $k$ of the propagation constant Re $k \leq R_{\text {Rek }}$ for $f=1 \mathrm{GHz}$ and guides of width $2 \mathrm{a}=10,20 \mathrm{\mu m}$.

## IV. Guided Waves for Electrodes of Finite Width

Single step deposition of the $A \ell N$ layer is expected to give the same thickness over the electrodes as over the $L_{i N b O}^{3}$ surface. We therefore assume that $H$ has the same value when computing $k_{2}$ from (9) as when computing $k_{3}$ from (10), with the result that $\operatorname{Rek}_{2}>\operatorname{Rek}_{3}$. Depending on the value of $H, R_{k}$ may be less than Rek $_{1}$, or greater. In the former case, the slot acts as the primary guiding region, while for Rek $_{2}>$ Rek $_{1}$ either the electrodes or the slot can act as the primary guiding region.

A graphical construction indicating the character of the roots of the dispersion equation can be obtained by defining

$$
\begin{equation*}
\theta=\tan ^{-1}\left(\frac{i \eta_{2}}{\eta_{3}}\right) \tag{20}
\end{equation*}
$$

In the absence of loss, $\eta_{3}$ of the guided waves must be pure imaginary so that the fields will decay as $|x| \rightarrow \infty$. Thus $\theta$ in (20) will be real or imaginary depending on $\eta_{2}$ being real or imaginary. Using this definition in (16) for the case of Figure $2 b$, the dispersion equation for the symmetric modes becomes

$$
\begin{equation*}
\eta_{1} \tan \eta_{1} a=\frac{\eta_{2}}{\tan \left(\eta_{2} w+\theta\right)} \tag{21}
\end{equation*}
$$

Comparing (5) and (9), it can be shown that for $\mathrm{fH} \geq 0.482, \operatorname{Rek}_{1} \geq \operatorname{Rek}_{2}$ and guided wave solutions of (21) will have $\eta_{1}$ real in the absence of loss, but $\eta_{2}$ may be reai or imaginary. For $\mathrm{fH}<0.482, \eta_{2}$ will be real, but $\eta_{1}$ can be real or imaginary. These cases are discussed separately below.



## A. Guided Waves for $\operatorname{Rek}_{1} \geq \operatorname{Rek}_{2}>\operatorname{Rek}_{3}$

The right and left-hand sides of (21) are sketched in Figure 12 for $\eta_{1}$ real, and neglecting loss. If $\eta_{1}$ were imaginary, the left-hand side of (21) would be negative real. For $\operatorname{Rek}_{1} \geq \operatorname{Rek}_{2}, \eta_{2}$ and $\theta$ would also be imaginary, and the right-hand side of (21) would be positive real. Thus, no solution to (21) exists for $\operatorname{Rek}_{1} \geq \operatorname{Rek}_{2}$ that has $\eta_{1}$ imaginary.

In the range $0 \leq \eta_{1} \leq \sqrt{k_{1}^{2} \eta_{2}} / \alpha$, both $\eta_{2}$ and $\theta$ are imaginary and the right-hand side of (21) decreases monotonically, as shown in Figure 12. Note that for $w \rightarrow \infty$, this portion of the curve approaches that for the right-hand side of (18) for semi-infinite electrodes. In the range $\sqrt{k_{1}^{2}-k_{2}^{2}} / \alpha<\eta_{1} \leq \sqrt{k_{1}^{2}-k_{3}^{2}} / \alpha, \eta_{2}$ and $\theta$ are real so that the right-hand side of (21) undergoes variations like those of the cotangent function. For $\eta_{1}>\sqrt{k_{1}^{2}-k_{3}^{2}} / \alpha, \eta_{3}$ will be real, as well as $\eta_{2}$, so that $\theta$ is imaginary and hence the right-band side of (21) will be complex. As a result, no solutions with $\eta_{1}$ real will be found.

Figure 12 has been sketched in a way indicating four solutions to (21). The number of solutions depends on both the size of $w$ and $a$, as well as $H$ and frequency. No simple formula can be used to express the cutoff condition of the modes. Actual cutoff is determined numerically by tracing along the branches of the dispersion curve

Solutions to the dispersion equation (21) were obtained numerically and the wavenumber $k$ of the guided waves were obtained from (2). The phase constants Rex are plotted as a function of slot width 2a in Figure 13 for $f=1 \mathrm{GHz}, w=5 \mu \mathrm{~m}$ and a layer thickness $\mathrm{H}=0.6 \mu \mathrm{~m}$. The lowest $\mathrm{n}=0$ mode starts as the mode of a $\Delta V / V$ waveguide of width $2 \mathrm{w}=10 \mu \mathrm{~m}$ when the two electrodes are next to each other ( $2 \mathrm{a}=0$ )
IV. Guided Waves for Electrodes of Finite Width

Single step deposition of the AlN layer is expected to give the same thickness over the electrodes as over the $\mathrm{LiNbO}_{3}$ surface. We therefore assume that $H$ has the same value when computing $k_{2}$ from (9) as when computing $k_{3}$ from (10), with the result that Rek $_{2}>\operatorname{Rek}_{3}$. Depending on the value of $\mathrm{H}, \mathrm{Re}_{2}$ may be less than Rek $\mathrm{R}_{1}$, or greater. In the former case, the slot acts as the primary guiding region, while for Rek $_{2}$ > Rek $1_{1}$ either the electrodes or the slot can act as the primary guiding region.

A graphical construction indicating the character of the roots of the dispersion equation can be obtained by defining

$$
\begin{equation*}
\theta=\tan ^{-1}\left(\frac{i \eta_{2}}{\eta_{3}}\right) \tag{20}
\end{equation*}
$$

In the absence of loss, $\eta_{3}$ of the guided waves must be pure imaginary so that the fields will decay as $|x| \rightarrow \infty$. Thus $\theta$ in (20) will be real or imaginary depending on $\eta_{2}$ being real or imaginary. Using this definition in (16) for the case of Figure $2 b$, the dispersion equation for the symmetric $\mathrm{m}^{\text {n }}$ es becomes

$$
\begin{equation*}
\eta_{1} \tan \eta_{1} a=\frac{\eta_{2}}{\tan \left(\eta_{2} w+\theta\right)} \tag{21}
\end{equation*}
$$

Comparing (5) and (9), it can be shown that for $f H \geq 0.482, \operatorname{Rek}_{1} \geq \operatorname{Rek}_{2}$ and guided wave solutions of (21) will have $\eta_{1}$ real in the absence of loss, but $\eta_{2}$ may be real or imaginary. For $f H<0.482, \eta_{2}$ will be real, but $\eta_{i}$ can be real or imaginary. These cases are discussed separately below.
 Figure 12. Construction for finding solutions to the dispersion

## 

Higher modes $(n=1,2, \ldots)$ start at Rek $=$ Rek $_{3}$. For all modes, Rek approaches Rek $_{1}$ as 2 a becomes large.

Comparing Figure 13 with Figure 5 for semi-infinite electrodes, it is seen that more modes can propagate for a given value of (2a) in the structure having finite width electrodes, even though $H$ is nearly the same in both cases. This property can be understood by comparing the wavenumber $k_{1}$ in the central guiding region with that for $|x| \rightarrow \infty$, which is $k_{2}$ in the case of Figure 5 and $k_{3}$ for Figure 13. The number of modes increases with the difference between the real parts of $k_{1}$ and the wavenumber for $|x| \rightarrow \infty$. Since $\operatorname{Re}\left(k_{1}-k_{2}\right)>\operatorname{Re}\left(k_{1}-k_{3}\right)$ for the same $H$, one would expect more mode for the finite width electrodes, as is found to be the case.

Conversely, to have the same number of modes for the case of finite width electrodes as for semi-infinite electrodes, the value of $H$ must be made smaller for the faite width electrodes. For example, if $H=0.677$ is used for the semi-infinite electrodes, then to have the same number of modes for finite width electrodes one should use $\mathrm{H} \approx 0.2$. For this value of layer thickness however, Rek $\mathrm{K}_{2}>\mathrm{Rek}_{1}$ changing somewhat the character of the lowest modes. This situation is discussed in the next section.

The effect of changing the electrode width $w$ can be seen from Figure 14. Here we have ploted the phase constants Rek for the various modes as a function of slot width 2 a for $\mathrm{f}=1 \mathrm{GHz}$ and $\mathrm{H}=0.6 \mu \mathrm{~m}$, but for an electroded width $w=10 \mu \mathrm{~m}$ that is double the width used for Figure 13. It is seen that two modes are guided by the $\Delta V / V$ guide formed by the electrodes when $2 a=0$. The curves for $w=10$ are similar to those for $w=5$, except that the wider electrode introduces one additional mode.

Figure 13. Variation of the propagation constants Rek with slot width 2a for the modes of slot guide having electrode width $\mathrm{w}=5 \mathrm{~m} \mathrm{~m}$,
$\mathrm{H}=0.6 \mu \mathrm{~m}$ and $\mathrm{f}=1 \mathrm{GHz}$.


Surface wave attenuation was found to have no effect on Rek to the accuracy shown in Figures 13 and 14. The contribution to the guided wave attenuation due to loss in the electrodes is depicted in Figure 15 as a function of 2 a for $\mathrm{f}=1 \mathrm{GHz}, \mathrm{H}=0.6 \mu \mathrm{~m}$ and the electrode width $w=5$ of Figure 13. Here we have plotted the difference between the guided wave attenuation constant Imk and free-surface Rayleigh wave attenuation $\mathrm{Imk}_{1}=3.5 \times 10^{-5} \mu^{-1}$.

Attenuation of the lowest mode $(\mathrm{n}=0)$ is high for 2 a small, since this is a wave guided by the metal film, which is much more lossy than the free surface. The loss quickly decreases as 2 a increases. Higher modes ( $n=1,2, \ldots$ ) near cutoff have Rek close to Rek ${ }_{3}$, and hence their fields extend far from the guiding structure on the AlN layered portion of the surface. Because the fields extend well away from the metal electrodes, their effect on the attenuation is small. Above cutoff, the fields are more concentrated under the electrodes and attenuation is higher. Finally, well above cutoff the fields become concentrated in the free-surface region between the electrodes and the loss becomes small again. Similar curves for $\operatorname{Im}\left(k_{-}-k_{1}\right)$ are obtained for $w=10 \mu \mathrm{~m}$, corresponding to the propagation constant Rek of Figure 14.

Comparing Figures 5 and 6 with 13 and 15 , it is seen that for the same thickness of $A \downarrow N$, narrow electrodes produce a more complex mode structure than do semi-infinite electrodes. Attenuation for the $n=0$ modes is about the same for both electrode structures, but single mode operation is obtained over a wider range of electrode separation 2 for the semi-infinite electrodes. In short, narrow electrodes, which are more difficult to fabricate, appear to offer no advantage over semiinfinite electrodes when the same thickness $A 2 N$ layer is used for both,

and the thickness is great enough to allow guiding in the case of the semi-infinite electrodes. The guided wave properties obtained for reduced layer thickness are treated in the next section.

## B. Guided Waves for Rek $_{2}>\operatorname{Rek}_{1}>$ Rek $_{3}$

When Rek $_{2}>\operatorname{Rek}_{1}$, a range of real values of $\eta_{2}$ exists over which $\eta_{1}$ is imaginary in the absence of loss. In this range of $\eta_{2}$, the lefthand side of (21) is negative for $\eta_{2}$ positive and real. Since $\tan \left(\eta_{2} \omega+\theta\right)$ can be negative for $\eta_{2}$ positive and real, a solution to (21) is possible in this range of $\eta_{2}$. However, no solution of (21) is possible for which both $\eta_{1}$ and $\eta_{2}$ are imaginary, as discussed in the previous section.

In the absence of loss, when $\eta_{1}$ is imaginary with magnitude in the range $0 \leq\left|\eta_{1}\right| \leq \sqrt{k_{2}^{2}-k_{1}^{2}} / \alpha$, then $\eta_{2}$ is real and $\eta_{3}$ imaginary. For $\eta_{1}$ real and in the range $0 \leq \eta_{1} \leq \sqrt{k_{1}^{2}-k_{3}^{2}} / \alpha$, then $\eta_{3}$ is imaginary but $\eta_{2}$ is real. These two ranges are plotted as the left-hand axis and righthand axis in Figure 16, respectively. The two sides of (21) are sketched as a function of $\eta_{1}$ real, or of $\eta_{1}$ imaginary, in Figure 16 . The intersesction points, of which there are four in Figure 16, give the roots of (21).

The intersection points in the range where $\eta_{1}$ is imaginary correspond to perturbations of the modes that would be guided by the $\Delta V / V$ waveguide formed if the free surface in Figure 2 t were to extend to $x \rightarrow-\infty$. Figure 16 has been drawn for $w$ small enough so that only one such mode exists. For larger values of wore than one solution will exist for $\eta_{1}$ imaginary.


Numerical solutions of (12) for the case Rek $_{2}>$ Rek $_{1}$ have been obtained by assuming $H=0.2 \mu \mathrm{~m}$. The phase constant Rek for the guided waves is plotted in Eigure 17 as a function of slot width 2 a for frequency $f=1 \mathrm{GHz}$ and electrode width $\mathrm{w}=5 \mu \mathrm{~m}$. The contribuation to the guided wave attenuation due to loss in the metal electrodes is plotted in Figure 18 as a function of 2 a for the same parameters as used for figure 17.

For 2a large, the mode labeled $n=-1$ corresponds to a perturbation of the $\Delta V / V$ waveguide mode for a structure obtained by letting the free surface region in Figure $2 b$ extend to $x \rightarrow-\infty$. When $2 a \rightarrow 0$, this mode approaches that of a $\Delta V / V$ waveguide of width $2 w$ and covered with an AlN layer. the $n=-1$ mode comes from the solution to (21) having $\eta_{1}$ imaginary. Because this mode is guided by the electrodes, its attenuation will be large compared to that of a free-surface Rayleigh wave, as seen from $\operatorname{Im}\left(\kappa-k_{1}\right)$ in Figure 18.

The other modes in Figure 17 arise from the solutions to (21) having $\eta_{1}$ real. At cutoff they correspond to SAW propagation along $z$ on the AlN layered surface. Above cutoff, the guided wave fields are larger under the electrodes, while well above cutoff the guided wave field is concentrated in the slot region and Rek approaches Rek . As a result of this change in the modal field pattern, the contribution to the attenuation due to the electrodes, $\operatorname{Im}\left(k-k_{1}\right)$, is seen in Figure 18 to be zero at cutoff. It increases initially with $2 a$, but decreases again for 2a large.

The effect of changing electrode width is seen from Figures 19 and 20, which have been plotted for an electrode width $w=10 \mu \mathrm{~m}$ that is twice the width for Figures 17 and 18 . As in the case of $w=5$, one

(
mode exists for which $\eta_{1}$ is imaginary. The propagation constant of this mode is shown in Figure 19. The attenuation constant of the mode Imk varies from a minimum of $9.82 \times 10^{-5} \mu \mathrm{~m}^{-1}$ at $2 \mathrm{a}=8 \mu \mathrm{~m}$ to $10.06 \times 10^{-5} \mu m^{-1}$ at $2 a=100 \mu \mathrm{~m}$. Because Imk is large, the difference $\operatorname{Im}\left(k-k_{1}\right)$ does not fit on the scale of Figure 20 , and is not shown.

The mode labeled $\mathrm{n}=0$ in Figure 19 is seen to exist for $2 \mathrm{a} \rightarrow 0$. In the limit $2 a=0$, the guiding structure consist of a $\Delta V / V$ waveguide of width $2 w=20 \mu \mathrm{~m}$, covered with an AlN layer. This structure guides a second mode for which Rek $=1.566 \mu \mathrm{~m}^{-\mathrm{I}}$. However, for 2 a large, the $\Delta V / V$ guide of width $w=10 \mu \mathrm{~m}$ support only one mode, which is close to the $n=-1$ mode shown in Figure 19. Thus as 2 a increases from zero, the $n=0$ mode in Figure 19 gradually changes from a mode of $J V / V$ guide to a mode of the slot guide. Corresponding to the change in the modal field pattern, the attenuation $\operatorname{Im}\left(x-k_{1}\right)$ due to the electrodes is large for $2 a \operatorname{small}$ and decreases with increasing slot width 2a. Higher modes ( $n=1,2 \ldots$ ) in Figures 19 and 20 have behavior that is similar to that of the higher modes for $w=5 \mu \mathrm{~m}$.

Variation of the propagation constant with frequency is shown in Figure 21 for a slot width $2 a=20 \mu \mathrm{~m}$ and electrode width $w=10 \mu \mathrm{~m}$. Here we have plotted $\operatorname{Re}\left(K-k_{1}\right)$ on a linear scale to accommodate positive and negative values. The $n=-1$ mode is slower than the free-surface Rayleigh wave and hence $\operatorname{Re}\left(\kappa-k_{1}\right)>0$. Waves guided by the slot are fast, so that $\operatorname{Re}\left(\kappa-k_{1}\right)<0$ for $n=0,1,2,3$. The $n=0$ mode is similar to the first higher symmetric mode on a $J V / V$ waveguide of width $2 w$. As such the mode has a finite cutoff frequency. Numerically, the cutoff frequency of the $n=0$ mode is found to be just under 0.6 GHz , at which frequency the fields on the $A 2 N$ layered surface are
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Figure 21. Frequency dependence of the propagation constants of slot guide having $w=10 \mathrm{um}, 2 \mathrm{a}=20 \mathrm{jm}$ and $\mathrm{H}=0.2 \mathrm{um}$, plotted as the as the deviation $\operatorname{Re}\left(k-k_{1}\right)$.
those of a SAW propagating along $z$ wit.. wavenumber $k_{3}$. The higher modes ( $n=1,2,3$ ) each have a cutoff frequency at which the fields on the layered surface are those of a SAW propagating with wavenumber $k_{3}$ at the cutoff frequency.

The contribution from the electrodes to the attenuation of the guided waves, $\operatorname{Im}\left(k-k_{1}\right)$, is plotted as a function of frequency in Figure 22 for the waveguide geometry shown in Figure 21. For comparison, $I m k_{1}$ is also plotted. The additional attenuation $\operatorname{Im}\left(\kappa-k_{1}\right)$ of the $n=-1$ mode is nearly twice Imk $_{1}$, while for the $n=0$ mode $\operatorname{Im}\left(k-k_{1}\right)$ is about one-half of $\operatorname{Im} k_{1}$. Higher modes have $\operatorname{Im}\left(K-k_{1}\right)=0$ at cutoff, but this quantity rapidly increases above Imk ${ }_{1}$.

## C. Comparison of Semi-Infinite and Narrow Electrodes

As pointed out previously, Rek ${ }_{3}$ for $H=0.2$ is approximately equal to $\mathrm{Im}_{2}$ for $H=0.677$. One might therefore expect a similarity between the modes for the semi-infinite electrode structure with $H=0.677$, and those for the finite width electrodes when $H=0.2$. The similarity can be observed by comparing Figure 5 with Figures 17 and 19 . Aside from the $n=-1$ mode, the $n=0,1, \ldots$ modes have a similar dependence on $2 a$, except for the cutoff value of $2 a$ and the behavior of the $n=0$ mode for $2 a \rightarrow 0$. The mode numbering in Figures 17 and 19 is purely arbitrary, and made to facilitate comparison with figure 5. For wider electrodes, two or more modes with $\eta_{1}$ imaginary will exist. These modes have Rek $>$ Rek $_{1}$ and, like the $n=-1$ mode in Figures 17 and 19 , have no counterpart in Figure 5.

Attenuation for the $n=0,1, \ldots$ modes is less for the finite width electrodes very near to cutoff, but is elsewhere greater than for the


Figure 22. Frequency dependence of the attenuation due to metalization for the modes of slot
guide having $w=10 \mathrm{jm}, 2 \mathrm{a}=20 \mathrm{~m}$ and $\mathrm{H}=0.2 \mathrm{~m}$.
semi-infinite electrodes, as seen by comparing Figures 18 and 20 with Figure 6. This is due to the fact that for $H=0.2$, the fields under the electrodes have sinusoidal dependence on $x$ and fill the region under the electrodes. However, for $H=0.677$ the fields under the electrodes decay exponentially with $x$ away from the edge.

Frequency dependence of the phase constant for guides of slot width $2 a=20 \mu m$ can be compared from Figure 7 for semi-infinite electrodes and from Figure 21 for $w=10 \mu \mathrm{~m}$. Aside from the differences in scales used, and the fact that $\operatorname{Re}\left(k-k_{1}\right)$ is plotted in one while $\operatorname{Re}\left(k_{1}-k\right)$ is plotted in the other, the dependence is similar for the $n=0,1, \ldots$ modes away from cutoff. Higher modes have higher values of $\operatorname{Re}\left(k_{1}-k\right)$ and this quantity is a slowly varying function of frequency away from cutoff. The frequency dependence of $I m\left(k-k_{1}\right)$ is however seen from Figures 8 and 22 to be considerably different for the two guiding structures.

In summary, for the same layer thickness $H$ and slot width $2 a$, the finite width electrode structure has more propagating modes than does the structure with semi-infinite electrodes - compare Figures 13 and 14 with Figure 5. Moreover, the attenuation of the modes is greater for the finite width electrodes - compare Figures 6 and 15 . with the exception of the $n=-1$ mode, the modes for semi-infinite electrodes with $H=0.677$ are similar to the modes for finite width electrodes with $H=0.2$, although the latter generally have higher attenuation. Unless thickness of the dlN layer is critical for fabrication or other reasons not now apparent, the simple slot guide using semi-infinite electrodes appears to be the preferable geometry. Fabrication should be simpler, and the modes are fewest, as well as having the lowest attenuation away from cutoff.

## V. Delay Line Path Loss

Insertion loss between the transducers of Figure 1 can be approximated as the product of three factors. The first is the electromechanical coupling efficiency of the transducers, which would give the total insertion loss if the two transducers were located close together on a free surface. The second factor gives the efficiency with which the aperature distribution of the fields radiated by the transducer couple to the transverse variation of the guided wave field. Guided wave attenuation, which was discussed in the last section, gives the third factor. In this section we treat the effect of mismatch between transverse distribution of modal fields and the aperature field of the transducer.

At the input transducer, the transverse field mismatch will result in a portion of the radiated power being carried away by the continuous spectrum of fields, rather than the guide waves. Thus, only a fraction of the radiated power will go into the guided waves. At the output transducer only a fraction of the power carried by a guided wave will couple out, e.g., some of the guided wave fields lie outside of the transducer aperature [18]. for identical input and output transducers, reciprocity implies that the fraction of the power coupled to a guided wave at the input is equal to the fraction of the power coupled to the transducer at the output.

Waldron [18] treated the problem of finding the output power resulting from the illumination of the transducer by a SAW having nonuniform amplitude. The mismatch of fields was found to effect the output power by the factor

for a transducer of width 2 b . Here $\psi(x)$ is the transverse variation of the incident SAW amplitude, or in our case the transverse variation of the guided wave. Note that this factor is unity when $\psi(x)$ is uniform over the aperture $-b \leq x \leq b$ of the transducer, and zero outside the aperture. For all other $\psi(x)$, this factor is less than unity.

In the case of guided waves, the same factor (22) gives the field mismatch effect at the input, as well as the output. Thus the ratio of output to input power will involve the square of (22). Alternatively, the ratio of output to input voltage will include the first power of the factor (22) to account for field mismatch at both input and cutput. We define this factor as $R_{V}$, and evaluate it below for the various waveguide modes.
A. Field Mismatch Factor $R_{V}$ for Semi-Indinite Electrodes

The amplitude variation of the symmetric modes of the slot waveguide of Figure 2a is given by

$$
\psi(x)= \begin{cases}\cos \eta_{1} a e^{i \eta_{2}(x-a)} & \text { for } x>a  \tag{23}\\ \cos \eta_{1} x & \text { for }-a \leq x \leq a \\ \cos \eta_{1} a e^{-i \eta_{2}(x+a)} & \text { for } x<-a\end{cases}
$$

In (23), $\eta_{1}$ is any one of the solutions to the dispersion equation (18) and $\eta_{2}$ is given by (17). Neglecting loss, $\eta_{1}$ is real and $\eta_{2}$ pure imaginary.
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For each mode we may define the field mismatch factor $R_{V}$. As discussed above, $R_{V}$ is obtained by substituting (23) into (22). Neglecting the imaginary part of $\eta_{1}$ and the real part of $\eta_{2}$, after some manipulation one obtains

$$
R_{V}=\frac{2 /\left(\eta_{1} b\right)}{\left|\eta_{2}\right| a+1} \begin{cases}\frac{\left|\eta_{2}\right|}{\eta_{1}} \sin ^{2} \eta_{1} b & \text { for } b \leq a  \tag{24}\\ \frac{\left[\eta_{1}^{2}+\left|\eta_{2}\right|^{2}-\eta_{1}^{2} e^{-\left|\eta_{2}\right|(b-a)}\right]^{2}}{\eta_{1}\left|\eta_{2}\right|\left(\eta_{1}^{2}+\left|\eta_{2}\right|^{2}\right)} & \text { for } b>a\end{cases}
$$

The factor $R_{V}$ has been computed as a function of transducer aperture $2 b$ for various guide widths 2 a at $\mathrm{f}=1 \mathrm{GHz}$. For guide widths $\mathbf{2 a}=10$ and $20 \mu \mathrm{~m}$, only the lowest mode propagates. We have plotted $R_{V}$ for this mode in Figure 23 for the two guide widths, with absissa b/a. For guide width $2 a=20 \mu \mathrm{~m}, R_{V}$ peaks at 0.9 for aperture $2 b$ equal to the guide width. In the case of the narrow guide $2 a=10 \mu \mathrm{~m}$, the fields extend a greater distance on the layered portions of the surface. In this case $R_{V}$ has a maximum value for $2 b=15 \mu \mathrm{~m}$, which is $1^{\frac{1}{2}}$ times the guide width. The maximum is broad so that even for $2 b=20 \mu \mathrm{~m}, \mathrm{R}_{\mathrm{V}}$ is close to its maximum value.

In the case of $a$ guide of width $2 a=40 \mu \mathrm{~m}$, two modes $(n=0,1)$ can propagate at $f=1 \mathrm{GHz}$. The variation of $R_{V}$ for each mode is plotted as function of $b / a$ in Figure 24 . The value of $R_{V}$ for the lowest mode peaks when the aperture $2 b$ is about $9 / 10$ of the guide width, at which point $R_{V}$ for the $n=1$ mode is small. The zero of $R_{V}$ for the $n=1$ mode $a t b / a \approx 0.8$ corresponds to an aperture $2 b$ that covers one full cycle of $\cos \eta_{1} x$ in (23), with the result that the integral of $\psi(x)$ in (22) vanishes.
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When two guided modes are present, as is the case f?r $2 \mathrm{a}=40 \mu \mathrm{~m}$, the output voltage will show interference ripple when the frequency is scanned. The amplitude of the ripple can be estimated from the relative size of $R_{V}$ for the two modes, and from their attenuation over the guide length $L$. Assuming $2 b=2 a=40 \mu \mathrm{~m}$, it is seen from Figure 24 that the ratio $R_{V}(n=1) / R_{V}(n=0)$ is $0.05 / 0.9$. From Figure 6 for $2 a=40 \mu m$, it is seen that $\operatorname{ImK}(n=1)-\operatorname{Imk}(n=0)$ is approximately $0.9 \times 10^{-5} \mu^{-1}$. For a short guide length $L$, so that the guided wave attenuation is not significant, the interference ripple is $\pm 0.5 \mathrm{db}$ about the average. For a long path $L=4 \mathrm{~cm}$, the attenuation difference reduces the ripple to $\pm 0.3 \mathrm{db}$.

The variation of $R_{V}$ with frequency has been computed for several values of $a=b$. Results for $2 a=2 b=10$ and $20 \mu \mathrm{~m}$ are plotted in Figure 25. As frequency increases from cutoff, $R_{V}$ for these $n=0$ modes seen to approach 0.9 . Over the same frequency range with $2 a=2 b=40 \mu \mathrm{~m}$, little variation was found for $R_{V}$ of the $n=0$ and $\mathrm{n}=1$ modes.

## B. Field Mismatch Factor $R_{V}$ for Finite Width Electrodes

In the various regions, the transverse variation of the amplitude for the symmetric modes can be expressed in the following form. For $0 \leq x \leq a$,

$$
\begin{equation*}
\psi(x)=\cos \eta_{1} x . \tag{25a}
\end{equation*}
$$

Under the electrodes $a<x \leq a+w$

$$
\begin{equation*}
\psi(x)=\cos _{1} a \frac{\eta_{2} \cos \eta_{2}(x-a-w)+i \eta_{3} \sin \eta_{2}(x-a-w)}{\eta_{2} \cos \eta_{2} w-i \eta_{3} \sin \eta_{2} w} \tag{25b}
\end{equation*}
$$


while for $\mathrm{x}>\mathrm{a}+\mathrm{w}$

$$
\begin{equation*}
\psi(x)=\frac{\eta_{2} \cos \eta_{1} a e^{i \eta_{3}(x-a-w)}}{\eta_{2} \cos \eta_{2} w-i \eta_{3} s i n \eta_{2} w} \tag{25c}
\end{equation*}
$$

These expressions directly satisfy contiauity of $\psi(x)$ at $x=a$ and $x=a+w$, and continuity of $\partial \psi / \partial x$ at $x=a+w$. For $\eta_{1}$ satisfying the dispersion relation (21) and $\eta_{2}, \eta_{3}$ expressed in terms of $\eta_{1}$, continuity of $\partial \psi / \partial x$ is also satisfied at $x=a$. For these symmetric modes, the amplitude in the region $x<0$ is obtained by replacing $x$ in (25) with $|x|$.

The factor $R_{V}$ can be found by straight forward evaluation of the integrals in (22) making use of the expressions (25). As suggested by the transform approach to computing path loss used in Reference 6, it can be shown that neglecting loss

$$
\begin{align*}
& \int_{-\infty}^{\infty}|\psi|^{2} d x= \\
& =\frac{\cos ^{2} \eta_{1} a}{\eta_{1}} \frac{d}{d \eta_{1}}\left[\eta_{1} \tan \eta_{1} a+\eta_{2} \frac{i \eta_{3}+\eta_{2} \tan \eta_{2} w}{\eta_{2}-i \eta_{3} \tan \eta_{2} w}\right] \tag{26}
\end{align*}
$$

In (26) $\eta_{3}$ is imaginary and both $\eta_{2}$ and $\eta_{3}$ must be expressed in terms of $\eta_{1}$ before the derivative is taken. Because the derivative can easily be computed numerically, this form for the denominator of (22) facilitates numerical evaluation.

The integral in the aumerator of (22) must be evaluated for different ranges of $b$ relative to $a$ and $a+w$. For $0<b \leq a$

$$
\begin{equation*}
\int_{-b}^{b} \psi d x=\frac{2}{\eta_{1}} \sin \eta_{1} b \tag{27a}
\end{equation*}
$$

For $b$ in the range $a<b \leq a+w$,

$$
\begin{align*}
\int_{-b}^{b} \psi d x & =2\left(\frac{1}{\eta_{1}}-\frac{\eta_{1}}{\eta_{2}^{2}}\right) \sin \eta_{1} a  \tag{27b}\\
& = \\
& +2 \frac{\cos \eta_{1} a\left[\eta_{2} \sin \eta_{2}(b-a-w)-i \eta_{3} \cos \eta_{2}(b-a-w)\right]}{\eta_{2}\left(\eta_{2} \cos \eta_{2} w-i \eta_{3} \sin \eta_{2} w\right)}
\end{align*}
$$

Finally, for b > a + w

$$
\begin{align*}
\int_{-b}^{b} \psi d x= & 2\left(\frac{1}{\eta_{1}}-\frac{\eta_{1}}{\eta_{2}^{2}}\right) \sin \eta_{1} a  \tag{27c}\\
& -2 \frac{\cos \eta_{1} a\left\{i \eta_{3}+\left(\eta_{2}^{2} / i \eta_{3}\right)\left[1-e^{i \eta_{3}(b-a-w)}\right]\right\}}{\eta_{2}\left(\eta_{2} \cos \eta_{2} w-i \eta_{3} \sin \eta_{2} w\right)}
\end{align*}
$$

The forgoing expressions were used to compute $R_{V}$ for several cases. The field mismatch factor is plotted in Figure 26 as a function of transducer width 2 b for a slot guide of width $2 \mathrm{a}=10 \mu \mathrm{~m}$, electrode width $w=10 \mu \mathrm{~m}$ and layer thickness $\mathrm{H}=0.2 \mu \mathrm{~m}$. For these dimensions and for $f=1 \mathrm{GHz}$ only the $\mathrm{n}=-1,0$ modes propagate. It is seen that the $n=-1$ mode guided by the electrodes can be more strongly excited than the desired $n=0$ mode, whose fields are more nearly confined within the slot region. Even for $2 b \underset{\sim}{2 a}$, where $R_{V}$ is maximum for the $\mathrm{n}=0$ mode, substantial excitation of the $\mathrm{n}=-1$ mode will occur. If $b=a$, excitation of the $n=-1$ mode will result in ripple of $\pm 1.9 \mathrm{db}$ over a band of frequencies for short path lengths $L$. However, the large attenuation of the $n=-1$ mode compared to the $n=0$ mode will reduce this ripple to $\pm 0.5 \mathrm{db}$ for a path length $\mathrm{L}=4 \mathrm{~cm}$.


Figure 27 shows the field mismatch factor Ry for the three propagating modes of a guide whose width $2 a=20 \mu \mathrm{~m}$ is twice that of Figure 26, but whose other dimensions are the same. For $2 \mathrm{~b}=2 \mathrm{a}=20 \mu \mathrm{~m}$ the $n=0$ mode is more strongly excited than for $2 b=2 a=10 \mu \mathrm{~m}$. The presence of the $n= \pm 1$ modes however leads to ripple as frequency varies. For long parhs $L$, the ripple is due to the $n=1$ mode, since the high attenuation of the $n=-1$ mode significantly reduces its amplitude at the output. As an example, if $L=4 \mathrm{~cm}$, the ripple is $\pm 0.6 \mathrm{db}$.

Comparing Figures 26 and 27 with Figure 23 , it is seen that simple slot guides having semi-infinite electrodes gives bigher excitation efficiency for the $n=0$ mode. further, they are free of the problems associated with having more than one propagating mode. This latter property is very significant in the case of narrow guides $2 a=10 \mu \mathrm{~m}$, where it may be convenient to use long transducers $2 b>2 a$. Excitation of the $n=-1$ mode in guides having finite width electrodes would lead to severe multimode problems.


Figure 27. Dependence on transducer width $2 b$ of the field miss-match
factor for the modes of slot guide having finite width
electrodes $(2 a=20 \mu \mathrm{~m}, \mathrm{w}=10 \mu \mathrm{~m}, \mathrm{H}=0.2 \mu \mathrm{~m}, \mathrm{f}=1 \mathrm{GHz})$.
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## VI. Conclusion

Simple slot waveguides having semi-infinite electrodes covered with AlN and slot width 2 a in the range of $10-20 \mu \mathrm{~m}$ have only one propagating mode for frequencies in the vicinity of 1 GHz . Attenuation of this lowest mode is in the range 1.5-1 times that of the free-surface Rayleigh wave, i.e., between 4.6 and $3 \mathrm{~dB} / \mathrm{cm}$ at 1 GHz . Loss due to mismatch between the transducer aperture and the modal field can be made close to 1 dB by using transducers of length $2 \mathrm{~b} \approx 20 \mu \mathrm{~m}$.

The use of wider guides has disadvantages besides requiring higher D.C. voltage andor greater path length to achieve tive cycle change in time delay. Because two or more symmetric modes can propagate, their interference gives rise to ripple in the frequency response that is of the order of 1 dB peak-to-peak. Since the modes have different transverse dependence, they will experience differently the D.C. electric field, which is nonuniform in the vicinity of the electrode edges. Thus the change in delay with applied voltage will be different, which will give rise to phase and amplitude variations with applied voltage.

More complex guides having finite width electrodes do not appear to offer any performance advantages. The lowest mode is confined beneath the electrodes, and thus has attenuation approaching that of the SAW on the metalized surface, which is at least $9.5 \mathrm{db} / \mathrm{cm}$ for $600 \AA$ thick metalization at 1 GHz . For small electrode widths (w the next higher symmetric mode is similar to the lowest mode of the simple slot guide, but with somewhat higher attenuation. It is this mode which will respond to the D.C. field between the electrodes. However, the presence of the mode concentrated beneath the electrodes will cause ripple in the response as a function of frequency.

Waveguides using semi-infinite electrodes require an ARN layer thickness of about $0.6 \mu \mathrm{~m}$, as opposed to $0.2 \mu \mathrm{~m}$ for the case of finite width electrodes. However, deposition of the thicker layers does not appear to be a limitation $[16,19]$, so that the simple slot guide appears to be the most desirable choice for an electrostatically variable SAW delay line.
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#### Abstract

A two phase model has been developed to study aluminum (Al) particle preheating through selective radiation absorption in composite solid propellants. The two phases considered are one strongly absorbing particle (A)) phase and another weakly absorbing matrix (Ammonium Perchlorate (AP) and binder) phase surrounding the particle phase. Separate energy balance equations for the particle and matrix phases are developed. Both the matrix and the particle phase are assumed to be non-emitting, anisotropically scattering, absorbing media. The parameters identified which inhibit Al pre-heating and melting are Al size, mass fraction, burn rate and level of incident radiant flux. Smaller Al particles and larger Al mass fractions promote lower Al temperatures. These results should prove useful to propellant formulators in trying to reduce the problem of unwanted Al agglomeration.


It has been observed that during the combustion of aluminized composite solid propellants, some of the aluminum particles agglomerate before they leave the surface of the propellant [1-3]. Typically, aluminum particles with mean diameters of $5-30 \mathrm{~mm}$ may be mixed in the propellant formulation. Yet combustion bomb studies [1-3] indicate that aluminum agglomerates as large as $300 \mu \mathrm{~m}$ leave the burning propellant surface. This agglomeration results in two kinds of loss. The first loss is the energy that escapes due to the fact that the large agglomerates have insufficient residence time to burn completely. The second loss is the two phase flow loss incurred in dragging the large agglomerates out through the nozzle. Both types of loss reduce the specific impulse of the rocket motor.

It is conceivable that the problem of unwanted aluminum agglomeration could be substantially reduced by maintaining the temperature of the aluminum particles below the melting temperature (933K for pure aluminum). To study the factors which influence the temperature variation of the aluminum particles, a heat transfer model has been developed. Among the factors investigated which influence the aluminum particle temperature are aluminum particle size and mass fraction, the level of radiant flux incident from the rocket motor, and the nature of the propellant matrix surrounding the aluminum.

The type of propellant studied was an Ammonium Perchlorate (AP)/nydrocarbon/aluminum (Al) composite propellant with properties similar to MortonThiokol space shuttle propellant. Bi-modal AP was considered. Taken together the AP oxidizer and hydrocarbon binder constitute the matrix which surrounds the Al particles (see Fig. 1). Since the matrix is relatively transparent to thermal radiation and since significant levels of radiant
flux are likely to be present in aluminized propellant motors due to the abundance of $\mathrm{Al}^{\text {and }} \mathrm{Al}_{2} \mathrm{O}_{3}$ particles suspended in the gas phase it is quite possible for the Al particles embedded in the propellant to be preferentially heated and become hotter than the surrounding matrix. Futhermore the low thermal conductivity of AP ( $\mathrm{K}_{\mathrm{AP}}=0.04186 \mathrm{~W} / \mathrm{m} \mathrm{K}, 10^{-4} \mathrm{cal} / \mathrm{cm} \mathrm{s} \mathrm{K}$ ) innibits heat conduction between the $A 1$ particles and matrix and thus preserves separate and distinct matrix and Al particle temperatures. By tailoring the propellant's thermal radiative absorption and scattering properties it should be possible, in theory at least, to control the subsurface Al particle temperature profile and maintain Al particle temperatures delow the matrix temperatures. Perhaps it would be possible to maintain the Al particles below the melting temperature. These considerations are the basis for this theoretical study.

## Definition of Model

The model developed consists of two phases, one strongly absorbing particle phase consisting of Al particles and another weakly absorbing matrix phase (AP plus hydrocarbon binder) (Fig. 1). The incident radiation was assumed to be blackbody radiation at a temperature $T_{R}$. For theoretical purposes all particles (AP and Al) were treated as spherical and monodisperse. Both phases were assumed to be non-emitting, anisotropically scattering, absorbing media.

## Analysis

As the propellant is assumed to be non-emitting the radiative transfer equation is decoupled from the energy equations and solved by the two-flux method [4].

$$
\begin{align*}
& \text { The two-flux radiative transfer equations are } \\
& \begin{array}{l}
\frac{d}{I} \lambda \\
d x
\end{array}=-\left(\bar{a}{ }_{\lambda}+\bar{\sigma}_{\lambda}\right) I_{\lambda}^{+}+\bar{\sigma}_{\lambda} \bar{I}_{\lambda}  \tag{1}\\
& -\frac{d \bar{I} \lambda}{d x}=-\left(\bar{a}_{\lambda}+\bar{\sigma}_{\lambda}\right) I_{\lambda}^{-}+\bar{\sigma}_{\lambda} \stackrel{+}{I}_{\lambda} \tag{2}
\end{align*}
$$

where

$$
\begin{align*}
& \bar{a}_{\lambda}=2\left(a_{\lambda B}+a_{\lambda A P_{1}}+a_{\lambda A P_{2}}+a_{\lambda A 1}\right)  \tag{3}\\
& \bar{\sigma}_{\lambda}=2\left(\sigma_{\lambda A P_{1}} B_{A P_{1}}+\sigma_{\lambda A P_{2}} B_{A P_{2}}+\sigma_{\lambda A I} B_{A I}\right)  \tag{4}\\
& a_{\lambda i}=\frac{1.5 f_{v i} Q_{a i}}{D_{j}} \text { except } a_{\lambda B}=\frac{f_{v B} 4 \pi k_{B}}{\lambda}  \tag{5}\\
& o_{\lambda i}=\frac{1.5 f_{V i} Q_{S i}}{D_{i}}  \tag{6}\\
& B_{i}=\frac{1}{2} \int_{0}^{1} \int_{-1}^{0} P_{i}\left(\mu, \mu^{-}\right) d \mu^{-} d \mu  \tag{7}\\
& P_{i}\left(\mu, \mu^{\prime}\right)=\frac{1}{\pi} \int_{\theta_{0}}^{\theta \pi} \frac{p(\theta) \sin \theta d \theta}{\left[\left(1-\mu^{2}\right)\left(1-\mu^{2}\right)-\left(\cos \theta-\mu \mu^{2}\right)\right]^{1 / 2}} \tag{8}
\end{align*}
$$

$p(\theta)$ - single scatter phase function
$\theta_{0}$ and $\theta_{\pi}$ are defined as:
$\cos \theta_{0}=\mu \mu^{-}+\left(1-\mu^{2}\right)^{1 / 2}\left(1-\mu^{-2}\right)^{1 / 2}$

Directions for $I^{+}$and $I^{-}$are as shown in Figure 2.

Solution of equations (1) and (2) with the boundary conditions
(1) at $x \rightarrow-\infty: I_{\lambda}^{+}+$finite value
(2) at $x=0: I_{\lambda}^{-}(0)=(1-R) \frac{G_{R \lambda}}{\pi}+R I_{\lambda}^{+}(0)$
(where $R$ is the nemispherical spectral reflectivity and $q_{R} / \bar{x}=$ (uniform) incident intensity)

$$
\begin{equation*}
\left.2 \pi\left[I_{\lambda}^{+}(x)+I_{\lambda} \overline{( } x\right)\right]=2 C_{\lambda} \exp \left[r_{\lambda} x\right] \tag{13}
\end{equation*}
$$

where,

$$
\begin{align*}
& r_{\lambda}=\bar{a}_{\lambda}\left(\bar{a}_{\lambda}+2 \bar{\sigma}_{\lambda}\right)  \tag{14}\\
& c_{\lambda}=\pi c_{1}\left[1+\frac{1}{\bar{\sigma}_{\lambda}} \bar{a}_{\lambda}\left(\bar{a}_{\lambda}+2 \bar{\sigma}_{\lambda}\right)+\frac{1}{\bar{\sigma}_{\lambda}}\left(\bar{a}_{\lambda}+\bar{\sigma}_{\lambda}\right)\right]  \tag{15}\\
& c_{1}=\frac{(1-R) a_{R} V_{\pi}}{\frac{1}{\bar{\sigma}_{\lambda}}\left[\bar{a}_{\lambda}\left(\bar{a}_{\lambda}+2 \bar{\sigma}_{\lambda}\right)\right]^{1 / 2}+\frac{1}{\bar{\sigma}_{\lambda}}\left(\bar{a}_{\lambda}+\bar{\sigma}_{\lambda}\right)-R} \tag{16}
\end{align*}
$$

In equation $[13]$ the term $2 \pi\left[I_{\lambda}^{+}(x)+I_{\lambda}^{-}(x)\right]$ nas the interpretation of the radiant power incident on a differential slab element of propellant per unit volume per unit wavelength. Weighted by the appropriate absorption coefficients this term will appear as a source term in the particle and matrix energy equations.

Separate steady state energy equations for the matrix and particle pnase are written.
$(\rho C)_{\infty}\left(f_{v B}+f_{v A P}\right) r \frac{d T_{\infty}}{d x}=k_{\infty}\left(f_{v B}+f_{v A P}\right) \frac{d^{2} T_{\infty}}{d x^{2}}$
$+\pi D_{A 1}^{2}\left(\frac{2 k \omega}{D_{A 1}}\right)\left(T_{p}-T_{\infty}\right) N_{A 1}+\pi \int_{0}^{\infty}\left(\bar{a}_{B_{\lambda}}+\bar{a}_{A P_{\lambda}}\right)(I \stackrel{+}{\lambda}+[\bar{\lambda}) d \lambda$
$f_{v A L}{ }^{\rho} A 1 C_{A 1} r \frac{d T_{R}}{d x}={ }_{\pi D_{A 1}}^{2}\left(\frac{2 k_{e}}{D_{A 1}}\right)\left(T_{-}-T_{p}\right) N_{A 1}+\pi \int_{0}^{\infty} \bar{a}_{A 1 \lambda}\left(I_{\lambda}^{+}+I_{\lambda}^{-}\right) d \lambda$
where

$$
\begin{align*}
& k_{\infty}=\frac{f_{v B} k_{B}+f_{v_{A P}} k_{A P}}{f_{v_{B}}+f_{v_{A P}}}  \tag{19}\\
& (\rho C)_{\infty}=\frac{f_{v B} \rho_{B} C_{B}+f_{V A P} P_{A P} C_{A P}}{\left(f_{v B}+f_{V A P)}\right.}  \tag{20}\\
& N_{A 1}=\frac{6 f_{v A l}}{\pi D_{A}^{3}} \tag{21}
\end{align*}
$$

The above equations are coupled through the conduction term $n\left(T_{p}-T_{\infty}\right)$ : $n=2 k \infty / D_{A l}$. In this equation the limiting result for spherical conduction, $N u=2$, is used [5]. Also the particle temperature has been lumped due to the poor matrix conductivity.

$$
\text { Biot No. }=n\left(D_{A 1} / 3\right) / k_{A 1}=2 / 3 \mathrm{k} \omega / k_{A l} \ll 0.1
$$

The coupled energy and transfer equations are reduced to:

$$
\begin{align*}
& \frac{d^{3} T_{\infty}}{d x^{3}}+a_{2} \frac{d^{2} T_{\omega}}{d x^{2}}+a_{1} \frac{d T_{\infty}}{d x}+a_{0} \int_{0}^{\infty} \bar{a}_{\lambda} c_{\lambda} e^{r_{\lambda} x} d \lambda \\
& \quad+\frac{1}{k_{\infty}\left(f_{V B}+f_{V A P}\right)} \int_{0}^{\infty}\left(\bar{a}_{B \lambda}+\bar{a}_{A P \lambda}\right) c_{\lambda} e^{r_{\lambda} x} d \lambda=0 \tag{22}
\end{align*}
$$

where:

$$
\begin{align*}
& a_{0}=\frac{12}{\rho_{A 1} D_{A 1}^{2} C_{A 1} r\left(f_{V B}+f_{V A P}\right)}  \tag{23}\\
& a_{1}=\frac{-12(\rho C)_{\infty}}{\rho_{A 1} D_{A 1}^{2} C_{A 1}}-\frac{12 f_{V A 1}}{D^{2}{ }_{A 1}\left(f_{V B}+f_{V A P}\right)} \tag{24}
\end{align*}
$$

and

$$
\begin{equation*}
a_{2}=\frac{-(\rho C)_{\infty}}{k_{\infty}}{ }^{r}+\frac{12 k_{\infty}}{D^{2} A 1 \rho A 1 C_{A 1} r} \tag{25}
\end{equation*}
$$

The solution of this equation is
$T_{\infty}(x)=\left[T_{s}-T_{0}-\int_{0}^{\infty} c_{0 \lambda} d \lambda\right] e^{a_{1} x}+\int_{0}^{\infty} c_{0 \lambda} e^{\gamma_{\lambda} x} d \lambda+T_{0}$
where the boundary conditions used are
(1) $T_{\infty}(0)=T_{s}$
(2) $T_{\infty}(x+-\infty)=T_{0}$
(3) $d T / d x(x \rightarrow \infty)=0$

The constants appearing in the solution for $T_{\infty}(x)$ are

$$
\begin{equation*}
C_{0 \lambda}=\frac{-C_{\lambda}\left[a_{0} \bar{a}_{\lambda}+\left(\frac{\bar{a}_{B \lambda}+\bar{a}_{A P \lambda}}{k_{0}\left(f_{V B}+f_{V A P}\right)}\right) r_{\lambda \lambda}\right]}{r_{\lambda}{ }^{3}+r_{\lambda}{ }^{2} a_{2}+r_{\lambda} a_{1}} \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{1}=\frac{-a_{2}+\sqrt{a \hat{2}-4 a_{1}}}{2} \tag{31}
\end{equation*}
$$

The particle temperature can than be determined as

$$
\begin{align*}
& T_{p}(x)=T_{\infty}(x)+\frac{D_{A l}^{2}(p C)_{-} r\left(f_{V B^{+}} f_{V A P)}\right.}{12 k_{\infty} f_{V A 1}}\left\{a_{1}\left(T_{\infty}(x)-T_{0}\right)\right. \\
& \left.+\int_{0}^{\infty} c_{0 \lambda} e^{\gamma_{\lambda} x}\left(r_{\lambda}-a_{1}\right) d \lambda\right\}-\frac{D_{A 1}^{2}\left(f_{V B}+f_{V A P}\right)}{12 f_{V A 1}}\left\{\alpha_{1}^{2}\right. \\
& \left.\left(T_{\infty}(x)-T_{0}\right)+\int_{0}^{\infty} c_{0 \lambda} \rho^{r_{\lambda}}{ }^{\left(r_{\lambda}^{2}-\alpha_{1}^{2}\right) d \lambda}\right\} \\
& -\frac{D_{A 1}^{2}}{12 k_{\infty} f_{v A 1}} \int_{0}^{\infty}\left(\bar{a}_{B \lambda}+\bar{a}_{A P \lambda}\right) c_{\lambda} e^{r_{\lambda} x} d \lambda \tag{32}
\end{align*}
$$

Radiative Properties
The absorption and scattering efficiencies $Q_{a \lambda i}$ and $Q_{S \lambda i}$ for the AP and Al particles were determined from the fundamental optical constants $\tilde{n}=n-i k$. The values for the Al particles were taken to be $\tilde{n}=1.7-i 0.1$ for all wavelengths, which is characteristic of the oxide which coats the aluminum particles [6]. The optical constants for AP were determined from the dispersion equations [7-8]

$$
\begin{equation*}
n^{2}-k^{2}=1.4833+\sum_{i=1}^{3} \frac{N i e^{2}}{m \varepsilon_{0}} \frac{\omega_{0 j}^{2}-\omega^{2}}{\left(\omega_{0 i}{ }^{2}-\omega^{2}\right)^{2}+Y_{i}{ }^{2} \omega^{2}} \tag{33}
\end{equation*}
$$

$$
\begin{equation*}
2 n k=\sum_{i=1}^{3} \frac{N i e^{2}}{m c_{0}} \frac{\gamma_{i j}}{\left(\omega_{0 i}{ }^{2}-\omega^{2}\right)^{2}+r i j^{2} \omega^{2}} \tag{34}
\end{equation*}
$$

where

$$
\begin{aligned}
& N_{1}=0.252 \times 10^{19} \cdot \mathrm{~cm}^{-3} \\
& N_{2}=0.188 \times 10^{19} \\
& N_{3}=0.405 \times 10^{19} \\
& \omega_{01}=58.7 \times 10^{13} \cdot \mathrm{~s}^{-1} \\
& \omega_{02}=25.4 \times 10^{13} \\
& \omega_{03}=19.8 \times 10^{13} \\
& r_{1}=1.66 \times 10^{13}, \mathrm{~s}^{-1} \\
& r_{2}=1.76 \times 10^{13} \\
& r_{3}=0.746 \times 10^{13}
\end{aligned}
$$

which is valid over the range of wavelengtns from 0.4 to 14 mm . Over this range of wavelengtns it was determined from Fourier-Transform Infrared Spectrometer (FTIR) measurements that the AP transmits between 0.4 and $2.7 \mathrm{~mm}, 3.8$ and $4.3 \mu \mathrm{~m}$, and 11.8 and 14.0 mm . The AP absorbs between 2.7 and 3.8 mm and 4.3 and 11.8 mm . Since the AP dispersion equations give small nonzero values for $k$ in the known transmissive regions $k$ is set equal to zero in those regions.

Absorption and scattering efficiencies are determined either by Mie theory or the laws of geometric optics. For opaque regions of wavelength (all wavelengtns for $A l$ and selective as noted above for AP) the efficiencies and single-scatter phase function are calculated from Mie theory for $x=\pi D n_{B} / \lambda<5$. For $x>5$ the geometric optics results are used assuming a diffusely-reflecting particle with the hemispherical reflectivity equal to normal reflectivity [9]. For transmissive wavelength regions (AP only) Mie theory is used for values of $x<50$. For $x>50$ geometric optics results
are used with the Fraunhofer diffraction contribution to forward scatter removed.

The binder was assumed to be non-absorbing with a refractive index of $n_{B}=1.6$. This is a reasonable representation of most hydrocarbon binders which have few very narrow infrared absorption bands and refractive indices ranging between 1.4 and 1.7.

## Asymptotic Solution

To clarify the roles of some of the major parameters and to help debug the computer program of the full solution an asymptotic solution was developed using the following assumptions.
(1) Transparent matrix phase ( $\bar{a}_{A P}=\bar{a}_{B}=0$ )
(2) Grey medium
(3) Fval very small
(4) No scattering ( $\bar{\sigma}=0$ )
(5) No interface reflectance ( $R=0$ )
(6) $\alpha_{1} \gg \gamma$
(7) $|\bar{a} / \bar{a}| \gg\left|a_{2}\right|,|\bar{a}|$

Assumptions (6) and (7) may be verified by substituting realistic propellant properties into the definitons of those constants. With the above assumptions the modified constants are obtained as

$$
\begin{align*}
& a_{1}=\frac{(\rho C)_{0} r}{k_{\infty}}  \tag{35}\\
& C_{0}=\frac{-q_{R} a_{0} \bar{a}}{r^{3}+r^{2} a_{2}+r_{1}}  \tag{36}\\
& \gamma=\bar{a} \tag{37}
\end{align*}
$$

and equation (32) evaluated at the surface $x=0$ reduces to
$T_{P_{0}}-T_{s}=\frac{9_{R} Q_{A A 1} D_{A L}}{4 k_{0}}$
Also, for large black $(\sigma=0)$ Al particles $\left(D_{A 1} \geq 10_{\mu}\right) Q_{a A}-1$. giving

$$
\begin{equation*}
T_{p_{0}}-T_{S}=\frac{q_{R} D_{A L}}{4 k_{0}} \tag{39}
\end{equation*}
$$

Now the influence of the key parameters can be easily seen. The temperature difference between the selectively absorbing particles and transparent matrix is larger for large incident fluxes, small matrix conductivities and large particle aiameters. Assuming values of $T_{R}=3000 \mathrm{~K}, \mathrm{k}_{\infty}=0.04186 \mathrm{~W} / \mathrm{m} \mathrm{K}$ ( $10^{-4} \mathrm{cal} / \mathrm{cm} s \mathrm{~K}$ ) gives the following results from the limiting case.

| $D_{A 1}(\mu m)$ |  |
| :--- | ---: |
| 10 | 275 |
| 30 | 826 |
| 100 | 2750 |

Results and Discussion
A formulation similar to the space shuttle solid rocket booster (SRB) propellant manufactured by Morton-Thiokol was chosen as a baseline case against which to test variations in various parameters. The parameters for the baseline formulation were as follows:

| $D_{A P_{1}}=24 \mathrm{um}$ | $D_{A P_{2}}=180 \mathrm{um}$ | $D_{A 1}=30 \mathrm{~m}$ |
| :--- | :--- | :--- |
| $m_{A P_{1}}=0.21$ | $m_{A P_{2}}=0.49$ | $m_{A 1}=0.16$ |
| $r=0.9347 \mathrm{~cm} / \mathrm{s}$ | $n_{B}=1.6$ | $k_{B}=0$ |
| $T_{R}=3000 \mathrm{~K}$ | $T_{S}=1000 \mathrm{~K}$ | $T_{0}=300 \mathrm{~K}$ |
| $n_{A 1}=1.7$ | $k_{A 1}=0.1$ |  |

The predicted particle and matrix temperature profiles for this case, Tp and To. are depicted in Figure 3. The selectively absorbing Al particles main-
tain a consistently notter temperature profile. For this case the al particles would reach 933K, the meiting temperature of pure Al, at or very near the surface. In other cases that follow, for comparison, the baseline formulation will also appear as a solid curve.

To test which parameters most strongly influenced the Al particle temperature each parameter in the baseline formulation was varied keeping all others the same. In Figure 4 the total AP mass fraction was held constant at 70\% but the split between large and small AP varied. Little effect was noticed on $T_{p}$. In Figure 5 the small AP size was varied. To some degree smaller diameters reduced the Al particle temperature due to the enhanced scattering by smaller particles.

Variation of the large AP size (Figure 6) did not produce any significant changes in $T_{p}$. This is because the AP radiative properties are dominated by the small AP. Variation of the total AP mass fraction (Figure 7) keeping the small/large ratio the same (30/70) made no significant difference either.

The surface temperature $T_{s}$ is a parameter over which the propellant formulator really has no control but its effect was tested anyway (Figure 8) and found to be insignificant. Because of uncertainty in the optical constants of the oxidized Al particles $\mathrm{k}_{\mathrm{A}}$ was varied in figure 9 and also found to be relatively unimportant.

Of the parameters over which the propellant formulator has control the two which indicated promise for use in reducing the Al particle temperature were the Al diameters (Figure 10) and mass fraction (Figure 11). Both small diameters and large mass fractions favor lower Al temperatures. Temperature reductions of approximately 200 K are predicted by merely reducing the Al size from 30 to $10 \mu \mathrm{~m}$.

Finally, two parameters which had a large effect on $T_{p}$ but which are difficult to control independent of other ballistic considerations are the characteristic blackbody temperature of the incident radiation $T_{R}$ (Figure 12) and the burn rate $r$ (Figure 13). For obvious reasons low incident fluxes and high burn rates favor lower Al temperatures. While little is known about the level of radiant flux present in aluminized propellant motors and controlling that flux would be difficult, it is important to recognize that it is a major parameter in determining the temperature of the Al particles.

One final case, presented in Figure 14 shows the effect of varying several parameters simultaneously to achieve minimal Al temperatures. By reducing $D_{A 1}$ to $20 \mu m$, increasing mAl to 0.25 , reducing $D_{A P 1}$ to $20 \mu m$, changing the small/large AP split to $50 / 50$, increasing the burn rate to $2.0 \mathrm{~cm} / \mathrm{s}$ and decreasing $T_{R}$ to 2000K the Al temperature was reduced by approximately 400-500K .

## Conclusions

A realistic model for radiative pre-neating of aluminum particles in AP composite propellants has been developed. The model predicts melting of the aluminum near the propellant surface for parameters corresponding to the space shuttle solid rocket booster propellant. The model also identifies which parameters have a strong influence on the aluminum particle temperature. These are aluminum size and mass fraction, burn rate and level of radiant flux. Smaller aluminum particles and larger Al mass fractions promote lower temperatures. The model was used to predict that certain combinations of parameters may be chosen to inhibit neating and melting of the aluminum. Parameters were also identified which have little effect on Al temperature. These were total AP mass fraction, small/large AP split,
surface temperature, Al extinction coefficient, and large Ap size. In addition the size of small Ap had weak effect. These results should prove useful in formulating propellants which minimize the problem of unwanted Al agglomeration.
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## Figure Captions

Fig. 1. Aluminized Composite Propellant with Bi-Modal AP Blend
Fig. 2. Radiative flux Convention for Two-flux Model
Fig. 3. Particle and Matrix Temperatures for Baseline Propellant Formulation

Fig. 4. Effect of AP Split on Particle and Matrix Temperatures
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Fig. 6. Effect of Large AP Size on Particle and Matrix Temperatures
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Fig. 11. Effect of Aluminum Mass Fraction
Fig. 12. Effect of Blackbody Incident Radiation Temperature
Fig. 13. Effect of Propellant Burn Rate
Fig. 14. Results of Special Non-Agglomeration Formulation
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## MOMENCLATURE

Upper Case

| C | Specific Heat (Cal/gm $K$ or $\mathrm{KJ} / \mathrm{kg} \mathrm{K}$ ) |
| :---: | :---: |
| $C_{1}$ | Constant defined by equation (15) (watts/cm ${ }^{2} \mathrm{Lm}$ ) |
| $C_{\lambda}$ | Constant defined by equation (16) (watts/ $\mathrm{cm}^{2} \mathrm{~lm}$ ) |
| $C_{0 \lambda}$ | Constant defined by equation (30) ( $\mathrm{K} / \mathrm{Lm}$ ) |
| 0 | Diameter ( $\mu \mathrm{m}$ ) |
| 1 | Intensity (watts/cm ${ }^{2} \mathrm{Lm}$ ) |
| $N$ | Number density of particles ( $\mathrm{cm}^{-3}$ ) |
| $N_{1}, N_{2}, N_{3}$ | Parameters in equation (33) ( $\mathrm{cm}^{-3}$ ) |
| $p$ | Phase function in slab geometry |
| 0 | Scattering or absorption efficiency |
| R | Hemispherical spectral reflectivity |
| T | Temperature (K) |
| Lower Case |  |
| a | Absorption coefficient ( $\mathrm{cm}^{-1}$ ) |
| ${ }^{3} \mathrm{C}$ | Constant defined by equation (23) (K/watt) |
| ${ }^{\mathbf{a}} 1$ | Constant defined by equation (24) (cmer ${ }^{-2}$ |
| $\mathrm{a}_{2}$ | Constant defined by equation (25) $\left(\mathrm{cm}^{-1}\right)$ |
| P | Charge of electron |
| $f_{v}$ | Volume fraction |
| $n$ | Heat transfer coefficient (watts/mk) |
| $k$ | Imaginary part of refractive index ( $\tilde{n}=n-i k)$, also thermal conductivity (watts/m K) |
| m | Mass fraction, also mass of electron |
| $n$ | Real part of refractive index ( $\tilde{n}=n-i k$ ) |


| $p$ | Single scatter phase function |
| :---: | :---: |
| $r$ | Rate of burning ( $\mathrm{cm} / \mathrm{s}$ ) |
| Greek Symbols |  |
| ${ }^{\circ}$ | Constant defined by equation (31) $\left(\mathrm{cm}^{-1}\right)$ |
| $\boldsymbol{Y}_{\boldsymbol{\lambda}}$ | Constant defined by equation (14) ( $\mathrm{cm}^{-1}$ ) |
| $Y$ | Constant defined by equation (37) ( $\mathrm{cm}^{-1}$ ) |
| $Y_{1} \cdot r_{2} \cdot Y_{3}$ | Parameter defined in equation (33) ( $S^{-1}$ ) |
| $\varepsilon_{0}$ | Permittivity of free space |
| $\theta$ | Polar angle in single particle geometry |
| $\mu$ | Cosine of polar angle in slab geometry for incoming ray |
| $\mu^{*}$ | Cosine of polar angle in slab geometry for outgoing ray |
| 0 | Density ( $\mathrm{kg} / \mathrm{m}^{3}$ ) |
| $\sigma$ | Scattering coefficient ( $\mathrm{cm}^{-1}$ ) |
| $\omega$ | Angular frequency ( $S^{-1}$ ) |
| $\omega_{01}, \omega_{02}, \omega_{03}$ | Parameters defined in equation (33) $\left(5^{-1}\right)$ |
| Subscripts |  |
| A1 | Aluminum |
| AP | Ammonium perchlorate |
| $B$ | Binder |
| $p$ | Particle |
| $P_{0}$ | Particle at $x=0$ |
| $R$ | Incident radiation |
| S | Surface (at $x=0$ ), also scattering |
| a | Absorption |
| i | Index used for $A P_{1}, A P_{2}, A 1$ and $B$ |
| $\cdots$ | Matrix |
| $\lambda$ | Monochromatic |

Large AP Particles

- Small AP Particles
- Aluminum Particles

Remainder Is Binder
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ABSTRACT
This project attempted to 1) design and validate a small animal model for determining state dependent effects with a $C D$ agent, and 2) explore the possibility of a state dependent effect with atropine, a CNS-acting CD agent. Relevant literature is reviewed and a model developed which required experimentation to determine appropriate drug dose levels, route of injection, and time to peak effect. The evolved model and suggested procedure accompanying it are recommended for use in future small animal experimentation with atropine. This agent was found to yield decrements in performance during training though no definitive conclusion as to state dependency was warranted due to complications encountered during testing and the resultant small number of cases available. However, trends would suggest the viability of a state dependent effect with atropine in small animals, and further more extensive research is strongly encouraged due to the important implications for combat-conditions (CD) behavioral efficiency, as discussed. Presently reported research efforts are continuing, stimulated by this opportunity as reported, and further results will be made available to USAF.

## I. INTRODUCTION:

The threat of chemical (drug) weapons appears very real, accentuated by recent reports of field deployment in Central and Southeast Asia. There appears a growing possibility of military personnel encountering chemical environments in any future conflict, a realization which has stimulated concerted research interest. A major defensive/protective thrust now exists for the evaluation of potential $C D$ agents in order to preserve the viability of military operations, with USAF concerns for flight line operations in particular.

The discovery of German nerve agent (anticholinesterase) stockpiles after World War II rapidly stimulated interest in developing, testing, and making available to field forces appropriate pre-treatment or antidote $C D$ agents. ${ }^{1}$ These agents (anticholinergics), such as atropine, were first studied in organized fashion in the 1950s, with particular concern for determination of therapeutic doses. ${ }^{1}$ Since then, considerable research has been conducted, primarily by the British, on atropine drug effects in humans. Relatively comprehensive overviews of the pharmacology and pharmacodynamics of anticholinergics are available. ${ }^{2,3,4}$ For two anticholinergic $C D$ agents, atropine and benactyzine, extensive investigations have been conducted on their physiological effects, ${ }^{1,5,}$ 6,7,8,9
with particular emphasis on dose effects. Many fewer efforts have been directed at determining performance effects, both psychomotor and cognitive, of CD agents in humans, though some research exists. $1,6,10$ A revied of atropine's physiological and performance effects in humans, with specific concern for USAF interests, is available. ${ }^{11}$

A majority of available research on atropine, both for humans and animals, has been concentrated on the investigation of physiological effects. While certainly important considerations in evaluating the effects of any drug, these effects must ultimately be related to behavioral changes and
efficacy, concerns particularly relevant to the operational readiness, combat efficiency, and mission integrity needed in USAF personnel. Given that such personnel, and particularly those on the flight line, have been highly trained, a major concern emerges as to the influence of atropine, as a $C D$ agent, on learned behavior, learning phenomena, and memory. Obviously, disruption within these processes induced by a CD agent could prove disastrous to combat operations and mission integrity. However, few studies have been devoted to exploring atropine's effects in these areas. One early study 12 did report passive avoidance learning, extinction, and retrieval in rats as impaired by atropine sulphate, though the consolidation and storage of memory traces were not adversely influenced. A recent major review ${ }^{13}$ reported that anticholinergics alter learning and memory performance, though memory storage itself is rarely affected by these drugs. In essence, while the process of learning and memory storage are relatively free from anticholinergic influence, performance relying on these processes is impaired. The question emerges, then, if input processes are undisturbed by atropine, though output (performance) is impaired, how can this impairment be minimized so as to maintain behavioral integrity?

Particularly relevant to this question is the concept of state dependent learning. In typical studies, subjects learn a set of materials in one particular state (e.g., under the influence of a drug) and are then tested either in that same state or in some other (e.g., atropine-free). Although the results are controversial, some studies have shown that retention, and hence performance, are better when the learn ing and test states are the same. ${ }^{14}$ Mixing the states (e.g., learning while atropine-free and recalling/performing under the influence) can result in poorer retention/performance. This last scenario would typify the concerns of the USAF in its contemplated use of atropine as a $C D$ agent. Of note, much of the research on humans with atropine was accomplished
prior to "the increasing experimental evidence that responses acquired under one drug condition and tested under another may result in a response decrement independent of the specific actions of the drug employed, ${ }^{15}$ i.e. the state dependent effect. Hence, the question evolves as to whether atropine lends itself to state dependent effects, knowledge of which could be used to minimize the drug effect, per se, of atropine employed as a $C D$ agent. Experimentation exploring this parameter, however, is hampered by the toxicity of atropine.

Due to the toxic nature of $C D$ agents, in vivo human testing is often precluded, thus necessitating use of animals to estimate human performance decrements. Examples of this orientation are reflected in previous USAF efforts. 16,17,18 However, while advantageous if not necessary, there are some important problems associated with the use of animals in CD research, as addressed by a recent USAF report. ${ }^{19}$ One such problem is the development and validation of animal models for drug effects. A second and related problem is validating animal performance measures/tasks as analogs to human behaviors, a consideration further defined by necessity to approximate flight line, aircrew operations. With resolution of these basic problems, and assuming the validity of aircrew performance decrements associated with treatment by a $C D$ agent as suggested by previous studies, there remains the untested possibility of state dependent effects associated with administration of atropine. The implications of this phenomenon, if demonstrated, extend to training conditions and practices for aircrews, as performance decrements shown to exist for atropine might be minimized if performance training operations methodologically compensated for state dependent effects of this drug. Given appropriate testing and empirical demonstration of state dependent effects for atropine, efforts could be readily undertaken during initial aircrew training to compensate for anticipated performance
decrements when exposed to this $C D$ agent. II. OBJECTIVES:

It was a major objective of this research to design and develop an animal model which would facilitate testing for state dependent effects with anticholinergic drugs. A portion of this development involved determinationof survivable does levels of atropine and levels which did not compromise behavioral integrity. A second major objective was to employ this model to explore whether the pharmacological and behavioral effects of atropine, a primary $C D$ agent, lend themselves to state dependent effects associated with other CNS-acting drugs such as alcohol. 20 In essence, the state dependent phenomenon involves the fact that, for a given agent, performance under that agent's influence is maximized if training was also under the same agent's effect. This phenomenon allows that performance decrements will be minimized as a result of an agent's influence providing that similar physiological conditions existed during both training and performance phases.

Animals are frequently used in drug studies because they allow a degree of control not possible in retrospective or prospective human studies, and animal investigations allow a greater range of tests than possible with humans. 21 Hence, pre-clinical drug development research and much medical and psychological research uses animals. The efficacy of such research is predicated on the design and validity of specific animal models, the most prevalent of which involve rodents and primates, and basic drug research methodological considerations. 22 The present effort considered rodents (rats) in an escape learning paradigm involving a noxious (shock) stimulus such as has been discussed in drug research reviews. 13

This scenario was operationally equated with emergency aircrew operations during highly stressful and cambat-related operations. Of note, a state dependent effect has been demonstrated for a number of CNS-acting agents, most notably
alcohol, marihuana, nicotine, and amphetamines.
Given that atropine, alone or in combination with benactyzine, is the primary pre-treatment or antidote agent indicated for $C D$, the development of a model for and the demonstration of state dependent effects with this drug should have appreciable implications for both training and indications. If state dependent effects can be tested for and demonstrated with atropine, and recognizing performance decrements generally associated with the administration of this agent to naive subjects, these decrements could be minimized if training procedures involved an atropine-influenced condition. This phase of training, if indicated, would contribute appreciably towards the maintenance of aircrew viability during treatment for suspected chemical warfare agents. Ar. $y$ effort to preserve the integrity of aircrew operations under chemical warfare conditions may be regarded as a major contribution to insuring the operational readiness and ultimate combat efficacy of USAF personnel and missions. III. METHODS AND MATERIALS:
a. Subjects

The subjects were 24 adult male albino rats; four groups of six each. Rats were obtained from an animal supply company and were naive to any drug administration or previous experimentation. Animals were obtained at an age equivalent to human adolescence and were matured in the laboratory over a two month period to facilitate laboratory acclimation. At the beginning of drug testing, the mean weight of animals was approximately 230 gm.
b. Apparatus and Materials

To facilitate injections, a 5cc disposable syringe was used. The agent employed was atropine sulphate ( $1 \mathrm{ml}=.5 \mathrm{mg}$ ), and injectable sodium chloride (. $9 \%$ ) was used for the control condition. Dose quantities were determined by animal weight which was measured by a Hanson Model 1440500 g scale. A Lafayette Model A-586 one-way shuttle system facilitating
the administration of shock and use of a light discriminative stimulus was employed to test/train avoidance behavior. This apparatus allows provision, with or without discriminative stimulus presentation, provision of a mild shock via a grid floor. Avoidance is accomplished by the animal jumping to a higher, nonelectrified portion of the apparatus. Animals were housed individually in standard galvanized cages which had 200 ml water bottles and drinking tubes attached. Purina Lab Chow was used for feeding, supplemented by $20 \%$ protein chunk dog food.

## c. Procedure

The operational procedure of this research was multifaceted due to two distinct, though related, objectives. One objective involved the design, development, and testing of an animal (rodent) model for detecting state dependent effects with a CD agent (atropine). This effort included experimentation to determine a survivable and appropriate dose level of atropine for subjects. The second objective entailed specific drug-testing to determine the existence, if any, of a reliable state dependent effect using the evolved model.

Objective 1. A number of animal models for testing drug effect exist, though differences may be noted between models based on the animal being used and the nature of the agent employed. As atropine is a CNS-acting agent, review of models was restricted to this category. Further, while a general paradigm for testing state dependent effects exists, it was necessary to experiment with methodology to determine the most appropriate methodological procedures. The major concerns requiring actual experimentation for resolution were: dose level, type of injection (IV, IP, IM, subcutaneous), avoidance learning criterion (performance), and determination of a standard interval period between training trials and testing (drug effect and/or state dependent effect) trials. As indicated, the appropriate procedure(s) for resolving these issues entailed review of the literature and actual
experimentation. Based on outcomes of meeting Objective 1, actual testing for a state dependent effect (Objective 2) was instituted. Eigure 1 reflects the procedural model designed.

Objective 2. The model on which initial experimentation has begun involves three distinct phases: 1) training, 2) interim period, and 3) testing. During training, subjects were conditioned to escape (initially) or avoid (finally) the shock. Early training essentially reflected an escape learning situation in that animals had to learn to attend to the light discriminative stimulus. This stimulus was turned on 5 seconds prior to shock. Once this stimulus acquired meaning, training became traditional avoidance learning, with trials continuing until a criterion was met. This criterion was pre-determined to be 3 successive successful avoidance trials. Once an animal completed this phase, no further training or even experience in the apparatus was allowed for a 3 -week period (interim phase). The testing phase entailed recording the number of trials needed for an animal to regain training (criterion) performance levels. One half of the animal population underwent training under atropine exposure and one half under saline exposure. Testing, or phase 3 trials were accomplished under either atropine or saline conditions. The specific drug conditions of any group of animals may be seen in Figure 1.
IV. RESULTS:

As this project entailed two major objectives, results are reported individually for each. The design and development of a state dependent model for testing $C D$ agent effects in rodents is reflected in Eigure 1 , which incorporates both specific treatments and the sequence thereof.

The design and development of this procedural model, to include specific subject treatments, entailed a number of trial-and-error experimentations. The relative poverty of research with atropine on rats ${ }^{13}$ necessitated experimenting with dose levels and routes of injection. A consultant


veterinarian aided in experimenting with route and dose determinations. While the prescribed $C D$ human route of administration is IM, or at worst, subcutaneous, this mode proved inefficient with rats due to 1) typical needle length, 2) small size of muscle groups readily accessible, and 3) difficulty of injection. Hence, and in accord with some previous relevant research, ${ }^{12}$ an IP (intraperitoneal') route was established as the most efficacious accomplishable. Determination of dose level proved both difficult and costly. A major regional school of veterinary science consulted was unable to indicate any precise rat-equivalent of the conventional human dose. Of note, not only is the rat much smaller but metabolism and drug assimilation rates are appreciably different than in humans. Unfortunately, experimentation with a narrowing range of atropine doses resulted in the premature demise of some animals, thus reducing the number of subjects available for actual state dependent testing. The atropine dose of $1 \mathrm{cc} / 100 \mathrm{gm}$ of $50 \%$ solution of atropine sulphate proved as the most viable dose level to approximate the behavioral decrement noted in humans for a CD dose. It was also determined, through trial-and-error, that this animale dose achieved essentially peak effect in 20 minutes following IP injection. The determination of an avoidance learning criterion was based on preliminary testing of noninjected (atropine or saline) animals: 3 consecutive trials of successful avoidance behavior in a discriminant stimulus situation. The 3-week interim (between training and testing) period was selected arbitrarily. Collectively, the model of Figure 1 and the foregoing experimentally-based information constituted completion of Objective 1.

Objective 2 entailed the actual controlled testing of animals using the paradigm evidenced in Figure 1. Several intervening variables operated to severely limit the conduct of this portion of the research project. As previously noted, an unexpected number of animals were lost to the study in
the process of exploring dose levels, either as a direct and relatively immediate result of atropine administration or as a suspected side/after effect within several days of injection. A second unforeseen situation further detracted from experimental efforts and opportunities: a wild rat managed to gain entry into the animal housing area. Before it could be eliminated, it had destroyed several laboratory animals or sufficiently injured them so as to require humane sacrifice. Hence, the total number of available and surviving animals naive to atropine exposure was sufficiently reduced to require curtailment of using the full state dependent paradigm of Figure 1. Consequently, the data obtained must be considered limited and/or preliminary. In essence, the N's for experimental groups (4) with insufficient statistically to allow drawing definitive conclusions. However, preliminary/guarded data indicated the following: 1) the administration of atropine did disrupt the learning/training process, as control (saline) subjects required an average of 14 trials to criterion while experimental (atropine) subjects took an average of $23(22.7)$ trials to reach criterion; and 2) while no definitive statement on a state dependent effect is warranted ( $\underline{n}=3$ per group), a trend was evidenced supporting the phenomenon, i.e. atropine/training rats returned to criterion level performance during testing with atropine in fewer trials than did either rats trained under saline conditions. Again, this data must be considered tentative, and continuing, larger-N, experimentation is in progress. V. RECOMMENDATIONS:

Despite the recounted problems encountered in pursuing Objective 2, several suggestions and recommendations seem warranted.

1. The developed model (Figure 1) appears viable for atropine experimentation with small animals respecting a $C D$ orientation.
2. The atropine dose level and peak effect time period and mode of injection appear viable and adequate, and should
be considered for future and/or continuing research efforts.
3. The present research, coupled with previous related efforts.using rodents, ${ }^{12,13}$ strongly supports performance decrements associated with atropine exposure. Such knowledge is a necessary precursor to testing for state dependency.
4. The trend evidenced presently, along with results of other research on CNS-acting drugs, endorses the probability of state dependent effects with atropine. The clear establishment of this phenomenon should be a high priority in USAF research interests due to the implications on combat (CD) efficiency. A reliable and clear establishment of such an effect would encourage special training (under atropine influence) for all essential flightline personnel which could deter any significant loss of behavioral efficiency in CD conditions.
5. The research herein reported is continuing at personal (researcher)/institutional (university) expense, stimulated by this RIP grant and inherent opportunities. As larger amounts and more definitive data become available, journal publication is envisioned and all results will be made readily available to AFOSR.
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## ABSTRACT

The loading and response of an aboveground, blast-resistant, reinforced concrete structure to the nearby detonation of an airdelivered bomb is addressed. The resulting load on an adjacent structural element is due both to blast waves and to the impacts of high-velocity metal fragments. The loading profile from a metal-cased charge is found to differ significantly from that of a bare explosive charge because of these high-velocity fragments, which cause direct spall from the front face of a concrete element and modify the shock wave that propagates into the concrete. Overpressure magnitudes are larger, and the spatial gradient behind the front is increased. Larger structural deformations and a nigher probability of spalling at the back face of the concrete element are to be expected. Consequently, a structure that provides desired protection against a bare charge may prove inadequate for protecting against a metal-cased charge.
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I. INTRODUCTION: Aboveground reinforced concrete structures are widely used by the Air force to protect equipment and personnel from the near-miss detonations of air-delivered ordinance. The design of these structures has historically been based on conservative procedures such as those outlined in Reference 1. Recent tests (2-4) were conducted to investigate the degree of conservatism inherent in these accepted design procedures. These tests confirmed that an acceptable protective structure satisfying the shear and flexural requirements imposed by the detonation of a bare charge can be met with a design using less steel than is recommended by the conservative procedures. These tests were conducted using structures with concrete wall thicknesses consistent with the accepted procedures but with variations in both the flexural and shear reinforcing.

Unfortunately, a new area of concern became evident because of these tests. Reinforced concrete walls that were capable of resisting the nearby explosion of a bare explosive charge without significant damage could spall or even breach when subjected to a metal-cased charge of the same wefght. Hader (5) reported that cased charges caused perforation in walls at distances up to ten times larger and thicknesses up to three times greater than a bare charge of the same weight. Fig. 1 , which shows the effect, is taken from Hader's paper. Obviously the loading caused by the high-velocity missiles modify the total loading profile to enhance the probability of spall or perforation.

Additional work conducted at Tyndall AFB (6) has demonstrated workable methods to mitigate the loading of the fragments thereby reducing the likelinood of spall or perforation. All tested methods have involved the insertion of barrier between the charge and structural wall so that direct fragment impact was prevented. An eartn cover, a tile wall, or a decoupled concrete barrier wall were all effective for mitigating the case charge effect. Simply increasing the wall thickness was not practical for eliminating spall. It was found necessary to decouple a

Considerable effort has been historically expended in both understanding and in predicting the response of a structure to the blast wave loading of a bare explosive charge. Unless the charge is in contact or very close to the concrete element of concern, loading magnitudes are generally not sufficient to cause crushing of the concrete on the front face nor spaling of the concrete on the back face. As a result, most of the experimental literature addresses structural rather than material response.

Both spall and breaching are early-time, across-the-plate effects caused by localized material failure. The later-time flexural response of the structure depends on the overall geometry as well as material strength properties. Early-time effects such as spall or breaching that cause removal of material from a structural element obviously adversely effect the response of that element at later times. It is noted, however, that if spall or even some limited breaching should occur, the affected structural element should not be considered as totally failed. Reserve strength in the element or in the structure may well be adequate to carry the subsequent dynamic flexural response as well as the post-event dead loads.
II. OBJECTIVE: The purpose of this study is to sevelon a quantitative rationale to predict the response of a reintorced concrete structure to the detonation of metal-cased explosive charge. As explained, considerable effort has been expended in understanding response mechanisms due to detonations of bare charges. The emphasis of this work will be to identify and quantitate differences in the loading magnitudes and profiles arising from the high-velocity fragments that cause enhanced across-the-plate effects and perturbations of the subsequent flexural behavior. Where possible, predictions based on these across-the-plate effects will simply be incorporated as modifications into existing predictions of structural behavior.

Ref. 7 contains a computer program, herein called "REICON" that predicts structural behavior from the detonation of a bare charge. Predictive rationale developed nere will use flexural response algorithms contained in this existing program. For the situation to be considered, a direct line-of-sight path from the charge to the element is assumed. The structural element is thus loaded by both the blast wave and the high-velocity missiles from the fragmented case.
III. DISCUSSION: For this study, a vertically oriented explosive charge of known weight and cylindrical geometry is used. The charge is located a prescribed, unobstructed distance from the structural element to be analyzed. Loads from bare and metal-cased charges are examined. When cased, the outside dimensions of the charge are assumed equal to the inside dimensions of the case.

On detonation, a nearby structure is externally loaded by both a blast wave and, if the charge is cased, high-velocity fragments. Parameters of the loading on the front face of the structural element due to the blast wave and the fragments are estimated from empirical data and theory (1, 8-9). If present, the numerous high-velocity fragments crush and penetrate the concrete on the front face thereby causing the removal of some concrete from this surface. In addition this external loading induces a shock wave into the concrete which propagates across the element, interacts with the free surface at the back face, and causes potential spall at this surface. These early-time phenomena may adversely affect the capacity of the element to resist later-time flexural requirements.

A typical blast-resistant structure has concrete walls containing flexural reinforcement. In most cases this reinforcing steel spans both the horizontal and vertical directions. If the anticipated overload is sufficiently severe, web reinforcement, most often stirrups but sometimes lacing, is provided. A concrete cover of prescribed thickness is used to protect and contain the reinforcing steel. As explained below, the mechanism for spall used herein is a direct function of this concrete cover thickness.

A post-test examination of the structures and a review of the photographic records taken during the testing at Tyndall AFB and described by Colthorp (4) provide insight for understanding the mechanisms leading to spall, perforation, and flexural responses.

For these tests, metal-cased charges were detonated at ground level at prescribed distances from several model structures. The load carrying capacities of the various concrete walls were varied so that a wide range of structural responses and material fatlure modes would be observed. At one extreme, for a weak wall, early-time spall and perforation failures followed by later-time flexural deformation failures, all occurred in a single test. At the other extreme, for a wall designed so that excessive flexural deformations were prevented, spalling on the back face still resulted. One effect common to all walls was the removal of concrete from the front face due to the impacting, high-velocity metal fragments. The amount of concrete removed was directly dependent on the depth of penetration of the hignvelocity fragments.

The high-speed photographic records (4) indicate, when all fallure modes occur during a single test, that the time sequence of failure events is first spalling, then breaching, and then excessive flexural deformation. Dimensions of individual, spalled concrete pieces were found to be strongly dependent on the concrete cover thickness and the spacing between the horizontal and vertical flexural steel. When spall occurred, the pattern of first cracking of the concrete on the back face formed a rectangular array directly over the location of the adjacent flexural steel. The presence of the flexural steel apparently serves to focus the shock wave thereby producing the observed cracking array. As a result, the preferred lateral dimensions and thickness of a spalled concrete piece equals the spacing of the steel array and the thickness of the concrete cover respectively. It will be assumed herein that, if spall occurs, only one spalling plane is formed and this plane is near the centroid of the flexural steel for the back face. Of course, additional spalling planes may form between the front and back faces, but the prescribed flexural and shear steel confines the concrete in this region thereby resisting the separation of material across a spall plane.

The crushing and removal of concrete from the front face by the impacting fragments and the potential spall from the back face botn cause a reduction in thickness of the structural element that is to resist breaching and flexural deformations at later times.
a. LOADING DUE TO BLAST WAVE: Prediction of the parameters for the free-field blast wave, as it approaches the element of concern is based on curves in Ref. 1 and 8 for the detonation of a hemispherical charge at ground level. No pressure reduction mechanisms due to the metal case are considered. Pressure-time loading applife to the element depends on the angle of incidence of the blast wave and the magnitude of the free-field side-on overpressure. Empirical data in Ref. 9 is used to convert the free-field parameters to actual pressure-time loading.

Necessary numerical values, from Ref. 1 and 9 , to compute the loading profile at a point on a surface are stored as data in the computer program. These data include values from the scaled distance, side-on overpressure, peak reflected overpressure, scaled reflected impulse, scaled duration, and scaled time-ofarrival curves of Fig. 4.12 (1) and the side-on overpressure, angle of incidence, and reflection coefficient curves of Ref. 9. Because of incomplete knowledge concerning wave pressure-time histories, a simple triangular profile will be assumed throughout this analysis.

When the loading profile at a point on the surface is desired, the approaching free-field, side-on overpressure (pso) and the angle of incidence for this location is determined. the peak loading pressure $P_{b}$ is then computed from the corresponding reflection coefficient $C_{r a}$ of Ref. 9. In order to estimate a wave profile, this value of loading pressure $P_{b}$ is used to establish a scaled distance-reflected overpressure point on the empirical curve of Ref. 1. The corresponding value of reflected impulse $I_{r}$ is assumed to equal the impulsive load $I_{b}$ at the point in question. The duration of the load is determined from the assumed triangular profile.

The procedure used to compute the average loading on an area of the surface of interest differs from that given above for a point in that average impulse and duration of loading are established
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first. The peak loading pressure is then computed using the assumption of triangular loading profile. The average impulse for an area is computed numerically. The duration of this effective loading is obtained from an equation of the form of Eq. 4.1 of Ref. 1, namely

$$
\begin{equation*}
t_{b}=t_{A f}-t_{A n}+t_{D f} \tag{1}
\end{equation*}
$$

where the subscripts " $n$ " and "m" refer to near and far points on the area of interest. A listing of these symbols and their definitions are given in Appendix $A$.

The loading profile for a point or an area on the surface of interest has the form

$$
\begin{equation*}
p=p_{b}^{*}\left(1-t / t_{b}\right), \tag{2}
\end{equation*}
$$

where the parameters are obtained as described above.
b. LOADING DUE TO FRAGMENTS: The rationale developed in Ref. 1 is used nerein to predict the velocity, mass, and number distributions of fragments from a metal-cased charge. A homogeneous, cylindrical, metal-cased charge is assumed. For this analysis the charge is oriented vertically. All initial fragment motion will then be norizontal at a velocity

$$
\begin{equation*}
v_{0}=\left(2 E^{\prime}\right)^{1 / 2}\left(2 W_{H E} /\left(2 W_{C}+W_{H E}\right)\right)^{1 / 2} . \tag{3}
\end{equation*}
$$

This velocity decays with distance as

$$
\begin{equation*}
v=v_{0} \exp \left((-1.59 E-3) r / W_{f}^{1 / 3}\right) . \tag{4}
\end{equation*}
$$

From the Mott theory (8) the median weight of aragment is

$$
\begin{equation*}
W_{f}=\left(B * t_{C}{ }^{5 / 6_{*} d_{C}}{ }^{\left.1 / 3 *\left(1+t_{C} / d_{C}\right) *(\ln (.5))\right)^{2},}\right. \tag{5}
\end{equation*}
$$

with the symbols defined in Appendix $A$.

The depth of penetration of a fragment traveling at velocity $v$ and striking a concrete wall at a normal angle is

$$
\begin{equation*}
z_{f}=\left(5.61 E-8 * k \cdot *\left(5000 / f_{c}^{\prime}\right)^{1 / 2 * W_{f} 0.4 * v} 1.8,\right. \tag{6}
\end{equation*}
$$

where $k$ is 0.7 for mild steel and 1.0 for armor piercing steel. The tepth of penetration of a fragment approaching the wall at an angle other than normal is estimated by using the normal component of velocity. The concrete material removed by this process reduces wall thickness and the capacity of the element to resist breaching and flexure as will be more fully addressed below.

The total number of fragments from the case is

$$
\begin{equation*}
N_{T}=\left((1 n 0.5)^{2} / 2\right) * W_{C} / W_{f} . \tag{7}
\end{equation*}
$$

The number of framents striking a region of the concrete wall subtending an angle "a" at the metal case is simply

$$
\begin{equation*}
N_{a}=N_{T} *(a / 360) . \tag{8}
\end{equation*}
$$

The momentum imparted to this region by the fragments is then

$$
\begin{equation*}
M_{f}-m_{f}{ }^{*} v_{n f}{ }^{\prime} \tag{9}
\end{equation*}
$$

where $V_{n f}$ is the normal component of the fragment velocity at the region of interest. The fragment impulse for an area in the region of interest is obtained from

$$
\begin{equation*}
i_{f}=M_{f} / A \tag{10}
\end{equation*}
$$

c. COMBINED BLAST WAVE and FRAGMENT LOADING: The loading on a surface resulting from both blast waves and fragment impacts is certainly a sequence of complex wave interactions. A complete description requires a knowledge of the pressure-time histories of both sources as well as their interaction times with each other and the surface of interest. This information is most often not avallable.

A reasonable estimate of the pressure-time history from the blast wave acting alone is possible. This estimate gives values of $P_{b}$. $t_{b}$, and $i_{b}$. The impacting fragments impart analogous loading parameters to the element of interest. Unfortunately for this situation, the applied impulse if is the only parameter that is predictable with a reasonable degree of confidence.

The duration of load from an individual impacting fragment will be a function of the time required for rarefaction waves within the metal fragments to relieve stresses at the impact interface. For the problem of interest here, this time will be small relative to the duration of the blast load. For this study, it will be assumed that the impulses from the two sources combine linearly and that the duration of the loading is controlled by the value of $t_{b}$. This approximation is sufficiently accurate as long as the natural period of the element of interest is long enough to consider the loading as an "impulsive loading" event.

The combined loading profile at point or an area on the surface consistent with the assumptions stated above is

$$
\begin{align*}
& i_{A P P}=i_{D}+i_{f},  \tag{11}\\
& t_{A P P}=t_{b}, \tag{12}
\end{align*}
$$

and $\quad P_{A P P}=2 * i_{A P P} / t_{b}$.

This loading profile is used as the initial state on the front face of the concrete element.
d. ATTENUATION OF SHOCK WAVE: The pressures associated with a shock wave certainly decrease as the shock propagates througn a structural element. However, as long as internal stresses do not exceed material strengths, little attenuation occurs and this decay process is often simply ignored for design considerations. For the problem of concern here, induced stresses are often larger than material strengths. As a result, the shock decay process becomes significant and is included in the analysis.

Quite often when dynamic stresses exceeding material strengths are applied at an interface, two shock waves emanate from that interface to relieve the unbalanced condition. The first wave has a pressure determined by the material strength while the second wave has a magitude governed by the applied loading. The first wave is generally an elastic wave whereas the second wave is a plastic wave. Pressures associated with the plastic wave exceed material strengths so the attenuation of this wave is significant. By comparison, the attenuation of the elastic wave is negifitile and will be ignored nere.

Since concrete is a somewhat porous material, the theory of Herrmann (10), which contains a ( $p, \alpha$ )-model as an equation of state to compute the attenuation of shock waves in porous materials, will be used. In this theory the magnitude of the slope of the unloading path in pressure-volume space is significantly larger than that of the loading path. As a result, the local speed of sound behind the shock front, which is a function of this slope, is large enough so that disturbances behind the front quickly overtake it thereby causing attenuation. Read and Malden (11) list equation of state parameters and material strength characteristics required to apply the technique. These values are directly applied in this analysis.

Fig. 2 illustrates the analysis for attenuation. The initial position of the shock front is at $x_{i}$ at time $t_{i}$. The separation between the shock front and point " $P$ " at $t_{i}$ is $\Delta x$ ' while the relative velocity between the shock front and the point is $\Delta V$ where

$$
\begin{equation*}
\Delta v=\left(C+u_{p}\right)-U_{s} . \tag{14}
\end{equation*}
$$

The time of overtaking and attenuation of the shock front to the pressure of point "p" is

$$
\begin{equation*}
t=\Delta v / \Delta x^{\prime} . \tag{15}
\end{equation*}
$$

The position of the shock front at this new time is

$$
\begin{equation*}
x_{t}-x_{i}+U_{s} * \Delta t \tag{16}
\end{equation*}
$$

These steps are repeated until either the back face is encountered or the pressure decays to the elastic limit ${ }^{p_{E}}$ at which time further attenuation is negligible.

Values of the local speed of sound for pressure along the tail of the shock wave profile are required by this analysis scheme. The local speed of sound behind the shock front is

$$
\begin{equation*}
c=\left(-V^{2} * \partial p / \partial V\right)_{S}, \tag{17}
\end{equation*}
$$

where the equation is to be evaluated along an isentrope. Sufficient information is not currently available to evaluate this partial differential equation except at points near zero pressure where the Hugoniot and the isentrope are nearly identical.

These speeds of sound are estimated as follows: The speeds of sound for two zero pressure porosity states are determined. The first state is at the zero pressure of the Hugoniot for the initial porosity. The speed of sound for this state $\left(C_{0}\right)$ is nearly equal to that at the Hugoniot elastic limit ( $p_{E}, V_{E}$ ). The second state is at the zero pressure of the Hugontot for concrete having zero porosity. The speed of sound at this state is conservatively equated to that wich occurs at the intersection of the two Hugoniots as shown in fig. 3. The speeds of sound for points on the actual loading curve between $P_{E}$ and $P_{S}$ are simply assumed to vary linearly with porosity so that

$$
\begin{equation*}
c=C_{0}+4.505 *\left(C_{0}-C_{1}\right) *(\alpha-1.222) . \tag{18}
\end{equation*}
$$

Functional relationships between particle velocity and snock velocity and between porosity and pressure are obtained directly from equation of state parameters listed in Ref. (11).
e. SPALLING OF CONCRETE: Concrete spalifing is a dynamic phenomena. It nas no static counterpart. It results from the interaction of two rarefaction waves which produce a net tensile stress within the material. Several models for spalling have been proposed (12) to predict the behavior of various classes of materials. Unfortunately, insufficient data are available to utilize most of these models. One of the more simple models will be used here. For this model, spall occurs at the instant the tensile stress at a plane in the concrete exceeds the tensile strength $S_{u}$. The phenomena is treated as brittle process.

Fig. 4 illustrates the model and shows conditions in the concrete at two points in time. When the shock front first contacts the back face, the peak overpressure is that predicted from the attenuation analysis. The back face is treated as a free surface. A rarefaction wave must be propagated backwards into the concrete to maintain this plane as a free-surface.

At a later time, the interaction between left-going rarefaction wave and the tail of the right-going compressive wave produces a net tensile stress $S_{t}$ at the plane of interest. If the tensile stress exceeds the tensile strength, spall occurs and material on the right of this plane has a larger velocity than material on the left. If no external restraint is provided, material on the two sides of the plane will increasingly separate with time. As previously explained, if the plane is located within the concrete cover, no external restraints exist and the separation of material is complete. If the spall plane is located between the positive and negative flexural steel, additional restraint is eventually provided and the total separation of material on the two sides of the spalling plane is innibited.

The type of structure of concern here will contain both positive and negative flexural steel and, quite often, shear reinforcing as well. Relative material motion between these two planes is thus inhibited and only one spall plane located at the depth of the centroid of flexural steel for the back face will be considered. If spall occurs

$$
\begin{equation*}
s_{t}>s_{u} \tag{19}
\end{equation*}
$$

and the impulse trapped in the spalled region, assuming a triangular profile, is

$$
\begin{equation*}
i_{T}=p * t_{S} *\left(1-t_{S} /\left(2 * t_{b}\right)\right) . \tag{20}
\end{equation*}
$$

Correct values to be used for the dyname tensile strength are certainly higher than the static tensile strength but questions of absolute valie remain. Kot (9) reports evidence of dynamic tensile strengths equal to one-half the compressive strength while other investigators use values as low as $13 \%$ of the compressive strength. The value used for the test cases reported here is 148 of the compressive strength. However, due to questions of correct manitude for this variabie, it is treated as an input parameter in the computer program and can be changed according to the needs of the user.

Kot (9) also reports that spalling is highly dependent on the angle of incidence of the shock wave at the front surface. He predicts that spalling will not occur for angles of incidence exceeding 45 degrees. This limiting angle is used in this analysis.

The spalling process both removes impulse trapped in the concrete cover and reduces the wall thickness available to resist breaching and flexural response. The momentum associated with this trapped impulse is computed and removed from that available to cause subsequent breaching and flexural response.

An effective wall thickness is defined as a linear function of the volume of material spalled or

$$
\begin{equation*}
H_{e f f}=H-\left(A_{S P A L L} / A_{T O T A L}\right) * \Delta Z, \tag{21}
\end{equation*}
$$

where the subscripts refer to the spalled area and the total area of the wall respectively.

In addition, the fragments that impact the front face also remove material and decrease the resistance to breaching and flexure. An effective wall thickness is defined relative to this process that is also linearly related to the volume of material removed or

$$
\begin{equation*}
H_{e f f}=H-\left(A_{F R A G} / A_{\text {TOTAL }}\right)^{* \Delta Z, ~} \tag{22}
\end{equation*}
$$

where the subscripts refer to the area subjected to fragment impacts and the total surface area respectively.
f. COMPUTATIONAL PROCEDURE: The physical models described above were inserted into the basic framework of the computer program "REICON" (7). "REICON" was written to study the shear failure of soil covered structures subjected to the pressure loading of a small localized explosion. The initial program treated both beams and plates and used a centrally located charge. An analytical power function with empirical coefficients was used to define the pressure loading on the surface of concern. The resulting response was computed using yield line and traveling hinge mechanisms together with both linear and rotational motion of the structural element. The program is modified here to address the combined loading of fragments and blast waves. A listing of the modified program is given in Appendix B. Changes are highlighted where practical. A partial listing of the symbols is in Appendix $C$.

The number of input data to run the program has been reduced and times for listing the output data are internally computed. The algorithm for computing blast pressure loading is completely changed and a spalling model with attendant changes in the effective wall thickness is employed. In addition, output data from the modified program are changed to reflect parameters of interest for a vertical concrete wall. The existing algorithms for computing rotational and linear response based on yield ines and traveling hinges are used intact. Subroutines that are contained in "REICON" but that are not applicable to this analysis are deleted from the listing in Appendix $B$.
IV. RESULTS and DISCUSSION: The limited studies reported here are intended to demonstrate comparative differences between the effects for cased and uncased charges. Comparisons are made for spalling, breaching, and flexural response. A reference standard consisting of a 100 -pound cylindrical charge and a 12-inch thick concrete wall is used. The wall thickness of the metal case for the reference standard is $1 / 4-i n c h$. The length-to-diameter ratio of the charge is three and the surface dimensions of the concrete wall are 10 feet by 10 feet. Parameters for other comparative conditions are scaled from this geometry.
a. BREACHING: Fig. 5-7 illustrate the increased likelinood of breaching for metal-cased charges over bare charges as a function of scaled standoff distance. Two charge weignts, 10 and 100 pounds, are examined. The criteria used for oreaching of a concrete wall is based on the impulse applied to a specified surface area on that wall as explained in Ref. 7. If the average impulse applied to the area exceeds a critical impulse, breaching is predicted. The relationship for critical impulse as a function of parameters of the concrete wall is,

$$
\begin{align*}
& I_{C R}=\left(2^{1.5} / 3\right) * H *\left(\left(\left((1-Q) * \rho_{C}+Q * \rho_{R}\right)\right.\right. \\
& \left.\left.*\left((1-Q) * 1.9 *\left(f^{\prime} C\right) \cdot 5+(Q+Q 1) * O * f_{y} * 1.5 / H\right)\right)\right)^{0.5} \tag{23}
\end{align*}
$$

A value of 0.01 was used for $Q$ and 0.0025 was used for Q1. The critical impulse $I_{C R}$ is almost linear with wall thickness as shown in Fig. 8.

Fig. 7 confirms that the impulsive loading and the relative difference between a cased and bare charge are scalable.

Conclusions made for one charge weight are thus applicable for all charge weights as long as scaled geometries are involved.

The minimum surface area evaluated for breaching in Ref. 7 was circular with radius equal to the thickness of the wall. The minimum surface area used to develop fig. 5-7 is rectangular but contains the same area as that of Ref. 7. The reason for this difference is because numerical integration techniques of this work involve rectangular coordinates while those of Ref. 7 involved circular coorditates.

Although the results of $\operatorname{Fig}$. $5-7$ support the claim that a cased charge is more effective for causing breaching than a bare charge of the same geometry and weight, the difference in the breaching capability is not as great as would be expected from the results of Ref. 5. From Fig. 7, a 12 -inch thick wall is expected to breach if the applied impulse is 5.73 psi-ms. A bare charge provides this impulse at standoff distance of about 0.6 ft/1bl/3 while a cased charge provides the impulse at 0.86 ft/10 ${ }^{1 / 3}$. For this condition, a cased charge causes breaching at a standoff of about 1.4 times that of bare charge. This is considerably less than the factor of 10 found in Ref. 5. The difference is unexplained.
b. SPALLING: Fig. 9 illustrates the increased likelinood of spalling for a cased charge over that of a bare charge as a function of scaled standoff distance. This figure is a graph of the tensile stress at the spalling plane as a function of scaled standoff distance. The features exhibited by this figure are scalable between homologous conditions so conclusions made are also valid for different charges involving scaled geometries. If the critical tensile stress for spall is 750 psi , then spall is predicted at a standoff of 0.72 for a bare charge and 0.92 for a cased charge. For this defined condition, a cased charge is about 1.3 times more effective for producing spall. This multiplicative constant would not change significantly if spalling criteria different from 750 psi were assumed.

A linear and a nonlinear region is evident on each of the curves
displayed in fig. 9. These curves are based on an average load over the minimum surface area discussed above. At small standoff distances, the loading is large enough over the entire reference area for attenuation of the shock wave to occur within the wall. At the larger standoff dimensions, the pressure applied to the reference area is small enough so that attenuation does not occur. For standoff distances between these extremes, only part of the reference area is loaded with pressure sufficient for attenuation. The exact shape of the nonlinear regions are somewhat dependent on the minimum surface area used while the shape of the linear region is independent of the reference area.

The concrete cover thickness used for the curves of fig. 9 was 1.5 inches. The net tensile stress at the spaling plane is a direct function of the concrete cover thickness as indicated by Fig. 4. In the region where attenuation is not large, doubling the cover thickness will also double the tensile stress at the new spalling plane. The resulting spall will be significantly different.

In addition, if a particular test situation is causing spall, simply increasing the wall thickness a limited amount is not effective for eliminating spall. In the region where attenuation is small, increasing the distance the wave travels by changing the wall thickness will not cause a significant difference in the net tensile stress at the new spalling plane. For the region of behavior where attenuation is important, considerable crushing of the concrete is occurring due to the attendent large pressures and potential breaching rather than spalling is of the greater concern. This process may serve to quantify why increasing the wall thicknesses a limited amount in the tests at Tyndall (6) reduced the degree of spaliing but did not eliminate it.
c. FLEXURE: Selected output from two wall response calculations
are listed in Appendix $D$. A charge weight of 100 pounds and the standard wall defined above are used. One calculation is for a bare charge and the other one is for a cased charge. A scaled standoff of $0.8 \mathrm{ft} / 1 \mathrm{~b}^{1 / 3}$ is used because this standoff separates the spall and no-spall conditions for bare and cased charges when the critical tensile stress is 750 psi. The output listing of Appendix $D$ can be scaled for other charge weights of scaled geometries.

Two response calculations are conducted for the metal cased, 100pound charge because breaching has occurred for this situation. The second set of data defines the response of the element after removal of the mass and momentum associated with the breached and spalled material. Differences in the dynamic behavior are evident.
V. CONCLUSIONS: A computer program that addresses the response of a concrete structure subjected to the nearby detonation of a metal cased charge is described. Physical models included in the program are fragmentation of the metal case, crusning of concrete due to fragment impacts, near-field blast wave loading, attenuation of the shock wave in concrete, and spalling from the backface.

Limited experimental data are available to compare predictions with the prediction model. Trends that are predictable by this model are consistent with empirical findings. However, those experimental data which are available (5) suggest that greater breaching damage will occur than is predicted by this andysis. For example, the theory developed here predicts that a cased charge is about 1.4 times more effective than a bare charge for causing breaching. By comparison, the experimental data of Hader $(5)$ indicates that a cased charge is up to ten times more effective for causing breaching. More experimental data and more highly refined computational models for breaching and for spall will be required to attain agreement between theory and experiment.

## REFERENCES

1. AFM 88-22, Department of the Air Force Manual "Structures to Resist the Effects of Accidental Explosions," Department of the Army, the Navy, and the Air Force (June 1969).
2. D. R. Coltharp, "Blast Response Tests of Refnforced Concrete Box Structures," Symposium proceedings of the interaction of non-nuclear munitions with structures, U.S. Air Force Academy, Colorado (May 10-13, 1983).
3. H. Pahl and M. Kropatscheck, "Explosive Tests on Reinforced Concrete Elements Performed on Test Site 3 ! of the Federal Armed Forces at Meppen," Infrastrukturstab der Bundeswehr. WWT8-80-17 (Summer 1980).
4. G. Loos and H. Pahl, "Explosive Tests on Under-Retnforced Model Structures in Incirlik (Republic of Turkey) and Meppen (Federal Republic of Germany), "Infrastrukturstab der Bundeswehr, TB-82-01 (Jan 1982).
5. H. Hader, "Effects of Bare and Cased Explosive Charges on Reinforced Concrete Walls," Symposium proceedings of the interaction of non-nuclear munitions with structures, U.S. Air Force Academy, Colorado (May 10-13, 1983).
6. Private communication with Lt. Tom Hilferty of Tyndall Air Force Base.
7. C. A. Ross et al, "Concrete Breaching Analysis," AFATL-TR-81-105 (Dec 81).
8. DOE/TIC-11268, "A Manual for the Prediction of Blast and Fragment Loading on Structures," U. S. Department of Energy, Albuquerque Operations Office, Amarillo Area Office, Amarillo, Texas (Nov 1980).
9. C. A. Kot, "Effects of Air Blasts on Power Plant Structures and Components," NUREG/CR-0442, ANL-CT-78-41, Argonne National Laboratory (Oct 1978).
10. H. E. Read and C. J. Malden, "The Dynamic Benavior of Concrete," 3 SR-707, Systems Science and Software, P. O. Box 1620, La Jolla, California (Aug 1971).
11. W. Herrmann, "Constitutive Equation for the Dynamic Compaction of Ductile Porous Materials," J. Appl. Phys., Vol. 40, 6 1969, p. 2490.
12. J. H. Oscarson and K. F. Graff, "SPALL Fracture and Dynamic Response of Materials Report BAT-197A-4-3," (Marcn 1968).



(Tsd) əInssə Id



FIG. 5. INITIAL IMPULSE AS A FINCTION OF SCALED STAND OFF DISTANCES FON A 10-POUND CHARGE

> fig. 6. initial impulse as a function of scaled STAND Off distances for a 100 -pound charge


FIG. 7. INITIAL SCALED IMPULSE AS A FUNCTION
OF SCALED STAND OFF DISTANCES

fig. 8. Critical impulse for breaching versus wall thickness
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FIG. 9. TENSILE STRESS AT PRESCRIBED SPALL PLANE FOR SCALED STAND OFE DISTANCES AND GEOMETRIES

## APPENDIX A

## APPENDIX A

| A | Surface area on wall | (in ${ }^{2}$ ) |
| :---: | :---: | :---: |
| $\mathrm{A}_{\text {SPALL }}$ | Surface area affected by spalling | $\left(i n^{2}\right)$ |
| ${ }^{\text {a }}$ total | Total surface area | (in ${ }^{2}$ ) |
| B | Fragmentation parameter | $\left(1 b^{-5} / \mathrm{in}^{7 / 6}\right)$ |
| C | Variable speed of sound | (in/s) |
| $C_{0}$ | speed of sound at initial porosity | (in/s) |
| $C_{1}$ | Speed of sound at zero porosity | (in/s) |
| D | Effective depth of wall | (in) |
| H | Variable wall thickness | (in) |
| $\mathrm{H}_{\text {REF }}$ | Initial wall thickness | (in) |
| $I_{C R}$ | Critical impulse | (psi-ms) |
| $M_{f}$ | Momentum of fragments | ( $1 \mathrm{~b}-\mathrm{s}$ ) |
| $\mathrm{N}_{\mathrm{a}}$ | Number of fragments per subtended angle |  |
| $Q$ | Area ratio of flexural steel |  |
| $Q_{1}$ | Area ratio of shear steel |  |
| $s_{t}$ | Tensile stress at spall plane | (psi) |
| $S_{u}$ | Critical tensile stress | (psi) |
| $U_{p}$ | Particle velocity | (in/s) |
| $\mathrm{U}_{\mathrm{S}}$ | Shock velocity | (in/s) |
| V | Specific volume | $\left(i n^{4} / 1 b-s^{2}\right)$ |
| $W_{C}$ | Weight of metal case | (1b) |
| $\mathrm{W}_{\mathrm{f}}$ | Weight of average fragment | (1b) |
| $\mathrm{W}_{\text {HE }}$ | Weight of explosive charge | ( 1 b ) |
| ${ }_{2}$ | Depth of penetration of fragment | (in) |
| $\left(2 E^{\prime}\right) \cdot 5$ | Gurney constant | (in/s) |
| ${ }^{\text {d }}$ c | Diameter of metal case | (in) |


|  | APPENDIX A |  |
| :---: | :---: | :---: |
| ${ }^{\text {c }}$ C | Compressive strength of concrete | (psi) |
| $\mathrm{f}_{Y}$ | Tensile strength of steel | (psi) |
| $\mathrm{i}_{\text {APP }}$ | Applied impulsive load | (psi-ms) |
| $\mathrm{i}_{\mathrm{f}}$ | Impulse due to fragments | (psi-ms) |
| ${ }^{i}{ }_{T}$ | Trapped impulse due to spalling | (psi-ms) |
| k | Hardness parameter for metal fragment |  |
| $m_{f}$ | Mass of fragment | $\left(1 b-s^{2} / \mathrm{in}\right)$ |
| p | Variable pressure | (psi) |
| PaPP | Effective loading pressure | (psi) |
| $p_{b}$ | Effective loading pressure | (psi) |
| r | Variable distance | (ft) |
| $t$ | Variable time | (s) |
| $t_{\text {Af }}$ | Time of arrival at far point | (s) |
| ${ }^{t_{\text {An }}}$ | Time of arrival at near point | (s) |
| $t_{\text {APP }}$ | Duration of applied load | (s) |
| $t_{b}$ | Duration of load | (s) |
| ${ }^{\text {c }}$ | Thickness of metal caes | (in) |
| $t_{S}$ | Time of spalling | (s) |
| $t_{0 f}$ | Duration at far point | ( 5 ) |
| $v$ | Variable velocity of fragments | (in/s) |
| ${ }^{*} 0$ | Initial velocity of fragments | (in/s) |
| $v_{n f}$ | Normal velocity of fragments | (in/s) |
| X | Coordinate in wall | (in) |
| a | Measure of porosity |  |
| $P_{C}$ | Mass density of concrete | $\left(1 b-s^{2} / \mathrm{in}^{4}\right)$ |
| $P_{R}$ | Mass density of steel | $\left(1 b-s^{2} / i n^{4}\right)$ |



# PROGRAM REICON (INPUT, OUTPUT) 

## *

***
PROGRAN MODIFIED EY C. E, CANADA AND W. P. CHEN OF OKLAHOMA STATE UNIVERSITY, MAY 1984
**
*******
WRITTEN BY C. C. SCHAUBLE FOR C, A. ROSS
UNIUERSITY OF FLORIDA GRADUATE ENGINEERING CENTER EGLIN AIR FORCE BASE, FLORIDA 904-882-5614 JULY, 1981 (MODIFIED 18 JANUARY 1982)

THIS PROGRAK, REICON, COMFUTES THE DEFLECTION OF the center of a reinforced concrete beam or plate CAUSED BY A UNIFORM OR BLAST LOALI.

THIS MAIN PROCEDURE CALLS THE SYSTEA LIBRARY FOUTINES, DATE AND TIME, TO INITIALIZE THE CURRENT DATE AND TIME, IT ALSO CALLS THE SUBPROCEDURE, DRIUER, TO HANDLE THE READING AND PROCESSING OF EACH CASE.

THIS FROGRAK HAS BEEN WRITTEN IN CDC FOKTRAN UERSION S. THE INFUT UNIT SPECIFIED IN FEAD STATEMENTS BY AN ASTERICK IS THE NORMAL INPUT FILE IN 80-COLUMN CARD FORKAT. THE OUTPUT UNIT SPECIFIED BY AN ASTERICK IS THE LISTING OR FRINT FILE ALLOWING 133 CHARACTERS FER LINE, INCLUIING THE CARRAIGE-CONTROL CHARACTER.

INTEGER BADXFG, bPFLAG, BRHFG, DONEFG, EOFLAG, fLGX, fLGY, \& BRHFGI
COMMON / FLAGS / BADXFG, BFFLAG, RRHFG, DONEFG, EOFLAG, : IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY, 1 ERHFGI
COMMON / FRINTS / LITTLN, MAXLIN, NF, NUMLIN, NUMPAG, 1 NHAUEF, STEFCT
CHARACTER FLAG*1, TIMNOW*10, TITLE*75, TODAY*10, TYPE*S COMMON / FRINTC / FLAG, TIMNOW, TITLE, TODAY, TYFE COMMON / CONC / A, ALFHA, AR, BIGD, BIGL, EXI, EX2, EY1, $!$ EY2, EZI, EZZ, fHOF, FHOC, SMALLM, TAU, TCE, TINCF, 8 TMAX, TFRINT
COMMON / CONSTS / ACURE, AFOUR, ARSG, ARSZF1, ARZSP1, : ARZFI, ARZS, ASQ, g, EIGRB, EIGMU, DELTAK, EFSLNU, 1 FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD, :TWELFH, H, Z, ZB, ZCUBE, ZFOUR, ZSO
CHARACTER 10 DATE, TIME
call giIVER
10071 GO TO 100
10072 C
10073 C
10074 C
10075110 WRITE (*, 120)
10076 STOF
10077C
10078120 FORMAT ('1')
10079 C
10080

ENI

JJJ 10081 10082C 10083C 10084 C 10085C 10086C 10087C 10088C 10089C 10090C 10091 C 10092C 10093C 10094 10095 10096 10097 10098 10099 C 101000 10101C 10102C 10103 10104 10105 C 10106 C 10107C 10108C 10109 C 10110 C 10111 10112 C 10113 C 10114 C 10115 10116 C 10117C 10118 10119 10120C 10121 C 10122 C 10123 C 10124 C
10125100 CALL INIT
10126110 DONEFG $=0$
10127 NTRIES $=0$
10128 C 10129 C 10130 C 2 BRHFGI 8 BRHFG1

IERRFG $=0$
CALL NXTCAS

WRITE (*,150)
GO TO 140

100 CALL INIT
110 DONEFG $=0$

SUBROUTINE DRIUER
this subroutine drives one case fron beginning (READING OF DATA) TO END (COMPLETION OF EXECUTION OR ERRONEOUS TERMINATION). IT CALLS SUBROUTINES nXtCAS, tO handLe the reading of the data for the NEXT CASE, AND TCNTRL, TO CONTROL THE CASE THROUGH THE TIME STEP PROCESSING, FROM INITIALIZING FOR time zero through processing each time stef until TIME-MAX OR UNTIL NORMAL COMPLETION.
it is called by the main frogram, reicon.
INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY,
COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, \& IERRFG, LOADFG, MECHFG. MISTFG, NCONFG, FLGX, FLGY,

CLEAR INPUT-ERROR-FLAG, READ NEXT CASE

CHECK INPUT OR END-DF-FILE ERRORS
IF END OF FILE FOUND
THEN TERMINATE CASE
IF (EOFLAG.NE. O) GO TO 140
ELSE IF INFUT ERROR FOUND
IF (IERRFG .EQ. O) GO TO 100
then frint message, proceel to terminate case
else continue
CLEAR CASE-IS-dONE-FLAG, NUMBER-OF-TRIES-COUNT

DO WHILE CASE-IS-DONE-FLAB IS CLEAR

```
10131 120 1F (.NOT. (DONEFG .EQ. O)) GO TO 130
10132C
10133 CALL TCNTRL(NTRIES)
10134 GO TO 120
10135C
10136C
10137C
10138C
10139C
10140 130 IF (BPFLAG .EQ. 2 .AND. BRHFG .EQ. 1) GO TO 110
10141C
10142C
10143C
10144C
10145C
10146 140 RETURN
10147C
10148C
10149C
10150 150 FORMAT ('OINPUT ERRORS FEIJND--CASE TERMINATED')
10151C END
```

```
    SUBROUTINE NXTCAS
this Subroutine is called by the routine, driver.
    INTEGER GADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY,
    &
                        BRHFG1
    COMMON / FLAGS / BADXFG, GPFLAG, GRHFG, DONEFG, EOFLAG,
            & IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY,
            BRHFGI
            COMMON / PRINTS / LITTLN, MAXLIN, NF, NUMLIN, NUMPAG,
    * NWAVEF, STEPCT
    CHARACTER FLAG*1, TIMNOW*10, TITLE*7S, TODAY*10, TYPE*S
    COMMON / FRINTC / FLAG, TIMNOW, TITLE, TODAY, TYPE
        clear the beam-or-plate flag
    GRHFG = 0
    GFFLAG = 0
        IO WHILE END-OF-FILE & BEAM-OR-FLATE FLAGS CLEAR
                (I.E., UNTIL FIRST CARD OF NEW CASE IS READ)
                                    10190C
10191 100 IF ( .NOT. (EFFLAG .EG. O .AND. EOFLAG .EQ. O)) GO TO 110
10192C
10193
10194
10195C
10196C
10197C
10198C
10199C
10200 110 IF (EOFLAG .NE. O) GO TO 120
10201C
10202C
```10188 C10189 C

10153
10154 C
10155 C 10156 C 10157 C 10158 C 10159 C 10160 C 10161 C 10162 C 10163 C 10164 C 10165 C 10166 C \(10167 C\) 10168 C 10169 C 10170 C 10171 C 10172 C 10173 10174 10175 10176 10177 10178 10179 10180 10181 10182 C \(10183 C\) 10184 C 10185 10186 \(10187 C\) 10188 C 10190 C 10191 10192 C 10193 10194 10195 C 10196 C 10197 C 10198C 10199 C 102001 C 10202C

\section*{SUBROUTINE NXTCAS}
```

            THIS SUBROUTINE OBTAINS THE INPUT FOR THE NEXT
    ```
            THIS SUBROUTINE OBTAINS THE INPUT FOR THE NEXT
            CASE, SETS UP THE OUTPUT HEADINGS, AND LISTS THE
            CASE, SETS UP THE OUTPUT HEADINGS, AND LISTS THE
INPUT.
INPUT.
            THE BEAK-PLATE-FLAG (bFFLAG) IS SET TO SHOW
            THE BEAK-PLATE-FLAG (bFFLAG) IS SET TO SHOW
            WHETHER THE CASE IS a beam OR A flate CASE, the
            WHETHER THE CASE IS a beam OR A flate CASE, the
            END-DF-FILE FLAG (EOFLAG) IS SET IF AN ENII-OF-FILE
            END-DF-FILE FLAG (EOFLAG) IS SET IF AN ENII-OF-FILE
            INDICATOR IS FOUND WHEN DATA IS EXFECTED.
            INDICATOR IS FOUND WHEN DATA IS EXFECTED.
this routine calls two subroutines
this routine calls two subroutines
        GETITL TO LOOK FOR FIRST INPUT CARD FOR CASE,
        GETITL TO LOOK FOR FIRST INPUT CARD FOR CASE,
                A TYFE&TITLE CARD (ALFHABETIC INFUT)
                A TYFE&TITLE CARD (ALFHABETIC INFUT)
        RWDATA TO READ AND PRINT OUT NUMERIC INPUT
        RWDATA TO READ AND PRINT OUT NUMERIC INPUT
                VALUES, AS WELL AS ANY INPUT ERRORS.
                VALUES, AS WELL AS ANY INPUT ERRORS.
```

WHETNER THE CASE IS A BEAH OR A PLATE CASE. THE

```
WHETNER THE CASE IS A BEAH OR A PLATE CASE. THE
        call getitl
    GO TO 100
        END WHILE (GFFLAG ANII EOFLAG)
        If rhe end-Of-file has not yet been reachefi
``` END IF (NOT EOF)

JJJ
```

SUBROUTINE GETITL
this subroutine searches the input file for the NEXT CARD (OR RECORD) WHICH CONTAINS THE CHARaCters -beam - or 'flate in the first five FOSITIONS OF THE CARD, INDICATING A TYPE \& TITLE INPUT CARD, THE FIRST INPUT CARD FOR A CASE. WHEN SUCH A CARD IS FOUND, THE INPUT INFORMATION IS STORED IN THE COMMON BLOCK. PRINTS, TO RE USED LATER IN PRINTING OUTPUT HEADINGS FOR THE CASE. ANY CARUS FOUND WITHOUT 'BEAM ' OR PFLATE' in the first five columns are considered erroneaus OR OUT-OF-ORDER AND ARE FRINTED OUT AS ERRORS.
THE END-OF-file flag is SET WHEN END-Of-FILE INDICATOR IS DETECTED. THE BEAM-OR-PLATE-FLAG IS SET ACCORIING TO THE TYPE OF TYPE\&TITLE CARD FOUND.
THIS SURROUTINE IS CALLED GY THE FROCEDURE NXTCAS. It CALLS NO SUBPROCEDURES.
INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY, 8 BRHFG1
COMMON / FLAGS / GADXFG, BPFLAG, ERHFG, DONEFG, EOFLAG, IERRFG, LDAIFG, MECHFG, M1STFG, NCONFG, FLGX, FLGY, \% BRHFGI
COMMON / PRINTS / LITTLN, MAXLIN, NF, NUMLIN, NUMPAG, 2 NWAVEF, STEFCT
CHARACTER FLAG*1, TIMNOW*10, TITLE*75, TODAY*IO, TYPE*S COMMON / FRINTC / FLAG, TIMNOW, TITLE, TODAY, TYPE CHARACTER *S BEAM, PLATE
DATA BEAM/'BEAM '/, PLATE/'PLATE'/
READ NEXT RECORD
KEAS (*, 130,END $=110$ ) TYFE, TITLE
CONTINUE BY CHECKING TYFE
IF BEAM CASE, SET FLAG FOR GEAM (1)
100 IF (TYPE .EQ. BEAM) THEN
BFFLAG $=1$
If plate case, set flag for flate (2)
ELSEIF(TYFE.EQ.PLATE)THEN
BPFLAG $=2$
ELSE
THIS IS A BAD TYPE\&TITLE CARD
WRITE (*,140) TYPE, TITLE

```
```

        JJJ
    10262
10263
10264C
10265C
10266C
10267 110 EOFLAG = 1
10268C
10269C
10270 120 RETURN
10271C FORMAT STATEMENS
10273C
10274 130 FORMAT (AS, A75)
10275 140 FORMAT ''1'/'0'/ 'OBAD TYPE \& TITLE CARD FOUND'/ / 5X,
10276 \& AS, ATS / 'CARDS MAY GE OUT OF OREER')

```

」」」
10278 C 102790 10280C 10281 10282 C \(10283 C\) 10284 C 10285 C 10286 C 10287C 10288 C 10289 C 10290C 10291C 10292C 10293C 10294C 10295 C 10296C 10297 C 10298 C 10299 C 10300 C 10301 C 10302C 10303 C 10304C 10305 10306 10307 10308 10309 10310 10311 10312 10313 10314 10315
10316
10317
10318
10319 10320C 10321C 10322 C 10323 C 10324C 10325 10326 10327

\section*{SUBROUTINE RWDATA}
this subroutine reans data caris 2 thru 6 for the current case and frints the input data out ON THE LISTING．IF INFUT ERRORS OCCUR，THEY ARE COUNTED AND THE NUMBER OF ERRORS IS PRINTED AFTER the listing of the infut values．if an end－of－ file is found，an errof message is printeri anii the end－of－file flag is set．
this routine also uses the newly－read values of f， SMALLN，AND WAUE－FUNCTION－CODE，IF THEY ARE UALID， TO SET UP SUBSCKIPTS FOR THE TYFE OF CASE DESCKIP－ tion to be included in the output fage headings．
all infut data reail is placed in the common block， infuts．the frint heading surscripts are flaced in the common block，frints．
this subroutine is called fy the nxtcas frocenure． It Calls the subfrocedure，fage，to set up the healinngs on a fresh fage for the new case．
```

INTEGER BADXFG, EFFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY,
\& BRHFGI
COMMON / FLAGS / BADXFG, BPFLAG, ERHFG, DONEFG, EOFLAG,
\& IERFFG, LOAIIFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY,
8 BRHFG1
COMMON / INFUTS / BLEN, EHGT, HREF, EIGW, RATLI, ZO,

* TCASE, D, F, G, QI, COVER, TE, SIGMAC, SIGMAR, SMALLN,
\& WAVEFN
COMMON / CDNC / A, ALPHA, AR, EIGD, EIGL, EX1, EX2, EY1,
\& EYZ, EZ1, EZ2, RHOR, RHOC, SHALLM, TAU, TCR. TINCR,
\& TMAX, TPRINT
COMMON/FFRINTS/ LITTLN, MAXLIN, NF, NUMLIN, NUMFAG,
\& NWAVEF, STEFCT
CHAKACTER FLAG\&1, TIMNOW*10, TITLE*7S, TONAY*10, TYFEWS
COMMON / FRINTC / FLAG, TIMNOW, TITLE, TOLIAY, TYFE
SET UP OUTFUT HEAIINGS ON A NEW FIAGE ANG
INITIALIZE COUNT OF INFUT ERRORS TO LAST COUNT

```
    LOAIIFG \(=0\)
    NUMFAG \(=0\)
    CALL FAGE
```

            READ REMAINING CARDS FOR CASE
                        AND PRINT QUT INPUT UALUES
        READ (%,170,IOSTAT=IO) ELEN, BHGT, HREF, BIGW, RATLD, ZO,
    t TCASE, D, F, Q, QI, COVER, TE, SIGMAC, SIGMAR, SMALLN,
    4 WAUEFN
    100 WRITE (*,180) BLEN, BHGT, HREF
URITE (*,190) BIGW, RATLD, 20, TCASE
WRITE (*,200) D,F, Q, QI, COUER, TE
WRITE (*,210) SIGMAC, SIGMAR, SMALLN, WAVEFN
IF THICKNESS OF WALL IS TOO LARGE
IF (<HREF .GE. BLEN/2.) .OR. (HREF .GE. BHGT/2.)) THEN
EOFLAG = 1
URITE (*,120)
WRITE (*,140)
GO TO 110
END IF
CALCULATE CONSTANTS TO BE USED IN COMMON BLOCK 'CONC'
IF ((BFFLAG .EQ. 2) .AND. (BLEN .LE. BHGT)) THEN
B = BHGT / 2.
A = BLEN / 2.
ELSE
E = BLEN / 2.
A = BHGT / 2.
ENI IF
IF (BFFLAG .EQ. 1) THEN
A = BLEN / 2.
B = EHGT / 2.
END IF
AR = B/A
EX1 = 0.
EX2 = 0.
EY1 = 0.
EYZ = 0
EZ1 = ZO * 12.
EZ2 = ZO*12
FHOR = .725OE - 03
FHOC = .22%OE - 03
IF END-OF-FILE FOUND
IF !IO .LT. O) THEN

```
```

JJJ,
10378C
10379C
10380 EOFLAB =1
10381 WRITE (%,130)
103日2 WRITE (*,150)
10383C
10384C
10385C
10386
10387C
10388C
10389C
10390
10391
10392
10393C
10394
10395C
10396C
10397C
10398
10399
10400
10401C
10402C
10403C
10404
10405
10406
10407C
10408
10409C
10410C
10411
10412
10413C
10414
10415
10416C
10417
10418
10419C
10420C
10421C
10422
10423
10424
10425
10426
10427
10408
10423 130 FORMAT ('O', OEND OF FILE FOUND DURING INPUT OF DATA',
1042S 140 FORMAT,'O',''O', I4,', DATA ERROR(S) WERE FOUND IN INFUT''
\&, CASE IS TERMINATED AS DATA IS IN INCORRECT FORM',
FORMAT STATEMENTS
120 FORMAT ('O' / 'OWALL THICKNESS IS TOO LARGE')
\& 'CASE IS TERMINATED AS NOT ALL DATA IS PRESENT')
150 format ('OSOme of the values listed above may actually be

```
```

    JJJ
    10428 : 'FROK PREUIOUS CASE')
10429 160 FORMAT ''O',
10430
10431
10432
10433
10434
10435
10436
10437
10438
10439
10440
10441
10442
10443
10444
10445
10446
10447
10448
10449
10450
10451
10452
10453
10454
10455
10456
10457
10458
10459C
10460
8 'OVALUES OF SMALLN, F, or wavefN are dut of range' /
* CASE IS TERMINATED')
170 FORMAT (3F12.0/, 4F12.0/, 6F12.0/, 4F12.0)
180 FORMAT ('OPLATE LENGTH OR BEAM SPAN, IN.', TS3, '(BLEN)'
: G15.8, 1X, 'PLATE HEIGHT OR BEAM WIDTH, IN', TS3,
\& (BHGT)', GI5.8/1X, 'BEAM OR PLATE THICKNESS, IN.'
8 (T56, (H)',G15.8)
190 FORMAT (IX, 'EXPLOSIUE UEIGHT, LBS.', T53, '(BIGW)', G15.8 /
\& IX, 'LENGTH TO DIAMETER RATIO, DIMENSIONLESS', TS2,
\& '(RATLD)',G15.8 / 1X, 'ZO OF EXPLOSIVE, IN.', TS5,
\& '(ZO)', G15.8 / 2X, 'THICKNESS OF METAL CASE, IN.',
8 T52, (TCASE)', G15.8)
200 FORMAT (1X, 'REINFORCING DISTANCE, IN.', T56, '(D)', GI5.8 /
\& 1X,'SUPPORT FACTOR 1=SIMPLY, 2=CLAMPED', TS6,
'(F)', G15.8 / 1X,
'REINFORCEMENT RATIO IN TENSION, DIMENSIONLESS', TSG,
'(Q)', G15.8/ 1X,'SHEAR STIRRUP REINFORMENT RATIO'
, T55, '(01)', G15.8/1X,
' TSE,'(Q1)',G15.8 ( IX, (CONCRETE COUER ON BACK FACE, IN.', T52, (COUER)',
'CONCRETE COVER ON BACK FACE, IN.', TS2, '(COVER)','
G15.8 / IX, 'TENSILE SPALLING STRENGTH, PSI.', T43,
'(SPALL STRENGTH)', G15.8)
210 FORMAT (1X, 'CONCRETE COMPRESSIVE STRENGTH, FSI.', T51,
\& (SIGMAC)', G15.8/ix,
'REINFORCEI STEEL YIELD STRESS, PSI.', TSI,'(SIGMAR)'
, G15.8 / 1X,
'WEIGHT VECTDR O=VERT, 1=EXF RLW, -1=EXF ABU',
TS1, '(SMALLN)', G15.8 /' 1X,
'(WAVEFN)', G15.8)
END

```
```

        JJJ
    10461C
10462C
10463C
10464C
10465C
10466C
10467
10468C
10469C
10470C
10471C
10472C
10473C
10474C
10475C
10476C
10477C
10478C
10479C
10480C
10481C
10482C
10483C
10484C
10485C
10486C
10487C
10488
10489
10490
10491
10492
10493
10494
10495
10496
10497
10498
10499
10500
10501
10502
10503
10504
10505
10506
10507
10508
10509
10510

```






```

    SUBROUTINE INIT
    ```
    SUBROUTINE INIT
        THIS ROUTINE TAKES INPUT FROM 'RWDATA" AND COMPUTES
        THIS ROUTINE TAKES INPUT FROM 'RWDATA" AND COMPUTES
        SPALLING, BREACHING, AND LOADING OF A CONCRETE bEAM
        SPALLING, BREACHING, AND LOADING OF A CONCRETE bEAM
        OR PLATE DUE TO RARE OR METAL CASED CYLINDRICAL
        OR PLATE DUE TO RARE OR METAL CASED CYLINDRICAL
        CHARGES.
        CHARGES.
        AN atTENUATION mODEL IS INCLUDED TO COMPUTE THE DECAY
        AN atTENUATION mODEL IS INCLUDED TO COMPUTE THE DECAY
        of the shock have as it transits the concrete material.
        of the shock have as it transits the concrete material.
        the LONGITUDINAL AXIS OF THE CYLINDRICAL CHARGE IS
        the LONGITUDINAL AXIS OF THE CYLINDRICAL CHARGE IS
        UERTICAL. A SURFACE BURST IS ASSUMED. RELATIVE TO
        UERTICAL. A SURFACE BURST IS ASSUMED. RELATIVE TO
        THE STRUCTURAL ELEMENT, THE CHARGE IS SITUATED AT A
        THE STRUCTURAL ELEMENT, THE CHARGE IS SITUATED AT A
        MIDSPAN POINT IN ONE DIRECTION AND ALDNG A BOARDER
        MIDSPAN POINT IN ONE DIRECTION AND ALDNG A BOARDER
        IN THE OTHER DIRECTION.
        IN THE OTHER DIRECTION.
        FOR SPALLING AND BREACHING, THE LOADING FROM A
        FOR SPALLING AND BREACHING, THE LOADING FROM A
        LOCALIZED DETONATION IS USED. FOR SUBSEQUENT FLEXURAL
        LOCALIZED DETONATION IS USED. FOR SUBSEQUENT FLEXURAL
        CALCULATIONS, THE ROUTINE COMPUTES AN EFFECTIVE BEAM
        CALCULATIONS, THE ROUTINE COMPUTES AN EFFECTIVE BEAM
        OR PLATE THICKNESS AND AN EFFECTIVE UNIFORM LOAD.
        OR PLATE THICKNESS AND AN EFFECTIVE UNIFORM LOAD.
        THESE EFFECTIVE PARAMETERS ARE PROUIDED TO THE EXISTING
        THESE EFFECTIVE PARAMETERS ARE PROUIDED TO THE EXISTING
        ROUTINES OF 'REICON' FOR A FLEXURAL ANALYSIS.
        ROUTINES OF 'REICON' FOR A FLEXURAL ANALYSIS.
        INTEGER GADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY,
        INTEGER GADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY,
        l
        l
            BRHFG1
            BRHFG1
        COMMDN / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EDFLAG,
        COMMDN / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EDFLAG,
        & IERRFG, LOADFG, MECHFG, M\STFG, NCONFG, FLGX, FLGY,
        & IERRFG, LOADFG, MECHFG, M\STFG, NCONFG, FLGX, FLGY,
        & BRHFG1
        & BRHFG1
    COMKON / INPUTS / BLEN, BHGT, HREF, RIGW, RATLD, ZO,
    COMKON / INPUTS / BLEN, BHGT, HREF, RIGW, RATLD, ZO,
    & TCASE, D, F, Q, Q1, COUER, TE, SIGMAC, SIGMAR, SMALLN,
    & TCASE, D, F, Q, Q1, COUER, TE, SIGMAC, SIGMAR, SMALLN,
    & WAVEFN
    & WAVEFN
    COMMON / CONC / A, ALPHA, AR, BIGD, BIOL, EX1, EX2, EY1,
    COMMON / CONC / A, ALPHA, AR, BIGD, BIOL, EX1, EX2, EY1,
    & EY2, EZ1, EZ2, RHOR, RHOC, SHALLM, TAU, TCR, TINCR,
    & EY2, EZ1, EZ2, RHOR, RHOC, SHALLM, TAU, TCR, TINCR,
    & TMAX, TPRINT
    & TMAX, TPRINT
    COMMON / FRINTS / LITTLN, MAXLIN, NF, NUMLIN, NUMFAG,
    COMMON / FRINTS / LITTLN, MAXLIN, NF, NUMLIN, NUMFAG,
    & NHAUEF, STEPCT
    & NHAUEF, STEPCT
    CHARACTER FLAG&1, TIMNOW*10, TITLE*75, TODAY*10, TYFE*S
    CHARACTER FLAG&1, TIMNOW*10, TITLE*75, TODAY*10, TYFE*S
    COMMON / FRINTC / FLAG, TIMNOW, TITLE, TODAY, TYPE
    COMMON / FRINTC / FLAG, TIMNOW, TITLE, TODAY, TYPE
    COMMON / CONSTS / ACUBE, AFOUR, ARSO, ARSZP1, ARZSFI,
    COMMON / CONSTS / ACUBE, AFOUR, ARSO, ARSZP1, ARZSFI,
    8 ARZPI, ARZS, ASO, B, BIGRB, BIGMU, DELTAK, EFSLNU,
    8 ARZPI, ARZS, ASO, B, BIGRB, BIGMU, DELTAK, EFSLNU,
    & FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
    & FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
    & TWELFH,H, Z, 2B, ZCUBE, ZFOUR, ZSO
    & TWELFH,H, Z, 2B, ZCUBE, ZFOUR, ZSO
    COMMON / RESI/WC, UI, FPAR, WFRG, FRGT
    COMMON / RESI/WC, UI, FPAR, WFRG, FRGT
    COMMON / RES2 / UR, FRGN, FRGM, UN, 2F1
    COMMON / RES2 / UR, FRGN, FRGM, UN, 2F1
    COMMON / RES3 / AE, VO, VE, UE, TSPL
    COMMON / RES3 / AE, VO, VE, UE, TSPL
    COMAON / RESA / FU, H
```

    COMAON / RESA / FU, H
    ```
```

10511 JJJ BATA PI/3.14159/, ERR/1E-4/
10512 DATA RHOHE/O.0574/, PE/14700./
10513C COMPUTE CHAREE DIANETER
10514 100 H = HREF
10515 TMOM = 0.
10516 ZZ = 0.
10517 XB = 0.
10518 YB = 0.
10519 FLGX = 0
10520 FLGY = 0
10521 BFHFG1=0
10522 BIGL = ((4./(FI*RATLD))* (BIGH/ RHOHE)) ** THIRD
10523
10524C
10525C
10526C COMPUTE COORDINATES OF HALL HITH CHARGE AT (0,0,ZO)
10527C
10528C
10529C DIMENSIONS OF LENGTH ARE "INCHES*
10530C
10531C
10532 XF = BLEN/2.
10533 YP = BHGT - BIGL/ 2.
10534 YM = -EIGL/2.
10535C
10536C
10S37C COMPUTE THE COORDINATES OF SPALL AND FRAGMENTS
10538C
10539C
10540
10541
10542
10543
10544
10545
10546
10547
10548
10548
10549
10550
10551
10552
10553
10554
10555
10556
10557C
10558C
105S9C SELECTING THE STARTING AREA
10560C

```
```

    XE = SQRT(PI/4.) # HREF
    YE = SORT(PI/4.) % HREF
    YI = - YE
    IF (BIGL / 2. .LT. HREF) YI = YM
    DIVIDE THE SURFACE BY SELECTING THE SMALLER OF TWO IMCREMENTS
IF (XE .LT. (XP-XE)) THEN
DX = (XE / 10.)
ELSE
DX = (XP - XE) / 10.
END IF
IF (YE .LT. (YP-YE)) THEN
DY = (YE / 10.)
ELSE
DY = (YP - YE) / 10.
END IF
THE UALUE OF XSPL MUST BE GREATER THAN XE OR
IF (XSPL .LT, XE) THEN
XS = 0.
Y =0.
FLGX = 1
FLGY = 1
SS = 0.
WRITE (*,250)
END IF
COMPUTE PARAMETERS AT THE HUGONIOT LIMIT
CALL HUGFAR
COMPUTE THE CONSTANTS OF FRAGMENTATION
CALL FRGCON
110 DF = XE/2.
DQ = (YE - YI) / 2.

```
```

10611
10612
10613
10614
10615
10616
10617
10618
10619
10620
10621
10622
10623
10624
10625C
10626C
10627C DETERMINE IF SPALL OCCURS:-FIRST IN THE X-, THEN IN THE Y-DIR
10628C
10629C
10630
10631
10632
10633
10634
10635
10636
10637
10638C
10639C
10640C COMFUTE FRAGMENT IMFULSE AT A FOINT
10641C
10642C
10643
10644
10645
10646
10647
10648
10649
10650C
10651C
10652C SYMMETRY ASSUMED IN X-IIFEECTION
10653C
10654C
10655 [IA = IIX *IGL
10656 FFGIMF = FFGM UN / IAA
10657 130 FR = 2.* (FEFIMP + FRGIMP)/ TR
10658C
10659C
10660C IF FFR : FE THEN NO ATTENUATION OCCURS

```
```

        JJ」
    10661c
10662C
10663
10664
10665
10666
10667C
10668C
10669C COMPUTE ATTENUATION THROUGH WALL
10670C
10671C
10672
10673C
10674C
10675C
10676C
10677C

```

```

10680
10681
10682
10683
10684
10685
10686
10687
10688
10689
10690
10691
10692
10693
10694
10695
10696
10697
10698
10699
10700
10701
10702
10703C
10704C
10705C CHECK SFALL IN Y-DIR.
10706C
10707C
10708 160 IF ({FLGY .EQ. 1)) GO TO 180
10709 R = SQRT(ZO**2+(YE/12.)**2)
10710 ZDIS = F/ (EIGW ** THIRD)

```
```

%JJJ
10712
10713C
10714C
1071SC FIND DURATION AT A FOINT
10716C
10717C
10718
10719
10720C
10721C
10722C COMPUTE FRAGMENT IMPULSE AT A POINT
10723C IF YE < BIGL/2 THEN THE IMFULSE IIUE TO FRAGMENTS IN
10724C THE Y-DIR IS THE SAME AS IN THE X-DIR, ELSE FRGIMP = 0
10725C
10726C
10727
10728
10729
10730
10731
10732
10733
10734
10735
10736C
10737 170 SS = PP
TSFL / TR) * P / PR
IF (SS .LT. TE) THEN
10739 FLGY = 1
10740 YS = YE - IIY
10741 GO TO 180
10742 ENH IF
10743 YS = YE
10744
10745
10746
10747
10748
10749
10750
10751
10752C
10753C
10754C CHECK GREACH ANII EFFECTIVE WGLL THICKNESS
10755C IF FLGX, FLGY, AND ERHFG1 ARE ONE
10756C THEN FROCEEII TO FLEXURE CALCULATION
10757C
10758C
10759 180 IF ((FLGX .EQ, 1), AN[I. (FLGY .EQ, 1). AND. : EFHFG1 .EQ.

```
10803C
10804C
10810C
」J」 10761
10762
10763
10764
10765
10766
10767
10768
10769
10770
10771
10772
10773
10774
10775
10776
10777
107%8
10779
10780
10781
10782
10783
10784
10785
10786
10787
10788
10789
10790
1 0 7 9 1
10792
10793
10794
10795
10795
10796
10797
10798
10799
10800C
10801C
10802C
```

```
```

    IF (YE .LT. ABS(YM)) GO TO 190
    ```
```

    IF (YE .LT. ABS(YM)) GO TO 190
        IF ((FLGX .EQ, O) .AND. (FLGY,EQ, O)) THEN
        IF ((FLGX .EQ, O) .AND. (FLGY,EQ, O)) THEN
        H = HREF - COVER
        H = HREF - COVER
        GO TO 200
        GO TO 200
        END IF
        END IF
        IF ((FLGX ,EQ, O),AND. (FLGY,EQ, 1)) THEN
        IF ((FLGX ,EQ, O),AND. (FLGY,EQ, 1)) THEN
        H=HREF - ((YS+BIGL/2.) / (YE + BIGL / 2.)) * COVER
        H=HREF - ((YS+BIGL/2.) / (YE + BIGL / 2.)) * COVER
        GO TO 200
        GO TO 200
        END IF
        END IF
        IF ((FLGX ,EQ. 1) ,AND, (FLGY .EQ. O)) THEN
        IF ((FLGX ,EQ. 1) ,AND, (FLGY .EQ. O)) THEN
        H = HREF - (XS / XE) % COVER
        H = HREF - (XS / XE) % COVER
        GD TO 200
        GD TO 200
        END IF
        END IF
        IF ((FLGX ,EQ. 1) .AND. (FLGY .EQ. 1)) THEN
        IF ((FLGX ,EQ. 1) .AND. (FLGY .EQ. 1)) THEN
        H=HREF - (XS * (YS + BIGL / 2.)) / (XE* (YE + BIGL/
        H=HREF - (XS * (YS + BIGL / 2.)) / (XE* (YE + BIGL/
        & 2.3) & COUER
        & 2.3) & COUER
        GO TO 200
        GO TO 200
        END IF
        END IF
    190 IF ((FLGX .EQ. O) .AND. (FLGY .EQ, O)) THEN
190 IF ((FLGX .EQ. O) .AND. (FLGY .EQ, O)) THEN
H = HREF - COVER
H = HREF - COVER
GO TO 200
GO TO 200
END IF
END IF
IF ((FLGX .EG, O) ,AND, (FLGY,EQ, 1)) THEM
IF ((FLGX .EG, O) ,AND, (FLGY,EQ, 1)) THEM
H = HREF - (YS / YE) COVER
H = HREF - (YS / YE) COVER
GO TO 200
GO TO 200
END IF
END IF
IF ((FLGX .EQ, 1) ,AND, (FLGY .EQ, O)) THEN
IF ((FLGX .EQ, 1) ,AND, (FLGY .EQ, O)) THEN
H = HREF - (XS / XE) \& COUER
H = HREF - (XS / XE) \& COUER
GO TO 200
GO TO 200
END IF
END IF
IF ((FLGX .EQ. 1) .AND. (FLGY ,EQ. 1)) THEN
IF ((FLGX .EQ. 1) .AND. (FLGY ,EQ. 1)) THEN
H = HREF - (YS / YE) * (XS / XE) * COUER
H = HREF - (YS / YE) * (XS / XE) * COUER
GO TO 200
GO TO 200
END IF
END IF
200 IF (YE .GT. ABS(YM)) THEN
200 IF (YE .GT. ABS(YM)) THEN
AREA = (XE * YE + XE * BIGL / 2.)
AREA = (XE * YE + XE * BIGL / 2.)
ELSE
ELSE
AREA = XE * YE*2.
AREA = XE * YE*2.
END IF
END IF
COMPUTE CRITICAL IMPULSE
COMPUTE CRITICAL IMPULSE
10805 EIGICR = (2.0 ** 1.5) * THIRD* H*
10805 EIGICR = (2.0 ** 1.5) * THIRD* H*
10806 \& SQRT(()1.0-Q)*RHOC+Q*RHOR)*((1.0-Q)*1.9*SIGMAC**HALF+(
10806 \& SQRT(()1.0-Q)*RHOC+Q*RHOR)*((1.0-Q)*1.9*SIGMAC**HALF+(
10807 \& Q+Q1)*D*SIGMAR*1.S/H))
10807 \& Q+Q1)*D*SIGMAR*1.S/H))
10808 TIMP = (TMOM / AREA)
10808 TIMP = (TMOM / AREA)
10809 BIGIER = AFPIMF - TIMP

```
10809 BIGIER = AFPIMF - TIMP
```

```
    JJJ
10811C
10812C DETERKINE IF bREACH OCCURS
10813C
10814C
1081S IF (BIGIBR .GE. BIGICR) THEN
10816 XB=XE
10817 YB = YE
10818 RY = YE - YI
10819 ELSE
10820 BRHFG1 = 1
10821 END IF
10822 XE = XE + [DX
10823 YE = YE + UY
10824 YI = - YE
10825 IF (ABS (YM).LT, YE) YI = YM
10826 IF (((XE .GT. XSPL-ERF) .OR. (YE .GT. YSPL-ERR)) .AND.
10827 & ({FLGY .EQ. O) .OR. (FLGX .EQ. O))) THEN
10828 FLGX = 1
10829 FLGY = 1
10830 XS = XSPL
10831 YS = YSFL
10832 END IF
10833 IF ((XE ,GE, XF) .OR. (YE .GE, YF).AND. (BRHFG1 .EQ, O))
10834 % THEN
10835 IF (XF .GT. YP) THEN
10836 BRHFG1 = 1
10837 XB = XF
10838 YB = XF
10839 ELSE
10840 BRHFG1 = 1
10841 XB = YF
10842 YB = YF
10843 END IF
10844 END IF
10845 ZZ = 1.
10846 GO TO 110
10847C
10848C
10849C COMPUTE AUERAGE [IEFTH OF FENERATION AND IMPULSE
10850C ON THE FRONT FACE
10851C
10852c
10853 210 [1X = XF / 10.
10854 ZF = 0.
10855 FFGMOM = 0.
10856 IF (TCASE .EQ. O.) GO TO 230
10857 XX = - vx / 2.
10858 II = 0
```



```
10860
```

```
    JJJ
10861
10862
10863
10864
10865
10866
10867
10868
10869
10870C
10871C
10875C
10876C
10877 230 DP = XP / 2.
10878
10879
10880
10881
10882
10883
10884
10885C
10886C
10889C FOR FLEXURAL RESPONSE
10890C
10891C
10893 ZF = 0.
10894 ENII IF
10895
10896
10897
10898
10899
10900
10901
10902
10903
10904C
10905C
10906C
10907C
10908C
10909
10910
```

```
10872C FRGMOK IS MOMENTUM DUE TO FRAGMENTS
```

10872C FRGMOK IS MOMENTUM DUE TO FRAGMENTS
10873C COMFUTE AVERAGE IMPULSE AND DURATION OF
10873C COMFUTE AVERAGE IMPULSE AND DURATION OF
10874C BLAST LOAD FOR THE ENTIRE WALL
10874C BLAST LOAD FOR THE ENTIRE WALL
10887C TB IS DURATION OF LOAD ON ENTIRE WALL
10887C TB IS DURATION OF LOAD ON ENTIRE WALL
10888C COMPUTE EFFECTIVE WALL THICKNESS OF WALL
10888C COMPUTE EFFECTIVE WALL THICKNESS OF WALL
10892 240 IF (TCASE.EQ. O.) THEN
10892 240 IF (TCASE.EQ. O.) THEN

```
        XX = XX + DX
```

        XX = XX + DX
        R = SQRT(ZO*&2+(xX/12.)**2)
        R = SQRT(ZO*&2+(xX/12.)**2)
        DT = ATAN((XX+DX/2.)/(12.*ZO))
        DT = ATAN((XX+DX/2.)/(12.*ZO))
    & ATAN((XX-DX/2.)/(12.*20))
    & ATAN((XX-DX/2.)/(12.*20))
        CALL FRGLD(R, HT)
        CALL FRGLD(R, HT)
        ZF = ZF + ZFI
        ZF = ZF + ZFI
        FRGMOM = FRGKOM + FRGM UN
        FRGMOM = FRGKOM + FRGM UN
    220 CONTINUE
220 CONTINUE
ZF=ZF/FLOAT(II)
ZF=ZF/FLOAT(II)
DQ = (YF - YM / / 2.
DQ = (YF - YM / / 2.
XE = XF
XE = XF
YI = YM
YI = YM
YE = YF
YE = YF
CALL AUGLD(DF, DQ, FB, APPIMP, YI)
CALL AUGLD(DF, DQ, FB, APPIMP, YI)
APPIMP = APPIMP + (FRGMOM - TMOM) / (XP * (YP - YI))
APPIMP = APPIMP + (FRGMOM - TMOM) / (XP * (YP - YI))
CALL TLDI(XE, YE, TF, TB)
CALL TLDI(XE, YE, TF, TB)
IF (YS ,LE, HIGL / 2.) THEN
IF (YS ,LE, HIGL / 2.) THEN
H=HREF - (ZF*XF * (YF + BIGL/ 2.) + (COUER * XS 2.*
H=HREF - (ZF*XF * (YF + BIGL/ 2.) + (COUER * XS 2.*
\& YS)) / (XF * (YP - YM))
\& YS)) / (XF * (YP - YM))
ELSE
ELSE
H=HREF - (ZF * XF * (YF + BIGL / 2.) + COUER * XS * (YS +
H=HREF - (ZF * XF * (YF + BIGL / 2.) + COUER * XS * (YS +
\& BIGL / 2.) ) / (XF (YP - YM))
\& BIGL / 2.) ) / (XF (YP - YM))
END IF
END IF
FU = F'R
FU = F'R
BIGRE = SQRT(2,*XE*RY/PI)
BIGRE = SQRT(2,*XE*RY/PI)
RESET BRHFG1 FLAG
RESET BRHFG1 FLAG
IF (XB EQQ, 0.0) RRHFGI = 0
IF (XB EQQ, 0.0) RRHFGI = 0
ALFHA =0.

```
        ALFHA =0.
```

```
J」J
10911
10911
10913C
10914C
10915C
10916C
10917
10918
10919
10920C
10921C
10922
10923
10924
10925
10926
10927
10928
10929
10930
10931
10932
10933
10934
10935
10936
10937
10938
10939
10940
10941
10942
10943
10944
0945
0945
10946
10947
10948
    SMALLM = RHOC*H
        COMPUTE TIMES FOR TZERO
        TAU = TB
    TCR = TAU
    CALL TSCALE
250 FORMAT ('O', / , 'THE VALUE OF XSFL IS LESS THAN XE', / ,
    WRITE (*,260)
260 FORMAT ('O', 10X, 'COMPUTED UALUES OF MATERIAL RESPONSE',
    & / )
        WRITE (*,270) XS
270 FORMAT ('OLIMIT OF SFALL IN X-DIR, IN', TS9, G15.8)
        WRITE (*,280) YS
280 FORMAT (1X, 'LIMIT DF SFALL IN Y-IIR, IN', TS9,G15.8)
        WRITE (*,290) XR
290 FORMAT (1X, 'LIMIT OF RREACH IN X-DIR, IN', T59, G15.8)
    WRITE (*,300) YE
300 FORMAT (1X, 'LIMIT OF BREACH IN Y-DIR, IN', TS9, G15.8)
    WRITE (#,310) TMOM
310 FORMAT (1X, TOTAL TRAFFED MOMENTUM, LB-S', TS9,G15.B)
    WRITE (*,320) APPIMF
320 FORMAT (1X, 'IMFULSE FOR FLEXURE, PSI-MS', TE9, G15.8)
    WRITE (*,330) TB
330 FORMAT (1X, 'DURATION DF LOAD ON WALL, S', T59, G15.8)
    FB = 2. : AF'PIMF / TB
    WRITE (*,340) F'B
340 FORMAT (1X, 'AVERAGE FRESSURE ON WALL, PSI', TS9, G15.8)
    WRITE (*,350) H
350 FOFMAT (1X, 'EFFECTIVE WALL THICKNESS, IN', TS9, G15.8)
    WRITE (*,360) BIGRE
360 FORMAT (iX, 'EFFECTIUE BREACH RAIIUS, IN', T59, G15.8)
    RETURN
    END
```

```
    JJJ
10949C
10950C
10951C
10952
10953C
10954C
10955C
10956C
10957C
10958
10959
10960
10961
10962
10963
10964
10965
10966
10967
10968
10969
10970
10971
10972
10973
10974
10975
10976
10977
10978
10979
10980
10981
10982
10983
10984
10985
10986
10987
10988
10989
10990
10991
10992
10993
10994
10995
10996
10997
10998
```


## SURROUTINE HUGPAR

```
COMPUTE PARAMETERS FROM THE HUGONIOT EQUATION OF STATE
```

```
COKMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZP1, ARZSP1,
```

COKMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZP1, ARZSP1,
ARZFI, ARZS, ASQ, B, BIGRB, BIGMU, DELTAK, EPSLNU,
ARZFI, ARZS, ASQ, B, BIGRB, BIGMU, DELTAK, EPSLNU,
FOURTH, HALF, ONEMZ, ONEFZ, SIXTH, THETUI, THIRD,
FOURTH, HALF, ONEMZ, ONEFZ, SIXTH, THETUI, THIRD,
TWELFH,W, Z, ZB, ZCUBE, ZFOUR, ZSO
TWELFH,W, Z, ZB, ZCUBE, ZFOUR, ZSO
COMMON/ INFUTS/ BLEN, BHGT, HREF, BIGW, RATLD, ZO,
COMMON/ INFUTS/ BLEN, BHGT, HREF, BIGW, RATLD, ZO,
\& TCASE, D, F, Q, Q1, COVER, TE, SIGMAC, SIGMAR, SMALLN,
\& TCASE, D, F, Q, Q1, COVER, TE, SIGMAC, SIGMAR, SMALLN,
\& WAUEFN
\& WAUEFN
COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EY1,
COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EY1,
\& EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
\& EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
\& TMAX, TPFINT
\& TMAX, TPFINT
COMMON / RES3 / AE, VO, VE, UE, TSPL
COMMON / RES3 / AE, VO, VE, UE, TSPL
DATA AO/1.222000/, US/3998.0000/, CO/1.673E5/
DATA AO/1.222000/, US/3998.0000/, CO/1.673E5/
BATA A1/1.6670E7/, A2/-4.2307E7/, A3/5.7462E7/
BATA A1/1.6670E7/, A2/-4.2307E7/, A3/5.7462E7/
DATA FM/1.7640E6/, FE/14.700E3/, BO/-4.145270/, B1/1.19068/
DATA FM/1.7640E6/, FE/14.700E3/, BO/-4.145270/, B1/1.19068/
DATA B2/-0.10530/, B3/2.959E-3/, N/100/
DATA B2/-0.10530/, B3/2.959E-3/, N/100/
X8=0.
X8=0.
T1 = 0.
T1 = 0.
X1 =A2 / A3
X1 =A2 / A3
X2 = A1 / A3
X2 = A1 / A3
X3 = - FE/A3
X3 = - FE/A3
x4 = x2 - (x1 ** 2) / 3.
x4 = x2 - (x1 ** 2) / 3.
x5 = x3 - x2 * x1/ 3. + 2.*(-(- (- x1 / 3.) ** 3)
x5 = x3 - x2 * x1/ 3. + 2.*(-(- (- x1 / 3.) ** 3)
X6 = - X5/2. + SGRT((X5/2,)**2t(X4/3,)**3)
X6 = - X5/2. + SGRT((X5/2,)**2t(X4/3,)**3)
IF (XG .GE, O.) THEN
IF (XG .GE, O.) THEN
X6 = X6 ** (THIRD)
X6 = X6 ** (THIRD)
ELSE
ELSE
X6 = - (- X6) *) (THIRII)
X6 = - (- X6) *) (THIRII)
EN[IF
EN[IF
X7 = - XS/2. - SGRT((X5/2.)**2+(X4/3.)**3)
X7 = - XS/2. - SGRT((X5/2.)**2+(X4/3.)**3)
IF (X> ,GE, O.) THEN
IF (X> ,GE, O.) THEN
X7 = X7 ** [HIFII
X7 = X7 ** [HIFII
ELSE
ELSE
X7 = - ( - X ) ** THIRII
X7 = - ( - X ) ** THIRII
ENO IF
ENO IF
X3 = X6 + X7 - X1 / 3.
X3 = X6 + X7 - X1 / 3.
AE =AO - 1.3605E - 7 * FE
AE =AO - 1.3605E - 7 * FE
VO = AO * US
VO = AO * US
UE = AE * US / (1. + X3)
UE = AE * US / (1. + X3)
UE = SQFT(FE*(UO-VE))
UE = SQFT(FE*(UO-VE))
TSFL = 2, * COUER/CO
TSFL = 2, * COUER/CO
RETUFN

```
    RETUFN
```

```
    JJJ
10999
11000C
11001C
11002C
11003C
11004
11005C
11006C
11007C
11008C
11009C
11010
COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO,
2 TCASE, D, F, Q, QI, COVER, TE, SIGMAC, SIGMAR, SMALLN,
11012 WAVEFN
11013 COMMON / CONC / A, ALPHA, AR, EIGD, BIGL, EXI, EX2, EY1,
11014 E EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
11015 TMAX, TPRINT
11016
11017
11018
11019
11020
11021
11022
11023
11024
11025
11026
11027
11028
11029
11030
11031
COMPUTE CONSTANT PARAMETERS OF FRAGMENTATION
11011
COMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZPI, ARZSP1,
    * ARZF1, ARZS, ASQ, B, BIGRB, BIGMU, DELTAK, EPSLNU,
    & FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
    * TWELFH, H, Z, ZB, ZCUEE, ZFOUR, ZSQ
        COMMON/ RESI/ HC, UI, FFAR, WFRG; FRGT
        DATA GC/1.1520E+5/, FP/0.0531/,G/386.4/, FI/3.14159/
        IF (TCASE .EQ. O.) GO TO 100
        WC = ((PI/4*G) * ((BIGD+2.*TCASE) ** 2 - RIGD** 2)*
    * BIGL) * RHOR
        VI = GC * (2.* EIGH / (2.*WC + EIGW)) ** (HALF)
        FPAR = (FP * TCASE ** (5./ 6.) * BIGD ** (THIRD)* (1. +
        & TCASE / EIGD))
        WFRG = (FFAR * ALOG(.5)) ** 2
        FRGT = (ALOG(.5)) ** 2* (WC/ WFRG) / 2.
    100 RETURN
    END
```

```
    」」」
11032C
11033C
11034C
11035C
11036C
11037
11038C
11039C
11040C
11041C
11042C
11043
1.044
11045
11046
11047
11048
11049
11050
11051
11052
11053
11054
11055
11056
11057
11058
11059
11060
11061
11062
11063
1 1 0 6 4
11065
11066
11067
11068
11069
11070
11071
11072
11073
11074
11075
11076
11076
11078
11079
11080
11081
        SUBROUTINE AUGLD(DP, DG, PB, APPIMP, YI)
SUBROUTINE TO CALCULATE AVERAGE IMFULSE ON AN AREA
11042C
11042C
```

```
        COMMON / INPUTS / ELEN, BHBT, HREF, EIGW, RATLD, ZO,
```

        COMMON / INPUTS / ELEN, BHBT, HREF, EIGW, RATLD, ZO,
        & TCASE, D, F, Q, QI, COUER, TE, SIGMAC, SIGMAR, SMALLN,
        & TCASE, D, F, Q, QI, COUER, TE, SIGMAC, SIGMAR, SMALLN,
        * HAVEFN
        * HAVEFN
        CDMMON / CONC / A; ALPHA, AR, BIGD, BIGL, EXI, EX2, EY1,
        CDMMON / CONC / A; ALPHA, AR, BIGD, BIGL, EXI, EX2, EY1,
        & EY2, EZI, EZ2, RHOR, RHOC, SHALLM, TAU, TCR, TINCR,
        & EY2, EZI, EZ2, RHOR, RHOC, SHALLM, TAU, TCR, TINCR,
        & TMAX, TPRINT
        & TMAX, TPRINT
        CDMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZP1, ARZSP1,
        CDMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZP1, ARZSP1,
        8 ARZFI, ARZS, ASQ, B, BIGRB, GIGMU, DELTAK, EPSLNU,
        8 ARZFI, ARZS, ASQ, B, BIGRB, GIGMU, DELTAK, EPSLNU,
        & FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
        & FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
                TWELFH,W, Z, ZB, ZCUBE, ZFOUR, ZSQ
                TWELFH,W, Z, ZB, ZCUBE, ZFOUR, ZSQ
        N=2
        N=2
        T4 = 0.
        T4 = 0.
        TS = 0.
        TS = 0.
        T6 = 0.
        T6 = 0.
    100 T1 = 0.
100 T1 = 0.
T2 = 0.
T2 = 0.
T3}=0
T3}=0
XX = - DF/2.
XX = - DF/2.
I10 120 I = 1,N
I10 120 I = 1,N
YY = YI - DQ / 2.
YY = YI - DQ / 2.
XX = XX + [1F
XX = XX + [1F
DO 110 J = 1, N
DO 110 J = 1, N
YY = YY + DQ
YY = YY + DQ
R=SQRT((XX/12.)**2+(YY/12.)**2+ZO\&*2)
R=SQRT((XX/12.)**2+(YY/12.)**2+ZO\&*2)
ZDIS = R/EIGW ** THIRD
ZDIS = R/EIGW ** THIRD
CALL LIIPAR(ZDIS, R, REFIMP, FO, CRA)
CALL LIIPAR(ZDIS, R, REFIMP, FO, CRA)
T1 = T1 + FO
T1 = T1 + FO
T2 = T2 + PO * CRA
T2 = T2 + PO * CRA
T3 = T3 + REFIMP
T3 = T3 + REFIMP
110 CONTINUE
110 CONTINUE
120 CONTINUE
120 CONTINUE
FO = T1 / FLOAT (N**2)
FO = T1 / FLOAT (N**2)
FFF=T2/FLOAT(N**2)
FFF=T2/FLOAT(N**2)
KEFIMP = T3 / FLOAT{N**2)
KEFIMP = T3 / FLOAT{N**2)
IF (ABS(FO-T4)/PO.LT. .O2) GO TO 140
IF (ABS(FO-T4)/PO.LT. .O2) GO TO 140
TA = FO
TA = FO
TS = FR
TS = FR
T6 = FEFIMP
T6 = FEFIMP
N=N+1

```
        N=N+1
```

```
    JJJ
11082C ESTABLISH A LIMIT FOR A NUMEER OF ITERATIONS
11083 IF (N,GT, 5) THEN
11084 URITE (*,130)
11085 130 FORHAT (1X, 'CAUTION FOR THE VALUE OF THE REFLECT IMPULSE')
11086 GO TO 140
11087 END IF
11088 DP = DP FLOAT(N-1) / FLDAT(N)
11089 DQ = DQ * FLOAT(N-1) / FLOAT(N)
11090 GO TO 100
11091 140 PB = FR
11092 APFIMP = REFIMF * BIGW ** THIRN
11093 RETURN
11094 END
```

```
    JJJ
11095C
11096C
11097C
11098
11099C
11100C
11101C
11102C
11103C
11104
11105
11106
11107
11108
11109
11110
11111
11112
11113
11114
11115
11116
11117
11118
11119
11120
11121
11122
11123
11124
11125
```

```
        SUBROUTINE FRGLD(R, DT)
```

        SUBROUTINE FRGLD(R, DT)
    COMPUTE FRAGMENT LOADING DF AN AREA
COMPUTE FRAGMENT LOADING DF AN AREA
COMKON / INFUTS / ELEN, BHGT, HREF, BIGW, RATLD, 2O,
COMKON / INFUTS / ELEN, BHGT, HREF, BIGW, RATLD, 2O,
\& TCASE, D, F, Q, OI, COVER, TE, SIGMAC, SIGMAR, SMALLN,
\& TCASE, D, F, Q, OI, COVER, TE, SIGMAC, SIGMAR, SMALLN,
* WAVEFN
* WAVEFN
COMMON / CONC / A, ALFHA, AR, BIGD, BIGL, EX1, EX2, EY1,
COMMON / CONC / A, ALFHA, AR, BIGD, BIGL, EX1, EX2, EY1,
\& EY2, EZ1, EZ2, RHOR, RHOC, SHALLM, TAU, TCR, TINCR,
\& EY2, EZ1, EZ2, RHOR, RHOC, SHALLM, TAU, TCR, TINCR,
\& TMAX, TPRINT
\& TMAX, TPRINT
COMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZP1, ARZSP1,
COMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZP1, ARZSP1,
\& ARZF1, ARZS, ASQ, B, BIGRB, BIGMU, DELTAK, EPSLNU,
\& ARZF1, ARZS, ASQ, B, BIGRB, BIGMU, DELTAK, EPSLNU,
\& FOURTH, HALF, ONEHZ, ONEPZ, SIXTH, THETU1, THIRB,
\& FOURTH, HALF, ONEHZ, ONEPZ, SIXTH, THETU1, THIRB,
TWELFH, W, Z, ZB, ZCUBE, ZFOUR, ZSO
TWELFH, W, Z, ZB, ZCUBE, ZFOUR, ZSO
COMMON / RESI / WC, UI, FPAR, WFRG, FRGT
COMMON / RESI / WC, UI, FPAR, WFRG, FRGT
COMMON / RES2 / UR, FRGN, FRGM, UN, ZFI
COMMON / RES2 / UR, FRGN, FRGM, UN, ZFI
DATA PI/3.14159/, G/386.4/, CF/.7/
DATA PI/3.14159/, G/386.4/, CF/.7/
IF (TCASE .EQ. O.) GO TO 100
IF (TCASE .EQ. O.) GO TO 100
UR = UI * EXP(-1.59E-3*R/(UFRG**THIRD))
UR = UI * EXP(-1.59E-3*R/(UFRG**THIRD))
FRGN = (FRGT / (2. * PI)) * DT
FRGN = (FRGT / (2. * PI)) * DT
FRGM = (WC / G)* (DT / (2 * FI))
FRGM = (WC / G)* (DT / (2 * FI))
UN = UR * 20 / R
UN = UR * 20 / R
ZF1 = (CP * S.61E - 8) * SQRT(5000./SIGMAC) * (WFRG **
ZF1 = (CP * S.61E - 8) * SQRT(5000./SIGMAC) * (WFRG **
\& .4) * (UN ** 1.8)
\& .4) * (UN ** 1.8)
100 RETURN
100 RETURN
END

```
    END
```

```
    SUBROUTINE TLDI(XE, YE, TF, TB)
```

    SUBROUTINE TLDI(XE, YE, TF, TB)
    COMPUTE THE EFFECTIUE LOADING DURATION ON AN AREA
COMPUTE THE EFFECTIUE LOADING DURATION ON AN AREA
COMMON / INPUTS / BLEN, BHGT, HREF, BIGH, RATLD, ZO,
COMMON / INPUTS / BLEN, BHGT, HREF, BIGH, RATLD, ZO,
\& TCASE, D,F, Q, QI, COVER, TE, SIGMAC, SIGMAR, SMALLN,
\& TCASE, D,F, Q, QI, COVER, TE, SIGMAC, SIGMAR, SMALLN,
L WAVEFN
L WAVEFN
COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EY1,
COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EY1,
\& EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
\& EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
\& TMAX, TPRINT
\& TMAX, TPRINT
CQMMON / CONSTS / ACUBE, AFQUR, ARSQ, ARSZPI, ARZSPI,
CQMMON / CONSTS / ACUBE, AFQUR, ARSQ, ARSZPI, ARZSPI,
\& ARZPI, ARZS, ASQ, B, BIGRB, BIGMU, DELTAK, EPSLNU,
\& ARZPI, ARZS, ASQ, B, BIGRB, BIGMU, DELTAK, EPSLNU,
\& FOURTH, HALF, DNEMZ, ONEPZ, SIXTH, THETUI, THIRI,
\& FOURTH, HALF, DNEMZ, ONEPZ, SIXTH, THETUI, THIRI,
\& TWELFH, W, Z, ZB, ZCUBE, ZFOUR, ZSO
\& TWELFH, W, Z, ZB, ZCUBE, ZFOUR, ZSO
ZDIS = ZO (BIGW * THIRD)
ZDIS = ZO (BIGW * THIRD)
CALL TLDZ(ZDIS, TA, TO)
CALL TLDZ(ZDIS, TA, TO)
TN = TA * (BIGH ** THIRD) / 1000.
TN = TA * (BIGH ** THIRD) / 1000.
ZDIS = SQRT(ZO**2+(XE/12.)**2t(YE/12.)**2)/(BIGW **
ZDIS = SQRT(ZO**2+(XE/12.)**2t(YE/12.)**2)/(BIGW **
* THIRD)
* THIRD)
CALL TLD2(ZDIS, TA, TO)
CALL TLD2(ZDIS, TA, TO)
TF = TA * (BIGW ** THIRD)/ 1000.
TF = TA * (BIGW ** THIRD)/ 1000.
TO = TO * (BIGW ** THIRD)/ 1000.
TO = TO * (BIGW ** THIRD)/ 1000.
TB=TF - TN + TO
TB=TF - TN + TO
RETURN
RETURN
END

```
    END
```

11156C
11157C
11158C
11159C
11160C
11161C
11162
11163C
11164C
11165C
11166C
11167C
11168C
11169
11170
11171
11172
11173
11174
11175C
11176C
11177
11178
11179C
11180C
11181
11182
11183
11184
11185
11186
11187
11188
11189
11190
11191
11192
11193
11194
11195
11196
11197
11198
11199
11200
11201
11202
11203
11204
11205
SURROUTINE LDPAR(ZDIS; R, REFIMP, PO, CRA)
COMPUTE THE OUERPRESSURE, REFLECTION COEFFICIENT,
and reflected impulse at a point.
COMAON / INPUTS / BLEN, BHGT, HREF, GIGW, RATLD, ZO,
\& TCASE, D, F, R, QI, COVER, TE, SIGMAC, SIGMAR, SMALLN,
8 WAVEFN
COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EY1,
2 EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
8 TMAX, TPRINT
DIMENSION X(20), P(20), FR(20), RI(20), PA(10), AL(12),
\& C(10,12)
|ATA X/.3000, .4000, .5000, .6000, .7000, .8000, .9000,
\& 1.000, 1.100, 1.200, 1.300, 1.500, 1.600, 1.800,
\& 2.000, 2.500, 3.000, 3.500, 4.000, 5.0001
DATA P/4.600, 3.400, 2.620, 2.080, 1.700, 1.400, 1.200,
\& 1.020, .9000, .7800, .6900, .5450, .4900, .3950,
\& .3300,.2100, .1400, .1100, .0700, .0410/
IATA FR/S5.00, 38.00, 27.00, 20.60, 16.20, 13.00, 10.40,
\& 8.600, 7.400, 6.300, 5.400, 4.100, 3.600, 2.800,
\& 2.200, 1.240, .7500, .4500, .3100, .1550/
DATA RI/3.500, 2.500, 1.900, 1.450, 1.160, .9600, .8000,
\& .6700, .5500, .4800,.4200, .3400, .3100, .2600,
\& .2200, .1600, .1250, .1000, .0840,.0600/
DATA PA/7.00, 3.00, 1.00, .500, .200,.050, .030. .010,
\& .005, .001/
DATA AL/0.00, 10.0, 20.0, 30.0, 35.0, 40.0, 45.0, 50.0,
\& 60.0, 70.0, 80.0,90.01
DATA C/12.7, 11.0, 8.50, 7.30, 6.00, 4.20, 3.50, 2.50,
\& 2*2., 12.2, 10.6, 8.30, 7.20, 5.90, 4.10, 3.50. 2.50,
2*2., 11.3, 9.80, 7.90, 6.80, 5.60, 4.00, 3.40, 2.40,
2*2., 10.0, 8.80, 7.30, 6.10, 5.10, 3.60, 3.30, 2.40,
2*2., 9.40, 8.20, 6.90, 5.80, 4.90, 3.60, 3.30, 2.40,
2*2., 8.50, 7.50, 6.20, 5.70, 5.10, 4.10, 3.50, 2.50,
2*2., 8.50, 7.80, 6.40, 5.80, 4.90, 3.70, 3.30, 2.60,
2%2., 8.80, 7.30, 5.80, 5.00, 4.00, 2.90, 2.50, 2.20,
2*1.9, 5.00, 4.30, 3.60, 3.00, 2.50, 2\$2.1, 3*1.8,

```
```

    J」J
    11206
11207
11208
11209
11210
11211
11212
11213
11214
11215
11216
11217
11218
11219
11220
11221
11222
11223
11224
11225
11726
11227
11228
11229
11230
11231
11232
11233
11234
1235
11236
11237
11238
11239
11240
11241
11242
11243
11244
11245
11246
11247
11248
11249
11250
11251
11252
11253
11254
11255

```
```

    2 3.00, 2.70, 2.30, 2.10, 3*1.8, 3%1.7, 2.00, 1.90,
    ```
    2 3.00, 2.70, 2.30, 2.10, 3*1.8, 3%1.7, 2.00, 1.90,
    & 3*1.8, 2*1.7, 3%1.6, 10*1.5/
    & 3*1.8, 2*1.7, 3%1.6, 10*1.5/
    DATA PI/3.14159/
    DATA PI/3.14159/
    DO 100 I = 1, 20
    DO 100 I = 1, 20
        IF (X(I) .GT. ZDIS) THEN
        IF (X(I) .GT. ZDIS) THEN
        N1 = I
        N1 = I
        N2 = I - 1
        N2 = I - 1
        GO TO 110
        GO TO 110
        END IF
        END IF
100 CONTINUE
100 CONTINUE
    WRITE (%,180)
    WRITE (%,180)
110 SLOPE = ALOG(P(N1)/F(N2)) / ALOG(X(N1)/X(N2))
110 SLOPE = ALOG(P(N1)/F(N2)) / ALOG(X(N1)/X(N2))
    PO = F(N2) * (ZDIS / X(N2)) ** SLOFE
    PO = F(N2) * (ZDIS / X(N2)) ** SLOFE
    ANGLE = ZO / F
    ANGLE = ZO / F
    IF ((1.-ANGLE) .LT. 1.E - 4) THEN
    IF ((1.-ANGLE) .LT. 1.E - 4) THEN
    ANGLE = 0.
    ANGLE = 0.
    ELSE
    ELSE
    ANGLE = ATAN(SQRT((R/ZO)**2-1.)) * 360./ (2.* FI)
    ANGLE = ATAN(SQRT((R/ZO)**2-1.)) * 360./ (2.* FI)
    END IF
    END IF
    IO 120 I = 1, 10
    IO 120 I = 1, 10
        IF (PA(I) .LT. PO) THEN
        IF (PA(I) .LT. PO) THEN
        N1 = I
        N1 = I
        N2 = I - 1
        N2 = I - 1
        GO TO 130
        GO TO 130
        END IF
        END IF
120 CONTINUE
120 CONTINUE
    WRITE (*,190)
    WRITE (*,190)
130 110 140 I = 1, 12
130 110 140 I = 1, 12
        IF (AL(I) ,GT. ANGLE) THEN
        IF (AL(I) ,GT. ANGLE) THEN
        N3=1
        N3=1
        N4 = I - 1
        N4 = I - 1
        GO TO 150
        GO TO 150
        ENI IF
        ENI IF
140 CONTINUE
140 CONTINUE
    WRITE (*,200)
    WRITE (*,200)
150 SLOFE = (C(N1,N3) - C(N2,N3))/ALOG(FA(N1)/FA(N2))
150 SLOFE = (C(N1,N3) - C(N2,N3))/ALOG(FA(N1)/FA(N2))
    C1 = C(N2,N3) + SLOFE * ALOG(FO/FA(N2))
    C1 = C(N2,N3) + SLOFE * ALOG(FO/FA(N2))
    SLOFE = (C(N1,N4)-C(N2,N4))/ ALOG(FA(N1)/FA(N2))
    SLOFE = (C(N1,N4)-C(N2,N4))/ ALOG(FA(N1)/FA(N2))
    C2 = C(N2,N4) + SLOPE * ALOG(FO/FA(N2))
    C2 = C(N2,N4) + SLOPE * ALOG(FO/FA(N2))
    SLOFE = (C1 - C2) /(AL(N3) - AL'N4))
    SLOFE = (C1 - C2) /(AL(N3) - AL'N4))
    CRA = C2 + (ANGLE - AL(N4)) * SLOFE
    CRA = C2 + (ANGLE - AL(N4)) * SLOFE
    FRI = CRA * FO
    FRI = CRA * FO
    10 160 I = 1, 20
    10 160 I = 1, 20
        IF (F'R(I) ,LE, FRI) THEN
        IF (F'R(I) ,LE, FRI) THEN
        NI=I
        NI=I
        N2 = I - 1
        N2 = I - 1
        GO TO 170
        GO TO 170
        END IF
        END IF
160 CONTINUE
160 CONTINUE
    WRITE (*,210)
```

    WRITE (*,210)
    ```
    JJJ
    JJJ
11256
11256
11257
11257
11258
11258
11259
11259
11260
11260
11261
11261
11262
11262
170 SLDPE = ALOG(RI(N1)/RI(N2)) / ALOG(PR(N1)/PR(N2))
170 SLDPE = ALOG(RI(N1)/RI(N2)) / ALOG(PR(N1)/PR(N2))
    REFIMP = RI(N2) * (PRI / PR(N2)) ## SLOPE
    REFIMP = RI(N2) * (PRI / PR(N2)) ## SLOPE
    PO = PO : 1000.
    PO = PO : 1000.
    RETURN
    RETURN
180 FORHAT ('OLIMIT EXCEEDED IN LDPAR, ZDIS')
180 FORHAT ('OLIMIT EXCEEDED IN LDPAR, ZDIS')
190 FORHAT ('OLIMIT EXCEEDED IN LDPAR, PO')
190 FORHAT ('OLIMIT EXCEEDED IN LDPAR, PO')
200 FORHAT ('OLIMIT EXCEEDED IN LDPAR, AL')
200 FORHAT ('OLIMIT EXCEEDED IN LDPAR, AL')
210 FORMAT ('OL.IMIT EXCEEDED IN LDPAR, PRI')
210 FORMAT ('OL.IMIT EXCEEDED IN LDPAR, PRI')

```

    JJJ
    11265C
11266C
11267C
11268C
11269
11270C
11271C
11272C
11273C
11274C
11275
11276
11277
11278
11279
11280
11281
11282
11283
11284
11285
11286
11287
11288
11289
11290
1 1 2 9 1
11292
11293
11294
11295
11296
11297
1 1 2 9 8
11299
11300
11301

```
```

    SUBROUTIME TLD2(ZDIS, TA, TO)
    ```
    SUBROUTIME TLD2(ZDIS, TA, TO)
    COMPUTE THE DURATION AND TIME OF ARRIUAL AT A POINT
    COMPUTE THE DURATION AND TIME OF ARRIUAL AT A POINT
        IIMENSIDN X(20), TA1(20), T(20)
        IIMENSIDN X(20), TA1(20), T(20)
        IIATA X/.3000,.4000,.5000,.6000,.7000,.8000,.9000,
        IIATA X/.3000,.4000,.5000,.6000,.7000,.8000,.9000,
    l 1.000, 1.100, 1.200, 1.300, 1.500, 1.600, 1.800,
    l 1.000, 1.100, 1.200, 1.300, 1.500, 1.600, 1.800,
    & 2.000, 2.500, 3.000, 3.500, 4.000, 5.000%
    & 2.000, 2.500, 3.000, 3.500, 4.000, 5.000%
        DATA T/.0490, .0510, .0540, .0570, .0600, .0630, .0660,
        DATA T/.0490, .0510, .0540, .0570, .0600, .0630, .0660,
        & .0690,.0730,.0770, .0820, .0890, .0950, .1080,
        & .0690,.0730,.0770, .0820, .0890, .0950, .1080,
        & .1200,.1750,.2700. .4000,.6000,.9800/
        & .1200,.1750,.2700. .4000,.6000,.9800/
        DATA TA1/.0075,.0150,.0225,.0300,.0380,.0470,.0580,
        DATA TA1/.0075,.0150,.0225,.0300,.0380,.0470,.0580,
    & .0700,.0820,.0930,.1080, .1360,.1650, .1900,
    & .0700,.0820,.0930,.1080, .1360,.1650, .1900,
    & .2250, .3400, .4750, .6300, .8100, 1.230/
    & .2250, .3400, .4750, .6300, .8100, 1.230/
100 FORMAT (IX, 'LIMIT EXCEELED IN TLI2')
100 FORMAT (IX, 'LIMIT EXCEELED IN TLI2')
        IF (ZDIS .LT. X(1)) GO TO 120
        IF (ZDIS .LT. X(1)) GO TO 120
        no 110I=2, 20
        no 110I=2, 20
        IF (X(I) .GT. ZDIS) THEN
        IF (X(I) .GT. ZDIS) THEN
        N1 = I
        N1 = I
        N2 = I - 1
        N2 = I - 1
        GO TO 130
        GO TO 130
        END IF
        END IF
110 CONTINUE
110 CONTINUE
120 WRITE (*,100)
120 WRITE (*,100)
        GO TO 140
        GO TO 140
    130 FACT = ALOG(TA1(N1)/TA1(N2))/ALOG(X(N1)/X(N2))
    130 FACT = ALOG(TA1(N1)/TA1(N2))/ALOG(X(N1)/X(N2))
        TA = TA1(N2) * ((ZGIS/X(N2)) ** FACT)
        TA = TA1(N2) * ((ZGIS/X(N2)) ** FACT)
        FACT = ALOG(T(N1)/T(N2)) / ALOG(X(N1)/X(N2))
        FACT = ALOG(T(N1)/T(N2)) / ALOG(X(N1)/X(N2))
        TO = T(N2)* ((ZDIS/X(N2)) ** FACT)
        TO = T(N2)* ((ZDIS/X(N2)) ** FACT)
    140 RETURN
    140 RETURN
    ENI
```

    ENI
    ```
```

    JJJ
    11302C
11303C
11304C
11305
11306C
11307C
11308C COMPUTE ATTENUATION OF SHDCK WAVE THROUGH THE CONCRETE
11309 COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO,
11310 \& TCASE, D,F, Q, Q1, COUER, TE, SIGMAC, SIGMAR, SMALLN,
11311
11312
11313
11314
11315
11316
11317
11318
11319
11320
11321
11322
11323 DATA PM/1.7640E6/, PE/14.700E3/, BO/-4.145270/% B1/1.19068/
11324 DATA E2/-0.10530/, B3/2.959E-3/, N/100/
11325 X8 =0.
11326 T1 = 0.
11327 DO 120I = 1,N
11328 P = (FR / FLOAT(2\#N)) \& FLOAT(2*(N-I)+1)
11329 IF ((PR .GT. PE).AND. (P .LE. PE)) THEN
11330 P = PE
11331 GO TO 130
11332 END IF
11333 T = (TR / FLOAT(2*N)) F FLOAT(2\#I-1)
11334 F5 = ALOG(P)
11335 AFAR = EXP(B0+B1%F5+B2*F5**2+83*F5**3)
11336 IF (APAR .LT. 1.) APAR = 1.
11337C FROK J. U. USPENSKY PP 84-89
11338 X1 = A2/A3
11339 X2 = A1/ A3
11340 X3 = -F/A3
11341 X4 = x2-(x1 ** 2) / 3.
11342 X5 = X3 - X2 * x1/ 3. + 2.* ((X1/3,) ** 3)
11343 X6 = - X5/2, + SQRT((X5/2.)**2+(X4/3.)**3)
11344 IF (X6.GE. O.) THEN
11345 X6 = X6 ** THIRD
11346 ELSE
11347 X6 = - ( - X6) ** THIRD
11348 END IF
11349 X7 = - X5/2, - SaRT((x5/2.)**2+(X4/3.)**3)
11350 IF (X).GE. O.) THEN
11351 X7 = X7 * THIRD

```

ELSE
X7 \(=-(-X 7)\) * THIRD
END IF
\(X_{3}=X_{6}+X_{7}-X_{1} / 3\).
\(V=\) APAR * US \(/(1,+x 3)\)
\(C_{1}=\operatorname{SORT}(A 1 * U S)\)
\(C=C O+(C 1-C O) *(A P A R-A O) /(1 .-A O)\)
IF ( \(P\). GT. PK) GO TO 100
US = UE + UE * ( (P-PE) / (VE - U)) ** HALF
\(U F=U E+((P-P E) *(U E-U)) * *\) HALF
GO TO 110
100 US \(=\) VO * (P/ (VO - U)) ** HALF
UF = (P * (A * US - U) ) ** HALF
110 IF (US ,GT. C) GO TO 130
\(X 9=(X B-(T 1-T) * U S) /(1 .-U S /(C+U F))\)
\(\mathrm{T}_{2}=\mathrm{T}_{1}+(\mathrm{X9}-\mathrm{X} 8) / \mathrm{Us}\)
IF (X9 .GE, H) GD TO 130
\(x 8=x 9\)
\(\mathrm{r}_{1}=\mathrm{r}_{2}\)
120 CONTINUE
130 RETURN
END
```

    JJJ
    11374C
11375C
11376
11377C
11378C
11379C
11380C
11381C
11382
11383
11384
11385C
11386C
11387
11388
11389
11390
11391
11392
11393
11394
11395
11396
11397
11398
11399

```
```

            SUBROUTIME TSCALE
    ```
            SUBROUTIME TSCALE
SUBROUTINE COMPUTES TIME VALUES TO BE USED IN TSTEP
SUBROUTINE COMPUTES TIME VALUES TO BE USED IN TSTEP
    COMMON / CONC / A, ALFHA, AR, BIGD, BIGL, EX1, EX2, EY1,
    COMMON / CONC / A, ALFHA, AR, BIGD, BIGL, EX1, EX2, EY1,
    E EY2, EZI, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
    E EY2, EZI, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
    & TMAX, TPRINT
    & TMAX, TPRINT
    TMAX = 20. T TAL
    TMAX = 20. T TAL
    TINCR = TMAX / 200.
    TINCR = TMAX / 200.
    FACT = 1.
    FACT = 1.
    DO 100 I = 1: 10
    DO 100 I = 1: 10
        TUAR = FACT TINCR
        TUAR = FACT TINCR
        TVAR = IFIX(TUAR)
        TVAR = IFIX(TUAR)
        IF (TVAR .GT. O) GO TO 110
        IF (TVAR .GT. O) GO TO 110
        FACT = 10. * FACT
        FACT = 10. * FACT
100 CONTINUE
100 CONTINUE
110 TINCR = 1. / FACT * TUAR
110 TINCR = 1. / FACT * TUAR
    TPRINT = 5.* TINCR
    TPRINT = 5.* TINCR
    RETURN
    RETURN
    END
```

    END
    ```

\section*{ \\ }

SURROUTINE TCNTRL (NTRIES)

THIS SURROUTINE STARTS WITH EACH CASE AT TIME T=0 AND AFTER SOME INITIALIZATION, FUSHES THE CASE THRU THE TIME STEPS, USING TINCR AS THE TIME STEP INCREMENT AND TMAX, AS THE TIME STOP INDICATOR.

THE BAD-HINGE-LOCATION-FLAG IS SET IF A BAD VALUE FOR THE HINGE LOCATION IS DISCOVERED BY THE SUBPROCEDURE, CHEKXH, THE LOOP-CONTROL-FLAG IS SET UHEN THE SUBPROCEDURE, TSTEP, FINDS THE TIME-STEPLOOP SHOULD BE TERMINATED FOR ANY REASON. THE CASE-IS-DONE-FLAG CAN BE SET AS FOLLOWS

1 IF THE TIME-STEP-LOOP HAS BEEN ATTEMPTED MAXTRI TIMES (SET IN TCNTRL)
2 IF THE ORIGINAL CONSTANTS FOR THE CASE ARE NEGATIVE OR NONCONUERGENT (SET IN TZERO)
3 IF THE MAXIMUK DEFLECTION HAS BEEN FOUND OR IF THE TIME MAXIMUM HAS BEEN EXCEEDED (SET IN TSTEP).

\begin{abstract}
THE PARAMETER, NTRIES, IS INCREMENTED BY THIS ROUTINE, WHENEVER THE TIME-STEP-LOOP IS TERMINATED, TO INDICATE THE NUMEER OF TIMES THE LOOP HAS BEEN TRIEI. IN THE CASE OF AN UNSUCCESSFUL TERMINATION, THE LOOP WILL BE TRIED AGAIN UP TO MAXTRI TIMES, WITH THE TIME STEF HALVED EACH TIME.
\end{abstract}

THIS SUBROUTINE CALLS THE FOLLOWING SURPRDCEDURES TZERO TO INITIALIZE CONSTANTS AND UARIABLES FOR THE CASE
TSTEP
TO COMPUTE THE DESIRED VARIABLES AT
EACH TIME STEF, FROM TIME = TINCF THRU THE TIME, \(T=\) TMAX.

THIS ROUTINE IS CALLED BY THE FROCEDURE, DRIUER.

INTEGER BADXFG, BFFLAG, BRHFG, IONEFG, EOFLAG, FLGX, FLGY, I BRHFG1
COMMON / FLAGS / BADXFG, EPFLAG, BRHFG, DONEFG, EOFLAG, \(\&\) IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY, 8 ERHFG1

COMMON / INFUTS / BLEN, BHGT, HREF, BIGW, RATLI, ZO,
```

\& TCASE, D, F, Q, QI, CQUER, TE, SIGMAC, SIGMAR, SMALLN,
\& WAVEFN
COMMON / CDNC / A, ALPHA, AR, BIGD, BIGL, EXI, EX2, EY1,
\& EY2, EZ1, EZ2, RHOR, RHOC, SHALLM, TAU, TCR, TINCR,
\& TMAX, TPRINT
COMMON / RESULT/' DELTA, PE, T, THETA, THETAD, VEL, WF,
8 WK, WP, BIGX, XH
COMMON / PRINTS / LITTLN, MAXLIN, NF, NUMLIN, NUMPAG,

* NWAVEF, STEPCT
CHARACTER FLAG%1, TIMNOW*10, TITLEE75, TODAY*10, TYPE*5
COMMON / PRINTC / FLAG, TIMNOW, TITLE, TODAY, TYPE
CHARACTER BLANK%1
DATA BLANK/' '/, MAXTRI/2/
SET MECHANISM-FLAG FOR MECHANISM 2 TO CHECK XHO
CLEAR BAD-HINGE-LOCATION AND LOOP-CONTROL FLAGS
SET FIRST-TIME-FLAG FQR 1ST 2 PASSES THRU COMP
CLEAR NON-CONUERGENT-FLAG FOR PLATE CASE
CLEAR FAILURE FLAG FOR PRINTOUT
SET TYPE-OF-LOAD FLAG TO EFFECTIUE UNIFORM LOAD
INITIALIZE TIME UARIABLES, COMPUTE CASE CONSTANTS
AND PRINT T=O RESULTS ON NEW FAGE (TZERO).
MECHFG = 2
BADXFG =0
LDOFFG =0
M1STFG = 2
NCONFG = 0
LOADFG = 1
T = 0.0
THETA = 0.0
THETAD = 0.0
DELTA = 0.0
VEL =0.0
WF=0.0
WF}=0.
PE =0.0
WK = 0.0
FLAG = FLANK
NUMLIN = MAXLIN
CALL TZERO(NTRIES)
IF ORIGINAL CONSTANTS AFE OKAY
IF (DONEFG .EQ. 1) GO TO 120
THEN

```

CALL TSTEP(LDOPFG)
GO TO 100
END WHILE
add 1 to number of tries
110 NTRIES \(=\) NTRIES + 1
IF THIS WAS THE LAST TRY ALLOWED,
THEN SET CASE-IS-IIONE-FLAG
IF (NTRIES .GE, MAXTRI) DONEFG \(=1\)
ELSE CONTINUE, SKIPPING CALCULATIONS
END IF (ORIGINAL CONSTANTS)
120 RETURN
END

DO WHILE LOOP-CONTROL-FLAG IS CLEAR (I.E.. WHILE TIMEくTIME MAX \(\&\) GADXFG IS CLEAR)

SUBROUTINE TZERO(MTRIES)
THIS SUBROUTINE COMPUTES AND PRINTS CASE CONSTANTS FROM THE GIUEN INPUT VALUES. IT ALSO PROUIDES FOR the first line of output (t=0) to be printed out ON A NEU PAGE WITH HEADINGS.

THIS SUBROUTINE IS CALLED BY THE PROCEDURE TCNTRL
 AND CALLS THE FOLLOWING SUBPROCEDURES

BTZERO INITIALIZES EEAM CONSTANTS \(\&\) VARIABLES
 PTZERO INITIALIZES PLATE CONSTANTS

\section*{: VARIABLES}

CALXHO FINDS THE ORIGINAL HINGE LOCATION, XHO CHEKXH CHECKS THE ORIGINAL LOCATION OF THE

PRINTR
HINGE, XHO, AT TIME \(=0\)
given case at time \(=0\)
the input parameter, ntries, is used to prevent the calculation and printing of the computed conSTANTS FOR THE CASE ON THE SECDND AND SUCCEEDING tries. the parameter will not be altered in any WAY.
the case-is-done-flag may be set in two ways
FIRST, WHEN THE PLATE CONSTANT, \(Z\), CANNOT BE FQUND OR DOES NOT CONUERGE, AND SECOND, IF NEGATIUE CONSTANTS ARE COMPUTED.

INTEGER BADXFG, GPFLAG, BRHFG, DONEFG, EDFLAG, FLGX, FLGY, ( BRHFG1
COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
8 IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY,
\& ERHFGI
COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO,

2 WAVEFN
COMMON / RESULT / DELTA, PE, T, THETA, THETAD, VEL, WF,
\& WK, WP, BIGX, XH
COMMON / CONC / A, ALFHA, AR, BIGD, BIGL, EX1, EX2, EY1,
8 EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
8 TMAX, TPRINT
COMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZF1, ARZSF1,
\(\& \quad A R Z P 1, A R Z S, ~ A S Q, B\), GIGRB, BIGMU, DELTAK, EPSLNU,
8 FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
\(\&\) TWELFH, W, Z, ZB, ZCUBE, ZFOUR, \(2 S Q\)
COMMON / RES4/ PU, H
```

    J」J
    11576C
11577C
11578
11579C
11580C
11581C
11582
11583
11584
11585
11586
11587
11588
11589
11590
11591
11592C
11593C
11594C
11595C
11596
11597C
11598
11599C
11600C
11601C
11602C
11603
11604C
11605
11606
11607C
11608C
11609C
11610
11611C
11612
11613
11614C
11615
11616C
11617
11618
11619C
11620C
11621C
11622
11623C
11624C

```
```

    IF THIS IS THE FIRST TIME THRU TZERO FOR THIS CASE
    ```
    IF THIS IS THE FIRST TIME THRU TZERO FOR THIS CASE
IF (NTRIES .EQ. O .AND. BRHFG .EQ. O) THEN
IF (NTRIES .EQ. O .AND. BRHFG .EQ. O) THEN
            USE INPUT VALUES TO COMPUTE CONSTANTS
```

            USE INPUT VALUES TO COMPUTE CONSTANTS
    ```


```

\& (SIGMAR / SIGMAC))

```
& (SIGMAR / SIGMAC))
ASO =A A
ASO =A A
ACUBE = A *% 3
ACUBE = A *% 3
AFOUR = A ** 4
AFOUR = A ** 4
ARSQ = AR * AR
ARSQ = AR * AR
W=386.4 SMALLM
W=386.4 SMALLM
DELTAK = SMALLN $ 386.4
DELTAK = SMALLN $ 386.4
RHOC = SMALLM / H
RHOC = SMALLM / H
THETUI = (4.0* * * EPSLNU) / D** 2
THETUI = (4.0* * * EPSLNU) / D** 2
SET TYPE DF CASE CONSTANTS
SET TYPE DF CASE CONSTANTS
BEAM CASE
BEAM CASE
IF (BPFLAG .EQ. 1) CALL BTZERO
IF (BPFLAG .EQ. 1) CALL BTZERO
PLATE CASE
PLATE CASE
IF (BPFLAG .EQ. 2) CALL PTZERO
IF (BPFLAG .EQ. 2) CALL PTZERO
FIND VALUE OF ORIGINAL HINGE LOCATION
FIND VALUE OF ORIGINAL HINGE LOCATION
    AND PRINT OUT COMPUTED CONSTANTS
    AND PRINT OUT COMPUTED CONSTANTS
CALL CALXHO(XO, XHO)
CALL CALXHO(XO, XHO)
IF (BPFLAG EQ. 1) WRITE (%,110) B, BIGMU, W, XHO
IF (BPFLAG EQ. 1) WRITE (%,110) B, BIGMU, W, XHO
IF (BPFLAG ,EQ. 2) WRITE (*,120) B, Z, BIGMU, W, XHO
IF (BPFLAG ,EQ. 2) WRITE (*,120) B, Z, BIGMU, W, XHO
    IF NEGATIVE CONSTANTS, PRINT MESSAGE
    IF NEGATIVE CONSTANTS, PRINT MESSAGE
IF (B .LE. O.O .OR. EIGMU .LT. O.O .OR. W .LE. O.O) THEN
IF (B .LE. O.O .OR. EIGMU .LT. O.O .OR. W .LE. O.O) THEN
WRITE (*,130)
WRITE (*,130)
DONEFG = 1
DONEFG = 1
ELSE
ELSE
    SET BFEACH FLAG
    SET BFEACH FLAG
BRHFG = ERHFGI
BRHFG = ERHFGI
END IF
END IF
    IF THIS IS THE 1ST TIME THRU FOR BREACH ENTRY
    IF THIS IS THE 1ST TIME THRU FOR BREACH ENTRY
ELSEIF(NTRIES,EQ,O.AND, ERHFG.EQ,1)THEN
ELSEIF(NTRIES,EQ,O.AND, ERHFG.EQ,1)THEN
    SET UP CONSTANTS FOR BREACH OUTFUT
```

    SET UP CONSTANTS FOR BREACH OUTFUT
    ```
11625 C


\section*{SUBRDUTINE GTZERD}

THIS SUBROUTINE CALCULATES THE INITIAL UALUES OF CONSTANTS AND UARIABLES TO BE USED BY THE GIUEN BEAM CASE.

ALL OF THE CONSTANTS AND VARIABLES INITIALIZED ARE PASSED TO THE OTHER PROCEDURES THRQUGH THE COMMON RLOCKS, COMPS, FLAGS, AND CONSTS.

THIS SUBROUTINE IS CALLED BY THE PROCEDURE, TZERO. IT CALLS NO SUBPROCEDURES.
```

EXTERNAL FXBO, PXY
INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY,
8
BRHFG1
COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
\& IERRFG, LOADFG, MECHFG; MISTFG; NCONFG, FLGX, FLGY,
\& BRHFGI
COMMON / COMPS / ATHED1, ATHED2, APEDOT, AWFDOT, NELDOT,
\& PEDOT, THEOTI, THEDT2, THEDT3, WFDOT, WFDOT
COMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZPI, ARZSP1,
8 ARZP1, ARZS, ASQ, B, BIGRB, BIGMU, DELTAK, EPSLNU,
\& FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
\& TWELFH, W, Z, ZB, ZCUBE, ZFOUR, ZSQ
COMMON/ INPUTS/ BLEN, BHGT, HREF, BIGH, RATLD, ZO,
\& TCASE, D, F,Q, Q1, COUER, TE, SIGMAC, SIGMAR, SMALLN,
\& WAVEFN
COMMON / CONC / A, ALPHA, AR, RIGD, BIGL, EXI, EXI, EYI,
\& EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
\& TMAX, TPRINT
COMMON / RESULT/ DELTA, PE, T, THETA, THETAD, VEL, WF,
\& WK, WP, BIGX, XH
COMMON / RES4/PU,H
SET UF BEAM CONSTANTS
E =A*AR
THEIT2 = 3.0 % HALF \# DELTAK / A
THELT3 = 3.0 * F * BIGMU/ (SMALLM * ACURE)
WFDOT = 4.0 * ASQ*E
WFDOT = 4.0 B EF EIGMU
FEDOT = 4.0* ASQ* B * SMALLN*W
ATHEII2 = THEDT2 + THEDT3
AFEDOT = PEDOT HALF
IF THIS IS A UNIFORM LOAI

```
```

JJ

```

11720
11721 C 11722 C 11723 C 11724 11725 11726 11727 C 11728 11729 C 11730 C
11731
11732
11733
11734
11735
11736
11737 C 11738 11739 C 11740 11741 C 11742
```

IF (LOADFG .EQ. 1) THEN

```
IF (LOADFG .EQ. 1) THEN
    DETERGINE UNIFORM LOAD CONSTANTS FOR COMP
    DETERGINE UNIFORM LOAD CONSTANTS FOR COMP
    DELDOT = PU / SMALLM
    DELDOT = PU / SMALLM
    THEDT1 = 3.0 % DELDOT * HALF/A
    THEDT1 = 3.0 % DELDOT * HALF/A
    AWFDOT = WFDOT * PU HALF
    AWFDOT = WFDOT * PU HALF
    else
    else
            DETERMINE BLAST LOAD CONSTANTS FOR COMP
            DETERMINE BLAST LOAD CONSTANTS FOR COMP
    DELDOT = 1.0 / (SMALLH * A * B)
    DELDOT = 1.0 / (SMALLH * A * B)
    THEDT1 = 3.0 (SMALLH * ACUBE * B)
    THEDT1 = 3.0 (SMALLH * ACUBE * B)
XH=A
XH=A
CALL IBLNC(O, XH, FXBO, PXY, ANSX)
CALL IBLNC(O, XH, FXBO, PXY, ANSX)
ATHED1 = THEDT1 * ANSX
ATHED1 = THEDT1 * ANSX
AWFDOT = 4.0 # ANSX
AWFDOT = 4.0 # ANSX
END IF
END IF
RETURN
RETURN
END
```

END

```

\section*{SUBROUTINE PTZERO}
THIS SUBROUTINE COMPUTES INITIAL VALUES DF VARIAbLES AND CONSTANTS TO BE USED BY THE GIVEN PLATE CASE. THE PLATE CONSTANT \(Z\) IS FOUND USING THE ROOT-FINDING ROUTINE, BISECT, WITH THE DERIUATIUE FUNCTION, DFZ. A MESSAGE IS PRINTED AND THE CASE IS TERMINATED IF 2 CANNOT BE FOUND.
THIS SUBROUTINE IS CALLED BY THE PROCEDURE, TZERD, AND CALLS THE FOLLOHING SUBPROCEDURES
BISECT TO SOLVE FOR \(Z\) (THE FUNCTION, IFZ, IS CARRIED TO BISECT AS A PARAMETER)
DBLNC TO COMPUTE THE DOUBLE INTEGRALS
WITHIN

\section*{\(P(X, Y)\) TO COMPUTE CONSTANTS FOR THE} MECHANISM 1 CASE (THE FUNCTIONS, FXPO, FYPO, AND PXY ARE CARRIED TO DRLNC AS PARAMETERS).

> THE NON-CONUERGENT-FLAG IS RETURNED TO THIS ROUTINE BY THE ROUTINE, BISECT, AS SET, IF THE MIN FOR THE Z FUNCTION CANNOT BE FOUND. THIS IS PASSED THRQUGH THE COMMOM BLOCK, FLAGS, BACK TO THE CALLINO PROCEDURE, TZERO.
> ALL THE CONSTANTS AND VARIARLES INITIALIZED ARE STORED AND PASSED TO THE OTHER PROCEDURES BY THE COAKON BLOCKS, COMPS, AND CONSTS.
EXTERNAL DFZ, FXPO: FYPO, FXY, PYX
INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY, - BRHFGI
COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
\& IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY, 8 ERHFG1
COMMON / COMPS / ATHEDI, ATHED2, APEDOT, AHFDOT, DELDOT, \& PEDOT, THEDT1, THEDT2, THEDT3, WFDOT, WPDOT
COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO,
\& TCASE, \(D, F, Q, Q 1, C O U E R, T E, S I G M A C, S I G M A R, ~ S M A L L N\), - WAUEFN
COMMON / CDNC / A, ALPHA, AR, BIGD, BIGL, EXI, EX2, EY1, 1 EYZ, EZI, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR, - TMAX, TFRINT
COMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZPI, ARZSPI,
\& ARZPI, ARZS, ASQ, B, BIGRB, BIGMU, DELTAK, EFSLNU,
8 FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
E TWELFH, W, Z, ZB, ZCUBE, ZFOUR, ZSQ
COMMON / RESA / PU: H
```

    JJJ
    11793C
11794C
11795C
11796C
11797
11798
11799
11800
1800
11801
11802
11803
11804C
11805C
11806C
11807
11808
11809
11810
11811
11812C
11813C
11814C
11815
11816
1 1 8 1 7
11818
11819C
11820C
11821C
11822
11823
11824
11825
11826
11827
11828
11829
11830
11831
11832C
11833C
11834C
11835C
11836
11837
11838
11839
11840
11841C
11842

```
```

    JJJ
    11843
11844
11845C
11846C
11847C
11848
11849C
11850C
11851C
11852
11853
11854
11855
11856
11857C
11858
11859C
11860C
11861
11862
11863C
11964
11865
11866
11867
11868C
11869
11870C
11871
11872C
11873C
11874C
11875
11876
11877 118% FORMAT', AND ONE'/ 6X,'Z IS ASSUMED TO BE 1.0')
118878 110 FORHAT,OTHE MINIMUM OF THE EQUATION FOR Z DID NOT CONUERGE
11880
11881 \& O LAST UALUE OF Z IS ASSUMED CORRECT')
11882C
11883 END
PEDOT = 4.0 \$ SHALLN * W * AR % ACUBE
APEDOT = PEDOT * (HALF - Z * SIXTH)
IF THIS IS A UNIFORM CASE
IF (LOADFG .EQ, 1) THEN
DETERMINE UNIFORM LOAD COKP CONSTANTS
THEDTI = PU / (SMALLM A)
ATHED1 = THEDT1 * THWORK / ATHDEM
DELDOT = PU / SMALLM
UFDOT = 4.0 * AR * ACUBE * PU
AWFDOT = WFDOT * (HALF - Z * SIXTH)
ELSE
DETERMINE BLAST LOAD COMP CONSTANTS
CALL DBLNC(O, A, FXPO, PXY, ANSX)
CALL DBLNC(O, ZB, FYPO, FYX, ANSY)
THEDT1 = (1.0) / (SMALLM * AFOUR * AR)
ATHED1 = (ANSX + ANSY) * THEDT1 / ATHDEM
DELDOT = 1.0 / (SMALLK A * B)
AWFDOT = 4.0 * (A * ANSY / ZB + ANSX)
END IF
RETURN
FORMAT STATEMENTS
100 FORKAT (,
\& OTHE RODT OF THE EQUATION FOR Z WAS NOT BETWEEN ZERO
\& 'AFTER 100 ITERATIONS'/

```
```

    JJJ
    11884
11885C
11886C
11887C
118B8C
11889C
11890C
11891C
11892C
11893C
11894C
11895C
11896C
11897C
11898C
11899C
11900C
11901C
11902C
11903
11904
11705
11906
11907
11908
11909
11910
11911
11912
1 1 9 1 3
11914
11915C
11916C
11917C
11918C
11919C
11920C
11921C
11922
11923
11924C
11925C
11926
11927
11928C
11929C
11930C
11931
11932C
11933C
SUBROUTINE CALXHO(XO, XHO)
THIS SUBROUTINE HANDLES CALLING THE METHOD FOR
SOLUING UHATEUER FUNCTION IS NECESSARY TO FIND
THE ORIGINAL HINGE LOCATION FOR THE CASE--OR

```

```

EXACTLY.
THIS ROUTINE IS CALLED BY THE SUBROUTINE, TZERO.
THE ONLY SUBPROCEDURE CALLED BY THIS ROUTINE IS
THE ROOT-FINDING SUBPROCEDURE, BISECT, WHICH
USES THE FUNCTION, BFTNX OR PFTNX, DEPENDING ON
THE TYPE OF CASE.
THE PARAMETERS RELATING TO THE COMPUTED HINGE
LOCATION, XO AND XHO, ARE RETURNED TO THE CALLING
PROCEDURE, TZERO.

```
```

EXTERNAL BFTNX, PFTNX

```
EXTERNAL BFTNX, PFTNX
INTEGER BADXFG; BPFLAG, BRHFG, DONEFG, EOFLAG; FLGX, FLGY,
INTEGER BADXFG; BPFLAG, BRHFG, DONEFG, EOFLAG; FLGX, FLGY,
&
BRHFG1
BRHFG1
COMMDN / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
COMMDN / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
& IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY,
& IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY,
8 BRHFGI
8 BRHFGI
COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO;
COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO;
B TCASE, D,F,Q, QI, COUER, TE, SIGMAC, SIGMAR, SMALLN,
B TCASE, D,F,Q, QI, COUER, TE, SIGMAC, SIGMAR, SMALLN,
& WAVEFN
& WAVEFN
    COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EYI,
    COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EYI,
& EY2, EZI, EZ2; RHOR, RHOC; SMALLM, TAU, TCR, TINCR,
& EY2, EZI, EZ2; RHOR, RHOC; SMALLM, TAU, TCR, TINCR,
& TMAX, TPRINT
& TMAX, TPRINT
COMPUTE XHO IN THE INTERYAL (O,A)
COMPUTE XHO IN THE INTERYAL (O,A)
DETERKINE TYPE OF CASE FOR CORRECT XHO FUNCTION
DETERKINE TYPE OF CASE FOR CORRECT XHO FUNCTION
IF EEAM CASE
IF EEAM CASE
    IF (BPFLAG .EQ. 1) CALL BISECT(0.00001, 0.99999, X0,
    IF (BPFLAG .EQ. 1) CALL BISECT(0.00001, 0.99999, X0,
& NCONFG, EFTNX)
& NCONFG, EFTNX)
    IF PLATE CASE
    IF PLATE CASE
    IF (BPFLAG .EQ, 2) CALL BISECT(0.00001, 0.99999, X0,
    IF (BPFLAG .EQ, 2) CALL BISECT(0.00001, 0.99999, X0,
& NCONFG, PFTNX)
& NCONFG, PFTNX)
    END CASE OF TYPE OF CASE FOR XHO CALCULATION
    END CASE OF TYPE OF CASE FOR XHO CALCULATION
    XHO = XO : A
    XHO = XO : A
        CHECK COMUERGENCE
```

        CHECK COMUERGENCE
    ```
```

    JJJ
    11934C
11935C
11936C
11937
11938C
11939
11940
11941
11942
11943C
11944C
11945C
11946 100 IF (NCONFG ,NE. - 1) GO TO 110
11947C ASSUME ROOT FOUND IS CORRECT
11948 WRITE (*,130) XHO
11949
11950C
11951C
11952C
11953 110 RETUFN
11954C
11955C FORMAT STATEMENTS
11956C
11957 120 FDRMAT \& ,
11958 ONO VALUE OF THE ORIGINAL HINGE LOCATION, XHO, WAS
11959 : 'FOUND IN THE INTERUAL (O,A).'
11960 \& ' ' IT IS ASSUMED TO BE THE VALUE OF A.',
11961 130 FORMAT (,
11962 \& OTHE BISECTION METHOD USED TO FIND THE ORIGINAL
11963 , 'HINGE LOCATION, XHO, DID NOT CONUERGE AFTER 100
11964 \& , 'ITERATIONS.' /
11965 THE RESULT OF THE LAST ITERATION WILL bE aSSUMED
11966 , 'CORRECT XHO = ', G15.8, '.')
11967C
11968
CASE 1
DID NOT FIND ROOT IN THE INTERVAL (O,A)
IF (NCONFG .NE. 1) GO TO 100
ASSUME XHO = A
END

```

```

JJJ
2020
2020
12021
12022C
12023
12024
12025
12026
12027C
12028C
12029C
12030
12031C
12032C
12033C
12034C
12035
12036
12037
12038C
12039C
12040C
12041C
12042C
12043C
12044
12045
12046
12047C
12048C
12049C
12050
12051
12052
12053C
12054C
12055C
12056
12057C
12058c
12J59C
12060
12061
12062
12063
12064C
12065C
12066C
12067 110 <2 = x3
12068 F2 = F3

```
```

JJJ
12069 SF2 = SF3
12070C
12071C END IF
12072C
12073 120 GO TO 100
12074C
12075C END WHILE
12076C
12077C TAKE CARE OF ERROR-DID NOT CONUERGE IN 100 TRIES
12078C
12080 ROOT = (x2 - x1)/2.0 + x1
12081 GO TO 150
12082C
12083C ROOT HAS GEEN FOUND
12084C
12085 140 ROOT = X3
12086C
12087C END IF
12088C
12089 150 RETURN
12090C
12091 END

```
```

FUNCTION BFTNX(TRIALX)

```

> THIS FUNCTION CALCULATES A VALUE OF THE BEAM ORIGINAL HINGE LOCATION EQUATION FOR THE GIUEN TRIAL X (WHICH IS A GUESS AT THE CORRECT UALUE). IF THE RESULT RETURNED IS ZERO, THE GUESS IS CORRECT.
> THIS FUNCTION IS CALLED EY THE ROOT-FINDING SUBPROCEDURE, BISECT. IT CALLS NO SUBFROCEDURES.
```

```
EXTERNAL FIBO, FXBO, PXY
```

EXTERNAL FIBO, FXBO, PXY
INTEGER BADXFG, BFFLAG, bRHFG, DONEFG, EOFLAG, FLGX, fLGY,
INTEGER BADXFG, BFFLAG, bRHFG, DONEFG, EOFLAG, FLGX, fLGY,
\& BRHFG1
\& BRHFG1
COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
\& IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY,
\& IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY,
\& ERHFG1
\& ERHFG1
COMMON / COMPS / ATHED1, ATHED2, APEDOT, AWFDOT, DELDOT,
COMMON / COMPS / ATHED1, ATHED2, APEDOT, AWFDOT, DELDOT,
\& FEDOT, THEDT1, THEDT2, THEDT3, WFDOT, WFDOT
\& FEDOT, THEDT1, THEDT2, THEDT3, WFDOT, WFDOT
COMMON / CONSTS / ACUBE, AFOUR, AFSQ, ARSZP1, ARZSP1,
COMMON / CONSTS / ACUBE, AFOUR, AFSQ, ARSZP1, ARZSP1,
\& ARZF1, ARZS, ASQ, B, EIGRE, BIGMU, DELTAK, EPSLNU,
\& ARZF1, ARZS, ASQ, B, EIGRE, BIGMU, DELTAK, EPSLNU,
\& FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETU1, THIRD,
\& FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETU1, THIRD,
TWELFH,W, Z, ZB, ZCURE, ZFOUR, ZSO
TWELFH,W, Z, ZB, ZCURE, ZFOUR, ZSO
COMMON / INPUTS / BLEN, EHGT, HREF, BIGW, FATLII, ZO,
COMMON / INPUTS / BLEN, EHGT, HREF, BIGW, FATLII, ZO,
\& TCASE, D, F, Q, QI, COUER, TE, SIGMAC, SIGMAR, SMALLN,
\& TCASE, D, F, Q, QI, COUER, TE, SIGMAC, SIGMAR, SMALLN,
\& WAVEFN
\& WAVEFN
COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EY1,
COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EY1,
\& EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
\& EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
\& TMAX, TFRINT
\& TMAX, TFRINT
COMMON / RESULT / DELTA, fE, T, THETA, THETAD, UEL, WF,
COMMON / RESULT / DELTA, fE, T, THETA, THETAD, UEL, WF,
\& WK, WF, BIGX, XH
\& WK, WF, BIGX, XH
TRXSQ = TRIALX * TRIALX
TRXSQ = TRIALX * TRIALX
TRXCUS = TRIALX * TRXSQ
TRXCUS = TRIALX * TRXSQ
XH = A * TRIALX
XH = A * TRIALX
USE EQUATION DEPENIING ON TYPE OF LOAD FOR GEAM
USE EQUATION DEPENIING ON TYPE OF LOAD FOR GEAM
IF UNIFORM LOAD
IF UNIFORM LOAD
IF (LOADFG .EQ. 1) THEN
IF (LOADFG .EQ. 1) THEN
THEDII = (THEDT1 - THEDT2) / TRIALX - THEDT3 / TRXCUB
THEDII = (THEDT1 - THEDT2) / TRIALX - THEDT3 / TRXCUB
IELDI = DELDOT - DELTAK
IELDI = DELDOT - DELTAK
IF bLAST LOAD
IF bLAST LOAD
ELSE
ELSE
CALL IIELNC(XH, A, FIBO, FXY, ANSI)

```
    CALL IIELNC(XH, A, FIBO, FXY, ANSI)
```
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12153 12154 C 12155 C 12156 C 12157 C 12158 C 12159 C 12160 C 12161 C 12162 C 12163 C 12164 12165 12166 12167 12168 12169 12170 12171 12172 12173 12174 12175 12176
12177
12178
12179
12180
12181
12182
12183
12184 C
12185 C
12186
12187
12188 C
12189 C
12190 C
12191
12192 C
12193
12194
12195
12196
12197
12198 C
12199
12200 C
12201 C
12202

## FUNCTION PFTMX(TRIALX)

```
THIS FUNCTION CALCULATES A UALUE DF THE PLATE DRIGINAL HINGE LOCATION EQUATION FOR THE GIUEN TRIAL \(X\) (WHICH IS A GUESS AT THE CORRECT UALUE), IF THE RESULT RETURNED IS ZERO, THE GUESS IS CORRECT.
THIS FUNCTION IS CALLED BY THE ROOT-FINDING PROCEDURE, BISECT.
EXTERNAL FIPO, FXPO, FYPO, PXY, PYX
INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY, \& BRHFG1
COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, MONEFG, EOFLAG, ! IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY, 2 BRHFG1
COHMON / COMPS / ATHED1, ATHED2, APEDOT, AWFDOT, DELDOT,
\& FEDOT, THEDT1, THEDT2, THEDT3, WFDOT, WPDOT
COMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZPI, ARZSPI,
! ARZFI, ARZS, ASQ, B, BIGRB, BIGMU, DELTAK, EPSLNU, 8 FQURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
TWELFH, W, Z, ZB, ZCUBE, ZFOUR, 25G
COMMON / INFUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO,
\& TCASE, D, F, R, QI, COVER, TE, SIGMAC, SIGMAR, SMALLN, WAVEFN
COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EXI, EX2, EYI, \& EY2, EZI, EZ2, RHOR, RHOC, SMALLM, TAU, YCR, TINCR,
\(\&\) TMAX, TPRINT
COMMON / RESULT / DELTA, PE, T, THETA, THETAD, VEL, WF, \& WK, WP, BIGX, XH
TRXSQ = TRIALX TRIALX
\(X H=A * T R I A L X\)
IF UNIFORM LOAD
IF (LOADFG EEQ. 1) THEN
THEDII \(=\) ( (THEDT1-THEITT2) * (ARZS * (HALF - TRIALX * THIRD) +
( HALF - TRIALX * Z * THIRD) - THEDT3 / TRXSQ) /
8 (TRIALX * (ARZSPI * THIFI - ARZFI * Z * TRIALX*
FOURTH)
DELID = DELDOT - IIELTAK
ELSE
MUST BE A BLAST LOAD
CALL LELNC(O, XH, FXFO, PXY, ANSX)
```

```
JJJ
12203
12204
12205C
12206C
12207
12208
12209
12210
12211C
12212
12213
12214C
12215
12216C
12217
12218C
12219
12220
```

```
CALL DBLNC(O, ZB#XH/A, FYPO, PYX, ANSY)
```

CALL DBLNC(O, ZB\#XH/A, FYPO, PYX, ANSY)
CALL DBLNC(XH, A, FIPO. PXY, ANS1)
CALL DBLNC(XH, A, FIPO. PXY, ANS1)
THEDD = ((ANSXYANSY) \# THEDT1 - THEDT3 - THEDT2 * TRXSQ *
THEDD = ((ANSXYANSY) \# THEDT1 - THEDT3 - THEDT2 * TRXSQ *
\& (ARZS * (HALF - TRIALX * THIRD) + HALF - Z * TRIALX*
\& (ARZS * (HALF - TRIALX * THIRD) + HALF - Z * TRIALX*
THIRD))
THIRD))
Z FOURTH * ARZPI))
Z FOURTH * ARZPI))
\#ELDD = ANS1 * DELDOT / ((1.0-TRIALX)* (1.0 - TRIALX*
\#ELDD = ANS1 * DELDOT / ((1.0-TRIALX)* (1.0 - TRIALX*
\& Z)) - DELTAK
\& Z)) - DELTAK
END IF
END IF
FFTNX = XH * THEDD - DELDD
FFTNX = XH * THEDD - DELDD
RETURN
RETURN
END

```
END
```

FUNCTION DFZ(TRIALZ)
THIS FUNCTION SUBPROCEDURE COMPUTES THE UALUE OF the derivative of the z function at the value of TRIALZ. IT USES THE SECANT LINE APFROXIMATION TO determine the derivative.

THIS FUNCTION IS CALLED BY THE ROOT-FINDING FROCEDURE, BISECT, IN ORDER TO DETERMINE THE MINIMUM UALUE OF 2 IN THE GIVEN INTERVAL. IT CALLS THE FUNCTION, FTNZ.

EXTERNAL FTNZ
INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY, 1 BRHFG1
CDMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EDFLAG, \& IERRFG, LDADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY, 8 BRHFG1
CDMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZP1, ARZSP1,
4 ARZP1, ARZS, ASQ, B, BIGRB, BIGMU, DELTAK, EPSLNU, $\&$ FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD, TWELFH, W, Z, ZB, ZCUBE, ZFOUR, ZSQ
BATA EFSILN/.0000001/

IF UNIFORM LOAD
IF (LDADFG .EQ. 1) THEN
DFZ $=($ ARSQ * TRIALZ +2.0$) *$ TRIALZ -3.0
ELSE
IF BLAST LOAD
IIFZ $=(F T N Z(T R I A L Z+E F S I L N)-F T N Z(T R I A L Z-E F S I L N)) /(2.0 *$ \& EFSILN)

END IF
RETUFN
ENI
JJJ
12262
$12263 C$
$12264 C$
$12265 C$
$12266 C$
$12267 C$
$12268 C$
$12269 C$
$12270 C$
$12271 C$
$12272 C$
$12273 C$
12274
12275
12276
12277
12278
12279
12280
12281
12282
12283
12284
12285
12286
12287
12288
12289
$12290 C$
$12291 C$
12292
$12293 C$
12294
12295
$12296 C$
12297
$12298 C$
12299
12300
1

```
FUNCTION FTNZ(TRIALZ)
    THIS FUNCTION CALCULATES A VALUE FOR THE PLATE Z
        FUNCTION FOR THE GIVEN TRIAL Z.
        THIS FUNCTION IS CALLED BY THE SUBPROCEDURE, DFZ,
        WHICH CALCULATES THE DERIVATIVE OF THE Z FUNCTION.
        IT CALLS THE DOUBLE INTEGRATION ROUTINE, [BLNC,
        IN ORDER TO DETERMINE THE THO DOUBLE INTEGRALS IN
        THE DENOMINATOR.
    EXTERNAL FXPO, FYPO, PXY, PYX
    INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY,
&
        BRHFG1
    COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DDNEFG, EDFLAG;
    8 IERRFG, LOADFG, MECHFG. MISTFG. NCONFG, FLGX, FLGY,
    & BRHFG1
    COMMON / CONSTS / ACUPE, AFOUR, ARSQ, ARSZPI, ARZSP1,
    & ARZPI, ARZS, ASQ, B, BIGRB, BIGHU, DELTAK, EPSLNU,
    & FOURTH, HALF, ONEMZ, DNEPZ, SIXTH, THETUI, THIRD,
    COMMON// INPUTS / BLEN, BHGT, HREF, BIGH, RATLD, ZO,
    I TCASE, D,F, Q, QI, COUER, TE, SIGMAC, SIGMAR, SMALLN,
    & WAVEFN
    COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EXI, EX2, EYI,
    E EY2, EZI, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
    8 TMAX, TPRINT
    ZB=B TRIALZ
    CALL DBLNC(O, ZB, FYPO, PYX, ANSY)
    CALL DBLNC(O, A: FXPO, PXY, ANSX)
    FTNZ = (ANSY/ZB + ANSX / A) / (A / ZB + AR)
    RETURN
    END
```

| JJJ |  |
| :---: | :---: |
| 12301 | SUBROUTINE FIXBRH |
| 12302C |  |
| 12303 C | THIS SUBROUTINE RECALCULATES THE CONSTANTS TO BE |
| 12304 C | USED FOR THIS PLATE CASE WHICH HAS SHOWN LOCALIZED |
| 12305 C | load shear failure. these new constants will |
| 12306 C | SUBTRACt the load which is going through the |
| 12307 C | hole through the center of the plate cor fadius |
| 12308 C | BIGRB). |
| 12309 C |  |
| 12310 C | this routine is Called by the procedure, tzero, |
| 12311 C | and calls the dourle integration subprocedure, |
| 12312C | IBLINC, TO COMPUTE SEVERAL DOUBLE IMTEGRALS. |
| 12313 C |  |
| 12314 C | ALL CONSTANTS AND UARIABLES USED ARE STORED IN |
| 12315 C | THE COMMON BLOCKS, INPUTS, CONSTS. AND COMPS. |
| 12316 C |  |
| 12317C |  |
| 12318 | EXTERNAL FXP1, FYP1, FZ, FZSQ, FZPXY, FZPYX, F1P2, FIP3, |
| 12319 | 8 PXY, PYX |
| 12320 | INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY, |
| 12321 | 8 BRHFGI |
| 12322 | COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, |
| 12323 | IERRFG, LOADFG, MECHFG, M1STFG, NCONFG, FLGX, FLGY, |
| 12324 | 1 BRHFG1 |
| 12325 | COMMON / COMPS / ATHED1, ATHED2, APEDOT, AHFDIOT, DELDOT, |
| 12326 | \& FEDOT, THEDT1, THEDT2, THEDT3, WFDOT, WPIOT |
| 12327 | COMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZP1, ARZSP1, |
| 12328 | 1 ARZF1, ARZS, ASQ, B, BIGRB, BIGMU, DELTAK, EPSLNU, |
| 12329 | FOURTH, HALF, ONEMZ, DNEPZ, SIXTH, THETU1, THIRD, |
| 12330 | 8 TWELFH, H, Z, ZR, ZCUSE, ZFOUR, 2SQ |
| 12331 | COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLI, ZO, |
| 12332 |  |
| 12333 | 8 WAVEFN |
| 12334 | COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EY1, |
| 12335 | $\& E Y 2, E Z 1, ~ E Z 2, ~ R H O R, ~ R H O C, ~ S H A L L M, ~ T A U, ~ T C R, ~ T I N C R, ~$ |
| 12336 | 8 TMAX, TPRINT |
| 12337 C ( ${ }^{\text {c }}$ |  |
| 12338 C |  |
| 12339 C | reset mechanisk-flag and z, write message |
| 12340 C |  |
| 12341 | MECHFG $=1$ |
| 12342 | $Z=1.0$ |
| 12343 C |  |
| 12344 | WRITE (*,100) |
| 12345 C ( |  |
| 12346 C | keconfute constants to be used |
| 12347 C |  |
| 12348 | ARF1 $=A R+1.0$ |
| 12349 | ARSQPI $=$ ARSQ +1.0 |
| 12350 | ARSLP1 $=$ ARSOF 1 |

THIS SUBROUTINE RECALCULATES THE CONSTANTS TO BE USED FOR THIS PLATE CASE WHICH HAS SHOWN LOCALIZED shear failure. SUBTRACT THE LOAD WHICH IS GOING THROUGH THE BIGRB)

THIS ROUTINE IS CALLED BY THE PROCEDURE, TZERO, AND CALLS THE DOUBLE INTEGRATION SUBPROCEDURE, ABLNL, TO COMPUTE SEVERAL DOUBLE IMTEGRALS

ALL CONSTANTS AND VARIABLES USED ARE STORED IN THE COMMON BLOCKS, INPUTS, CONSTS, AND COMPS.

EXTERNAL FXP1, FYP1, FZ, FZSQ, FZPXY, FZPYX, F1P2, F1P3, INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY, RHFG1
(FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FEDOT, THEDT1. THEDT2, THEDT3, WFDOT, WPIOT COMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZPI, ARZSPI, - ARZP, ARZS, ASQ, B, BIGRB. BIENU, OELTAK, EPSLNU, TCASE, D, F, $G, G I, C O V E R, T E, S I G M A C, ~ S I G M A R, ~ S M A L L N$, TAU, TCR, TINCR, TMAX, TPRINT

RESET MECHANISM-FLAG AND $Z$, WRITE MESSAGE
MECHFG = 1
$z=1.0$

WRITE (\#,100)

ARSQP1 $=A R S Q+1.0$ ARSZPI = ARSQF1

```
        ARZSP1 = ARPI
    ARZP1 = ARPI
    ARZS = AR
    AARB=A +AR*B
    XBAR = (AARB - SQRT(AARB**2-ARSQP1*(A*A+B*B-BIGRB**2)))/
l ARSOP1
    YBAR = XBAR AR
    CALL DBLNC(0.0, A, FXP1, PXY, ANSX)
    CALL DBLNC(0.0, B, FYPI, PYX, ANSY)
    CALL IBLNC(YBAR, B, F1F2, FZPYX, ANSPX)
    CALL DBLNC(XBAR, A, FIPY, FZFXY, ANSPY)
    CALL DBLNC(YBAR, B, F1P2, FZ, ANSZX)
    CALL DBLNC(XBAR, A, FIPY, FZ, ANSZY)
    CALL DBLNC(YBAR, E, F1P2, FZSQ, ANSZX2)
    CALL DBLNC(XBAR, A, FIPI, FZSQ, ANSZY2)
    THEDT1 = ANSX + ANSY - ANSPX - ANSPY
    THEDT2 = SMALLN W (ACUBE AR * ARPI * SIXTH - ANSZX -
    * ANSZY)
    THEDT3=F* BIGMU* (ARPI*A - 2.0* BIGRB)
    ATHDEM = SMALLM * SAFOUR * AR * ARP1 * TWELFH - ANSZX2 -
    & ANSZY2 / AR)
        ATHED1 = THEDT1 / ATHDEM
        ATHED2 = (THEDT2 + THEDT3) / ATHDEM
        WPIOT = 4.*F* BIGMU* (B + A/AR - ARPI * EIGRB/AR)
        APEDOT = 4.* SMALLN*W (AR * ACURE * THIRD - ANSZX -
    & ANSZY / AR)
    AWFDOT = 4. * (ANSY / AR + ANSX - ANSPX - ANSPY / AR)
    RETURN
        FORMAT STATEMENT
    2391 100 FORMAT ('O'/
        & 'ORECAUSE THIS FLATE HAS SHOWN LOCALIZED LOAD SHEAR '
        & 'OGECAUSE THIS
                A SECOND SET OF CALCULATIONS WILL BE [IONE WITH
12394
        , 'THE BREACH AREA MASS AND LOADING REMOVED',
12395
12396
12397
12398C
12399
$JJJ
12351
12352
12353
12354C
12355
12356
12357
12358
12359C
12360
12361
12362C
12363
12364
12365C
12366
12367
12368C
12369
12370
12371C
12372
12373
12374
12375
12376C
12377
2377
12378
12379
12380
12380
12381C
12382
12383
12384
12385
12386C
12387
12388C
12388C
12389C
12390C
12391
12392
12393
12393
        Z IS RESET TO 1.O, AND WE ASSUME THE FLATE TO EE IN
12397 & , MECHANISM 1' / ,
    &
        ,' MECHANISM 1,1,
```

    \(\therefore\)
    SUBROUTINE TSTEP(LOOPFE)
THIS SUBROUTINE CONTAINS THE LOOP OF OPERATIONS PERFORMED ON THE GIUEN UARIABLES FOR THE CASE fOR one time step.

THIS SUBROUTINE IS CALLED BY THE TIME-LDOP-CONTROL PROCEDURE, TCNTRL, IT CALLS THE FOLLOWING SUBPROCEDURES

CHEKXH TO CHECK THE LOCATION OF THE HINGE, XH, DURING MECHANISM THO OF A CASE
PRINTR TO PRINT OUT A LINE OF RESULTS FOR THE GIVEN TIME STEP
RUNGEK
TO PERFORM THE RUNGE-KUTTA COMPUTATION OF UARIABLES AT THE CURRENT TIME STEP.

THE FARAMETER, LOOFFG, IS THE LOOP-CONTROL-FLAG, WHICH IS SET BY THIS ROUTINE IF THE LOOP SHOULD BE TERMINATED FOR ANY REASON.

```
THE CASE-IS-LONE-FLAG, DONEFG, IS SET IN TWO WAYS
```

1 IF EITHER VELOCITY, DELTA DOT OR THETA DOT, GO NEGATIVE INDICATING THAT THE MAXIMUM DEFLECTION HAS BEEN REACHED OR THE PRESSURE WAS NOT SUFFICENT TO SHOW A RESPONSE AND THE CASE CAN BE TERMINATED
2 IF THE TIME MAXIMUM (TMAX) FOR THE CASE TO BE RUN HAS BEEN REACHED, IN WHICH CASE THE CASE MUST BE ENIED.

INTEGER BADXFG, EPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY, 8 BRHFGI
COMMON / FLAGS / BADXFG, BFFLAG, BRHFG, DONEFG, EOFLAG, $\&$ IERFFG, LOADFG, MECHFG, M1STFG, NCONFG, FLGX, FLGY, 8 BRHFGI
COMMON / INFUTS / BLEN, BHGT, HREF, BIGH, RATLD, ZO,
2 TCASE, D, F, $\mathrm{A}, \mathrm{QI}$, COUER, TE, SIGMAC, SIGAAR, SMALLN,
\& WAVEFN
COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EXI, EX2, EYI,
8 EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCF,
$\&$ TMAX, TPRINT
COMMON / RESULT / IIELTA, FE, T, THETA, THETAD, VEL, WF, $\&$ WK, WP, EIGX, XH
COMMON / FRINTS / LITTLN, MAXLIN, NF, NUMLIN, NUMFAG, \& NWAUEF, STEPCT
CHARACTER FLAG*1, TIMNOW*10, TITLE\#75, TODAY*10, TYFE*S
COMMON / PRINTC / FLAG, TIMNOW, TITLE, TODAY, TYFE
COMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZFI, ARZSPI,
8 ARZFI, ARZS, ASD, E, BIGRE, BIGMU, IIELTAK, EFSLNU,
12450
12451
12452
12453
12454C
12455C
12456C
12457C
12458
12459
12460
12461
12462C
12463C
12464C
12465
12466C
12467C
12468C
12469
12470
12471C
12472C
12473C
12474C
12475C
12476C
12477
12478C
12479C
12480C
12481C
12482C
12483
12484C
12485
12486
12489C
12490C
12491C
12492
12493
12494
12495
12496C
12497C
12498C
12499C

```
```

```
& FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
```

```
& FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
12487C ELSE WRITE MAXIMUM DEFLECTION FOUND
12487C ELSE WRITE MAXIMUM DEFLECTION FOUND
12488 110 WRITE (*,180) DELTA, T
12488 110 WRITE (*,180) DELTA, T
```

\& THELFH,W,Z, ZB, ZCUBE, ZFOUR, ZSQ

```
& THELFH,W,Z, ZB, ZCUBE, ZFOUR, ZSQ
    CHARACTER STAR#1
    CHARACTER STAR#1
    DATA STAR/'%'/
    DATA STAR/'%'/
        COMPUTE MOTION & WDRK EQUATIONS FOR NEXT TIME STEP
        COMPUTE MOTION & WDRK EQUATIONS FOR NEXT TIME STEP
    CALL RUNGEK
    CALL RUNGEK
    WK = WF - WP - PE
    WK = WF - WP - PE
    T = T + TINCR
    T = T + TINCR
    STEPCT = STEPCT + TINCR
    STEPCT = STEPCT + TINCR
            IF MECHANISM 1
            IF MECHANISM 1
    IF (MECHFG .NE. 1) GO TO 100
    IF (MECHFG .NE. 1) GO TO 100
            THEN COMPLETE UEL AND DELTA CALCULATIONS
            THEN COMPLETE UEL AND DELTA CALCULATIONS
    VEL = THETAD A
    VEL = THETAD A
    DELTA = THETA * A
    DELTA = THETA * A
            ELSE CDNTINUE
            ELSE CDNTINUE
            END IF (MECH 1)
            END IF (MECH 1)
            IF EITHER UELOCITY IS ZERO
            IF EITHER UELOCITY IS ZERO
100 IF (VEL .GE. O.0 ,AND. THETAD .GE. O.0) GO TO 130
100 IF (VEL .GE. O.0 ,AND. THETAD .GE. O.0) GO TO 130
            THEN WRITE MESSAGE AND SET
            THEN WRITE MESSAGE AND SET
                CASE-IS-DONE-FLAG TO TERMINATE CASE
                CASE-IS-DONE-FLAG TO TERMINATE CASE
                    IF THIS IS THE FIRST TIME STEP
                    IF THIS IS THE FIRST TIME STEP
        IF (T .NE. TINCR) GO TO 110
        IF (T .NE. TINCR) GO TO 110
                            THEN WRITE NO RESPONSE MESSAGE
                            THEN WRITE NO RESPONSE MESSAGE
    WRITE (*,200)
    WRITE (*,200)
    GO TO 120
    GO TO 120
            ENII IF (1ST TIME STEP)
            ENII IF (1ST TIME STEP)
120 LOOPFG = 1
120 LOOPFG = 1
    IONEFG = 1
    IONEFG = 1
    WRITE (*,210)
    WRITE (*,210)
    GO TO 170
    GO TO 170
            ELSE CONTINUE COMPUTATIONS
            ELSE CONTINUE COMPUTATIONS
            IF MECHANISM 2, GET NEW HINGE LDCATION (XH)
```

            IF MECHANISM 2, GET NEW HINGE LDCATION (XH)
    ```
```

\JJJ 12500 130 IF (MECHFG .EQ. 2) CALL CHEKXH
12501C
12502C IF HINGE LOCATION IS DKAY
12503 IF (BADXFG .NE. O) GO TO 150
12504C
12505C
25506C
12507C
12508
12509
12510
12511C
12512C
12513C
12514
12515C
12516C
12517C
12518
12519
12520
12521
12522C
12523C
12524C
12525
12526C
12527C
12528C
12529
12530C
12532C
12533
12534C
12536C
12537
12538C
12539C
12540C
12541
12542
12543
12544
12545
12546
12547
12548
12549C

```
```

12531C END IF (GOOD XH)

```
12531C END IF (GOOD XH)
12535C END IF (ZERO UELDCITIES)
12535C END IF (ZERO UELDCITIES)
```

            THEN CHECK FOR FAILURE WITH THETA U
    ```
            THEN CHECK FOR FAILURE WITH THETA U
                            PRINT RESULTS IF END OF TIME STEP INTERUAL
                            PRINT RESULTS IF END OF TIME STEP INTERUAL
    THETAU = D * (SQRT(THETUI*XH+1.0) - 1.0) / XH
    THETAU = D * (SQRT(THETUI*XH+1.0) - 1.0) / XH
    IF (THETA .GT. THETAU) FLAG = STAR
    IF (THETA .GT. THETAU) FLAG = STAR
    IF ({STEPCT+TINCR) .GT, TPRINT) CALL PRINTE
    IF ({STEPCT+TINCR) .GT, TPRINT) CALL PRINTE
                                    IF TIME HA5 REACHED THE LIMIT (TMAX)
                                    IF TIME HA5 REACHED THE LIMIT (TMAX)
        IF (TMAX ,GE. (T+TINCR)) GO TO 140
        IF (TMAX ,GE. (T+TINCR)) GO TO 140
            THEN SET LOOP-CONTROL- AND CASE-IS-DONE-FLAGS
            THEN SET LOOP-CONTROL- AND CASE-IS-DONE-FLAGS
            AND WRITE TIME-EXCEEDED MESSAGE
            AND WRITE TIME-EXCEEDED MESSAGE
        LOOPFG=1
        LOOPFG=1
        DONEFG = 1
        DONEFG = 1
        WRITE (*,190)
        WRITE (*,190)
        WRITE (*,210)
        WRITE (*,210)
                    ELSE CONTINUE
                    ELSE CONTINUE
                END IF (T=TMAX)
                END IF (T=TMAX)
    140 GO TD 160
    140 GO TD 160
ELSE SET LOOP CONTROL FLAG TO TERMINATE TRY
ELSE SET LOOP CONTROL FLAG TO TERMINATE TRY
                                    BECAUSE OF A BAD HINGE LOCATION
                                    BECAUSE OF A BAD HINGE LOCATION
150 LOOPFG = 1
150 LOOPFG = 1
    160 GO TO 170
    160 GO TO 170
    170 FETURN
    170 FETURN
            FORMAT STATEMENTS
            FORMAT STATEMENTS
180 FORMAT ('O', 20X, 'MAXIMUM DEFLECTION =', 615.8,
180 FORMAT ('O', 20X, 'MAXIMUM DEFLECTION =', 615.8,
    & , AT TIME = ', G15.8)
    & , AT TIME = ', G15.8)
    190 FDRMAT ('O', 30X, 'TIME EXCEENED')
    190 FDRMAT ('O', 30X, 'TIME EXCEENED')
    200 FORMAT ('0', 20X,
    200 FORMAT ('0', 20X,
    & 'INSUFFICIENT FRESSURE TO GIUE A FESFONSE')
    & 'INSUFFICIENT FRESSURE TO GIUE A FESFONSE')
    210 FORMAT ('0', 20X.
    210 FORMAT ('0', 20X.
    & 'AN ASTERISK INDICATES THAT A REINFORCING ELEMENT HAS
    & 'AN ASTERISK INDICATES THAT A REINFORCING ELEMENT HAS
    & , ' FRACTURED')
```

    & , ' FRACTURED')
    ```
\begin{tabular}{|c|}
\hline \[
55
\] \\
\hline \\
\hline \\
\hline \\
\hline \\
\hline \\
\hline \\
\hline \\
\hline \\
\hline \\
\hline \\
\hline \\
\hline \\
\hline \\
\hline \\
\hline \\
\hline 12 \\
\hline \\
\hline 12 \\
\hline 12 \\
\hline \\
\hline 12 \\
\hline \\
\hline 12 \\
\hline 12 \\
\hline 125 \\
\hline \\
\hline 12 \\
\hline 125 \\
\hline 125 \\
\hline 12580 \\
\hline 12581 \\
\hline 125 \\
\hline 12 \\
\hline 25 \\
\hline 125 \\
\hline 125 \\
\hline 125 \\
\hline 125 \\
\hline 25 \\
\hline \\
\hline \\
\hline 12592 \\
\hline 25 \\
\hline 125 \\
\hline \\
\hline 59 \\
\hline \\
\hline \\
\hline
\end{tabular}

JJso
12551
12552C 12553 C
12554 C
12555 C
12556 C
12557C
12558C
12559 C
12560C
12561 C
2563C
12564C
12565 C
12566C
2567C
2568C
12570 C
12571C
12572C
12573 C
12574 C
12575 C
12576 C
2577C
12579 C
12580C
12581 C
2582C
25B3C
2585C
12586C
12587 C
2588 C
12589C
2590C
12591 C
2592C
12593 C
12595 C
12596
12597
12599

END
SUBROUTINE CHEKXH
this subroutine checks the value of the hinge LOCATION, XH, TO SEE THAT IT IS WITHIN RANGE, AND TO SEE IF IT HAS MOUED FROM A MECHANISM 2 TO A MECHANISM 1 POSITION.

If the hinge location is negative coff the end of the beah or plate), the data must be bad. if the hinge location has moved within two pericent of the CENTER OF THE BEAM OR PLATE, IT IS CONSIDERED TO be at the center, which is the mechanism 1 fosiTION, AND THE MECHANISM FLAG IS CHANGED TO REFLECT this. if the hinge location has moved past the CENTER OF THE BEAM OR PLATE BY MORE THAN TWO PERCENT, THE COMPUTATION IS CONSIDERED TOO IMPRECISE, and so the time increment, tincr, is halued, a MESSAGE 15 PRINTED, ANI FLAGS ARE SET TO SHOW THAT this has happened and to run through the computation again with the smaller time step. the maxIMUM NUMBER DF TIMES WHICH THIS CAN BE ATTEMPTED IS TWO (AND IS STORED IN THE CONSTANT, MAXTRI, IN the subroutine, tentrl).

THE BAD-HINGE-LOCATION-FLAG, BADXFG, IS SET IF the hinge location found is negative or past the center foint by more than two percent.

THE CASE-IS-DONE-FLAG, DONEFG, IS SET IF THE HINGE LOCATION IS NEGATIUE.

THE MECHANISM-FLAG, MECHFG, IS CHANGED FROM 2 TO 1 IF THE HINGE LOCATION HAS MOUED TO THE CENTER OF the beam or flate.
this subroutine is called gy these frocedures TCNTRL TO CHECK THE ORIGINAL HINGE
LOCATION AT
time zero
tSTEF to compute and check the hinge
LOCATIO
at each successive time step.
this routine calls no subfrocedures.
integer badxfg, bfflag, brhfg, donefg, eoflag, flgx, flgy, 1. BRHFG1

COMMON / FLAGS / BADXFG, BFFLAG, ERHFG, DONEFG, EOFLAG,
8 IERRFG, LOADFG, MECHFG, HISTFG, NCONFG, FLGX, FLGY,
```

JJJ
12600
12601
12602
12603
12604
12605
12606
12607
12608
12609C
12610C
12611C
12612C
12613
12614C
12615C
12616
12617
12618C
12619C
12620C
12621C
12622C
12623
12624C
12625C
12626C
12627C
12628
12629C
12630C
12631C
12632C
12633
12634
12635
12636C
12637C
12638C
12639C
12640C
12641 110 GO TO 150
12642C
12643C ELSE HINGE HAS MOVEII TO MECHANISM I LOCATION
12644C NEED TO CHECK RANGE
12645C
12646C IF HINGE IS WITHIN 2% OF FINAL HINGE LOCATION
12647 120 IF (EIGX .GT. 1.02) GO TO 130
12648C
12649C THEN SET HINGE TO FINAL HINGE LOC \& SET FLAGS
\& BRHFG1
COMMON / INPUTS / RLEN, EHGT, HREF, BIGW, RATLD, ZO,
:TCASE, D, F, Q, Q1, COVER, TE, SIGMAC, SIGMAR, SMALLN,
\& WAVEFN
COMKON / CONC / A, ALPHA, AR, GIGD, BIGL, EX1, EX2, EY1,
\& EY2, EZ1, EZ2, RHOR, RHOC, SHALLH, TAU, TCR, TINCR,
8 TMAX, TPRINT
COMmon / result / delta, fe, t, theta, thetad, vel, wf,
8 WK, WP, BIGX, XH
IF THIS IS NOT THE FIRST TIME STEP (T/=0)
IF (T .EQ. 0.0 .OR. THETA .EQ. O.0) GO TO 100
THEN COMFUTE HINGE LOCATION FROM LAST RESULTS
XH = DELTA / THETA
BIGX = XH/A
ELSE CONTINUE
END IF (T)
If the hinge has not reached the final hinge loc
100 IF (BIGX .GT. O.98) GO TO 120
then CASE IS stilL WITHIN mECHANISM 2
if hinge location is negative
IF (XH .GT. O.0) GO TO 110
then mata must ge bad
SET GAD-HINGE \& CASE-IS-DONE flagS to end CASE
WFITE (*,170)
BAIIXFG = 1
DONEFG = 1
else continue--hinge location is Within mech 2
ENII IF (NEG XH)

```
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\section*{SUBROUTINE RUNGEK}

THIS SUBRDUTINE SOLUES FIRST AND SECOND ORDER SIMULTANEOUS DIFFERENTIAL EQUATIONS USING THE RUNGE-KUTTA FOURTH-ORDER METHOD.
the first order solutions of the differential EQUATIONS OF THE HIGHEST ORDER (WHICH CAN BE FIRST OR SECOND) ARE STORED IN THE ARRAY CALLED \(Y\). THE FINAL SOLUTIONS FOR THE DIFFERENTIAL EQUATIONS (WHICH ARE ACTUALLY THE FIRST ORDER RESULTS STORED IN THE ARRAY, Y) aRE IN THE ARRAY \(U\), WITH MATCHING SUBSCRIPT.
the array, arg, holds the values to be used in EACH STEP OF COMPUTING THE FUNCTION. THE FIRST ELEMENT OF ARG, ARG(1), IS ALWAYS USED FOR THE time argument, T.

THE ARRAYS, DX AND DXDX, ARE USED FOR THE UALUES OF THE FIRST AND SECOND ORDER CHANGE (DELTA) DETERMINED FOR EACH UARIABLE BY THE RUNGE-KUTTA method. these are added to each element of y and U, RESPECTIVELY, TO DETERMINE THE NEW UALUES OF the variables at the end of the time step.

THIS SUBROUTINE CALLS THE SUBPROCEDURE, COMP, WHICH ACTUALLY COMPUTES THE PFOPER FUNCTIONS AT each point of the runge-kutta calculation.

THE ARRAYS, AO, A1, A2, AND A3, HOLD THE INTERmediate results of the runge-kutta calculation, SHOWING THE VALUE OF EACH FUNCTION AT EACH POINT of the calculation. these values are combined TO FORM THE VALUES DF THE ARRAYS, DX AND DXIXX, according to the runge-kutta formula.

FOR FURTHER INFORMATION ON THE METHOD USED HERE, THE READER IS DIRECTED TO THE TEXT, INTRODUCTION TO NUMERICAL ANALYSIS BY HILDEBRAND (NEW YORK MCGRAW-HILL, 1956), PP. 233-239.
this subroutine is called gy the procedure, tstef. IT CALLS THE SUBPROCEDURE, COMP.

INTEGER BADXFG, BPFLAG, BRHFG, IONEFG, EOFLAG, FLGX, FLGY, 1 ERHFG1
COMMON / FLAGS / BADXFG, BPFLAG; BRHFG, DONEFG, EOFLAG, : IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY,
```

    JJ」
    12732
12733
12734
12735
12736
12737
12738
12739
12740
12741C
12742C
12743
12744
12745C
12746C
12747C
1274BC
12749
12750
12751
12752
12753
12754
12755
12756C
12757C
12758C
12759
12760
12761
12762
12763
12764
12765C
12766C
12767C
12768
12769
12770
12771
12772
12773
12774
12775C
12776C
12777C
12778
12779
12780
12781
8
BRHFE1
COMMON / IMPUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO,
\& TCASE, D,F, Q, OI, COUER, TE, SIGMAC, SIGMAR, SMALLN,
\& HAUEFN
COMMDN / CONC / A, ALPHA, AR, BIBD, BIGL, EXI, EX2, EY1,
E EY2, EZL, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
\& TMAX, TPRINT
COMMON / RESULT / DELTA, PE, T, THETA, THETAD, VEL, WF,
\& HK, HP, BIGX, XH
DIMENSION Y(5), U(2), DX(5), DXDX(2), AO(5), A1(5), A2(5),
\& AS(5), ARG(5)
INITIALIZE VALUES OF IST AND 2ND ORDER EQUATIONS
Y(1) = VEL
U(1) = DELTA
Y(2) = THETAD
U(2) = THETA
Y(3) =WF
Y(4) = WP
Y(5) = PE
SET UP ARGUMENTS FOR FIRST STEP OF RUNGE-KUTTA
ARG(1) = T
ARG(2) = DELTA
ARG(3) = VEL
ARG(4) = THETA
ARG(S) = THETAD
CALL COMF(ARG, AO)
SET UP ARGUMENTS FOR THE SECOND STEP

```
```

HALFTI = 0.5 * TINCR

```
HALFTI = 0.5 * TINCR
ARG(1)=T + HALFTI
ARG(1)=T + HALFTI
ARG(2) = DELTA + HALFTI VEL
ARG(2) = DELTA + HALFTI VEL
ARG(>)=UEL + 0.5 AO(1)
ARG(>)=UEL + 0.5 AO(1)
ARG(4) = THETA + HALFTI * THETAD
ARG(4) = THETA + HALFTI * THETAD
ARG(5) = THETAD + 0.5 * AO(2)
ARG(5) = THETAD + 0.5 * AO(2)
CALL COMF(ARG; AI)
CALL COMF(ARG; AI)
    SET UP ARGUMENTS FOR THE THIRD STEF
ARG(2) = DELTA + HALFTI UEL + O.S * HALFTI * AO(1)
ARG(3) = VEL + 0.5 * AI(1)
ARG(4)= THETA + HALFTI + THETAD + 0.5 % HALFTI * AO(2)
ARG(5) = THETAD + 0.5 * AI(2)
```

CALL COMP (ARG, A2)

```
```

            SET UP ARGUMENTS FOR THE FOURTH ANB LAST STEP
    ```
            SET UP ARGUMENTS FOR THE FOURTH ANB LAST STEP
    ARG(1)=T+TINCR
    ARG(1)=T+TINCR
    ARG(2) = DELTA + TINCR E VEL + MALFTI * AI(1)
    ARG(2) = DELTA + TINCR E VEL + MALFTI * AI(1)
    ARG(3) = VEL + A2(1)
    ARG(3) = VEL + A2(1)
    ARG(4) = THETA + TINCR & THETAD + HALFTI & A1(2)
    ARG(4) = THETA + TINCR & THETAD + HALFTI & A1(2)
    ARG(5) = THETAD + A2(2)
    ARG(5) = THETAD + A2(2)
    CALL COMP(ARG; AS)
    CALL COMP(ARG; AS)
            PUT PIECES TOGETHER
            PUT PIECES TOGETHER
    DO 100I=1,2
    DO 100I=1,2
        DXDX(I) = TINCR Y(I) + TINCR * (AO(I) + AI(I) + A2(I))/
        DXDX(I) = TINCR Y(I) + TINCR * (AO(I) + AI(I) + A2(I))/
        % 6.0
        % 6.0
100U(I)=U(I) + DXDX(I)
100U(I)=U(I) + DXDX(I)
    DO 110 I = 1, 5
    DO 110 I = 1, 5
    DX(I)=(AO(I) + 2.0 A1(I) + 2.0 A2(I) + A3(I))/ 6.0
    DX(I)=(AO(I) + 2.0 A1(I) + 2.0 A2(I) + A3(I))/ 6.0
110Y(I)=Y(I) + DX(I)
110Y(I)=Y(I) + DX(I)
        COMPUTATION COMPLETE
        COMPUTATION COMPLETE
    VEL = Y(1)
    VEL = Y(1)
    DELTA = U(1)
    DELTA = U(1)
    THETAD = Y(2)
    THETAD = Y(2)
    THETA = U(2)
    THETA = U(2)
    WF=Y(3)
    WF=Y(3)
    WF=Y(4)
    WF=Y(4)
    PE = Y(S)
    PE = Y(S)
    RETURN
    RETURN
    END
```

    END
    ```29

SURROUTINE COMP(ARG, AA)

> THIS SUBROUTINE ACTUALLY COMPUTES ONE OF EIGHT POSSIBLE SETS OF FUNCTIONS WHICH DESCRIPE THE SIMULTAMEOUS DIFFERENTIAL EQUATIONS BEING SOLUED FOR EACH TIME STEP. THE SET OF EQUATIONS USED depends on the trpe of case and type of load as HELL AS THE CURRENT STATE (OR MECHANISN) OF the case.

THE INPUT AND OUTPUT PARAMETER ARRAYS ARE DEFINED AS FOLLOWS

ARGUNENTS \(T O\) BE USED IM COMPUTIMB THE FUNCTIONS
AA OUTPUT RESULTS TD BE RETURNED TO THE CALLING PROCEDURE, RUNGEK.

IT USES THE SYSTEM LIBRARY ROUTINE, EXP. THIS ROUTINE IS CALLED BY THE RUNGE-KUTTA SUBPROCEDURE. RUNGEK.
```

EXTERNAL FIBO, FIPO, FXBO, FXPO, FYPO, PXY, PYX
IMTEGER BADXFG, BPFLAG, BRHFG, DONEFB, EOFLAG, FLGX, FLEY,
E BRHFGI
CONMOM / FLAGS / BADXFB, BPFLAG, BRHFG, DONEFG, EOFLAB,
IERRFG, LOADFG, MECHFG, MISTFG. NCONFG, FLGX, FLGY,
BRMFG1
CDMMON / COMPS / ATHEDI, ATHED2, APEDOT, AWFDOT, DELDOT,
\& PEDOT, THEDT1, THEDT2, THEDTS, WFDOT, UPDOT
COMMON / IMPUTS / BLEN, BHBT, HREF, BIGN, RATLD, ZO,
\& TCASE, D, F, G, QI, COUER, TE, SIGMAC, SIGMAR, SMALLN,
\& HAVEFN
COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EXI, EX2, EY1,
\& EY2, EZ1, EZ2, RHOR, RHOC, SMALLH, TAU, TCR, TINCR,
\& TMAX, TPRINT
COMNON / RESULT / DELTA, PE, T, THETA, THETAD, VEL, WF,
\& WK, UPr BIGX, XH
COMMON / CONSTS / ACUBE, AFDUR, ARSQ, ARSZPI, ARZSPI,
8 ARZPI, ARZS, ASO, B, BIGRB, BIGMU, DELTAK, EPSLNU,
8 FDURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
\& TWELFH,W,Z,ZB, ZCUBE, ZFOUR, ZSQ
COMMON / RES4 / PU, H
DIMENSION ARG(5), AA(5)
DETERMINE FTNT
CALL FT(ARG(1), FTNT)

```
```

            IF FIRST TIME OR SECOND TIME THROUGH THIS ROUTINE
        IF (MISTFG .EQ. O) BO TO 100
            THEN, TO AVOID 2ERD DIUISION AND TO INITIALIZE
            THE FIRST TIME STEP FOR THE RUNGE-KUTTA METHOD,
            SET THE SECOND AND FOURTH ARGUMENTS SUCH THAT
            CURRX HILL REFLECT THE VALUE OF THE ORIGINAL
            HINGE LOCATION. THIS WILL BE DONE THE FIRST AND
            SECOND TIME THE PROCEDURE COMP IS CALLED
            IS, FOR THE CALCULATION OF THE FIRST TWO FARA-
            METERS OF THE RUNGE-KUTTA FOR THE FIRST TIME
            STEP ONLY.
    ARG(2) = XH
    ARG(4)=1.0
    MISTFG = MISTFG - 1
            else continue
            END IF (IST OR SECOND TIME THRU)
            CASE ON LOAD-, MECHANISH-, : BEAM-PLATE-FLAGS
    100 IF (BPFLAG .EQ, 1 .AND. LOADFG .EQ. 1 .AND. MECHFG .EQ. 1)
\& THEN
UNIFORM LOAD CASES
THIS IS A gEAM CASE, MECHANISM 1, UNIFORM LOAD
CURRX = 1.0
AA(1) =0.0
AA(2) = FTNT THEDT1 - ATHED2
AA(3) = FTNT * ARG(5)* AHFDOT
AA(4) = WPDOT \& ARG(5)
AA(5) = APEDOT * ARG(5)
ELSEIF(EPFLAG.EQ.1.AND.LOADFG.EQ.1.AND.MECHFG.EQ.2)THEN
THIS IS A beAM CASE, mECHANISM 2, UNIFORM LOAD
CURRX = ARG(2) / (A * ARB(4))
AA(1) = FTNT DELDOT - DELTAK
AA(2) = (FTNT (THEDT1 - THEDT2) / CURRX - THEDT3 /
* (CURRX ** 3)
AA(3) = FTNT \& ARG(5) WFDOT \& CURRX \& PU * (1.0 - CURRX *
\& HALF)
AA(4) = WPDOT * ARG(5)

```

```

    JJJ
    12916
12917C
12918
12919C
12920C
12921C
12922
12923
12924
12925
12926
12927
12928C
12929
12930C
12931C
12932C
12933
12934
12935
12936
12937
12938
12939
12940
12941
12942
12943
12944
12945C
12946
12947C
12948C
12949C
12950C
12951C
12952
12953
12954
12955
12956
12957
12958C
12959
12960C
12961C
12962C
12963
12964
12965

```
```

AA(5) = PEDOT ARG(5) CURRX (1.0 - CURRX HALF)

```
AA(5) = PEDOT ARG(5) CURRX (1.0 - CURRX HALF)
ELSEIF(BPFLAG.EQ.2.AND.LOADFG.ED.1.AND. MECHFG.EQ.1)THEN
ELSEIF(BPFLAG.EQ.2.AND.LOADFG.ED.1.AND. MECHFG.EQ.1)THEN
THIS IS A PLATE CASE, MECHANISM 1, UNIFORM LOAD
THIS IS A PLATE CASE, MECHANISM 1, UNIFORM LOAD
CURRX = 1.0
CURRX = 1.0
AA(1)=0.0
AA(1)=0.0
AA(2) = FTMT & ATHED1 - ATHED2
AA(2) = FTMT & ATHED1 - ATHED2
AA(3) = FTNT ARO(5) & AHFDOT
AA(3) = FTNT ARO(5) & AHFDOT
AA(4) = WPDOT ARG(5)
AA(4) = WPDOT ARG(5)
AA(5) = APEDOT ARG(5)
AA(5) = APEDOT ARG(5)
ELSEIF(BPFLAG.EQ.2.AND.LOADFG.EQ.1.AND.MECHFG.EQ.2)THEN
ELSEIF(BPFLAG.EQ.2.AND.LOADFG.EQ.1.AND.MECHFG.EQ.2)THEN
THIS IS A PLATE CASE, MECHANISM 2, UNIFORM LOAD
THIS IS A PLATE CASE, MECHANISM 2, UNIFORM LOAD
CURRX = ARG(2)/(A ARG(4))
CURRX = ARG(2)/(A ARG(4))
CURRXS = CURRX # CURRX
CURRXS = CURRX # CURRX
AA(1) = FTNT & DELDOT - DELTAK
AA(1) = FTNT & DELDOT - DELTAK
AA(2) = ((FTNT#THEDTI-THEDT2) (ARZS % (HALF - CURRX *
AA(2) = ((FTNT#THEDTI-THEDT2) (ARZS % (HALF - CURRX *
& THIRD) + HALF - Z CURRX % THIRD) - THEDT3/ CURRXS) /
& THIRD) + HALF - Z CURRX % THIRD) - THEDT3/ CURRXS) /
8 (CURRX (ARZSPI THIRD = Z FOURTH * CURRX*
8 (CURRX (ARZSPI THIRD = Z FOURTH * CURRX*
8 ARZP1))
8 ARZP1))
AA(3) = FTMT # ARG(5) WFDOT # CURRX * (1.0 - CURRX %
AA(3) = FTMT # ARG(5) WFDOT # CURRX * (1.0 - CURRX %
& HALF * ONEPZ + Z THIRD CURRXS)
& HALF * ONEPZ + Z THIRD CURRXS)
    AA(4) = WPDOT ARG(5)
    AA(4) = WPDOT ARG(5)
    AA(5) = PEDOT * ARG(5) * CURRX * (1.0 - DNEPZ * HALF &
    AA(5) = PEDOT * ARG(5) * CURRX * (1.0 - DNEPZ * HALF &
& CURRX + Z THIRD ( CURRXS)
& CURRX + Z THIRD ( CURRXS)
ELSEIF(BPFLAG,EQ.1,AND,LOADFG,EQ,2,AND, MECHFG,EQ,1)THEN
ELSEIF(BPFLAG,EQ.1,AND,LOADFG,EQ,2,AND, MECHFG,EQ,1)THEN
BLAST LOAD CASES
BLAST LOAD CASES
    THIS IS A BEAM CASE, MECHANISM 1. BLAST LOAD
    THIS IS A BEAM CASE, MECHANISM 1. BLAST LOAD
CURRX = 1.0
CURRX = 1.0
AA(1) = 0.0
AA(1) = 0.0
AA(2) = FTNT % ATHED1 - ATHED2
AA(2) = FTNT % ATHED1 - ATHED2
AA(3) = FTNT * ARG(5) * AHFDOT
AA(3) = FTNT * ARG(5) * AHFDOT
AA(4) = WPDOT * ARG(5)
AA(4) = WPDOT * ARG(5)
AA(5) = APEDOT & ARG(5)
AA(5) = APEDOT & ARG(5)
ELSEIF(BFFLAG.EQ.1.AND.LOADFG.EQ.2.AND.MECHFG.EQ. 2)THEN
ELSEIF(BFFLAG.EQ.1.AND.LOADFG.EQ.2.AND.MECHFG.EQ. 2)THEN
THIS IS A BEAM CASE, MECHANISM 2, BLAST LOAD
THIS IS A BEAM CASE, MECHANISM 2, BLAST LOAD
CURRX = ARG(2) / (A ARG(4))
CURRX = ARG(2) / (A ARG(4))
CALL DBLNC(CURRX*A, A, F1BO, PXY, ANS1)
CALL DBLNC(CURRX*A, A, F1BO, PXY, ANS1)
CALL IIRLNC(O, CURRX:A, FXBO, FXY, ANSX)
```

CALL IIRLNC(O, CURRX:A, FXBO, FXY, ANSX)

```
```

    JJJ
    12966
12967
12968
12969
12970
12971
12972C
12973
12974C
12975C
12976C
12977
12978
12979
12980
12981
12982
12983C
12984
12985C
12986C
12987C
12988
12989
12990
12991
12992
12993
12994
12995
12996
12997
12998
12999
13000
13001
13002
13003
13004C
13005C
13006C
13007
13008C
13009C
13010C
13011 DO 110 I = 1, 5
13012 110 AA(I) = TINCR * AA(I)
13013C
13014
13015

```
```

AA(1) = FTNT DELDOT ANS1 / (1.0 - CURRX) - DELTAK
AA(2) = (FTNT * ANSX * THEDT1 - THEDT3) / CURRX ** 3 -
l
THEDT2 / CURRX
AA(3) = FTNT \& 4.0 \# ARG(5) \# (ANSX + A % CURRX \# ANS1)
AA(4) = UPDOT ARG(S)
AA(5) = PEDOT ARG(5) CURRX (1.0 - CURRX HALF)
ELSEIF(BPFLAG.EQ.2.AND.LOADFG.EQ.2.AND.MECHFG.EQ.1)THEN
THIS IS A PLATE CASE, MECHANISH 1, BLAST LOAD
CURRX = 1.0
AA(1) = 0.0
AA(2) = FTNT ATHED1 - ATHED2
AA(3) = FTNT ARG(5) AWFDOT
AA(4) = WPDOT ARG(5)
AA(5) = APEDOT * ARG(5)
ELSEIF(BPFLAG.EQ.2.AND.LOADFG.EQ.2.AND.MECHFG.EQ.2)THEN
THIS IS A PLATE CASE, MECHANISM 2, blast load
CURRX = ARG(2) / (A \# ARG(4))
CURRXS = CURRX * CURRX
CALL DBLNC(O, CURRX\$A, FXPO, PXY, ANSX)
CALL DBLNC(O, ZB*CURRX, FYPO, PYX, ANSY)
CALL DBLNC(CURRX\&A, A, FIPO, PXY, ANS1)
AA(1) = FTNT * ANS1 * DELDOT / ((1.0-CURRX) * (1.0 - z *
\& CURRX)) - DELTAK
AA(2) = (FTNT (ANSX + ANSY) THEDT1 - THEDT3 - THEDT2 *
\& CURRXS * (ARZS * (HALF - CURRX * THIRD) + HALF - Z *
\& CURRX * THIRD)) / (CURRX * 3 (THIRD * ARZSPI -
\& CURRX * Z * FOURTH * ARZP1))
AA(3) = FTNT 4.O ARG(5) : (A * ANSY / ZB + ANSX +
\& CURRX * A \# ANS1)
AA(4) = WPDOT * ARG(5)
AA(5) = FEDOT * ARG(5) * CURRX * (1.0 - ONEPZ * HALF *
8 CURRX + 2 THIRD CURRXS)
END CASE ON LOADFG, EPFLAG: MECHFG
END IF
MULTIPLY EACH TERM BY the time StEP INCREmENT
RETURN
ENI

```

\footnotetext{
」JJ
13016 13017 C 13018 C 13019 C 13020 C
13021 C
13022 C
13023C 13024 C 13025 C 13026C 13027 C 13028 C 13029 C 13030C 13031 C 13032C 13033 C 13034 C 13035 C \(13036 C\) \(13037 C\) 13038C 13039 C 13040 C 13041 C 13042 C 13043 C 13044 C 13045 C 13046 C 13047 C 13048 C 13049 C 13050 C 13051C 13052 C 13053C 13054 C 13055C 13056 C 13057 C 13058 C 13059 C 13060C 13061 C 13062 C 13063 C 13064 C 13065 C
}
```

THIS STAND-ALONE PRDCEDURE PERFORHS A DOUBLE
INTEGRATION USING A COMPOSITE NEWTON-COTES (N=2)
FDRMULATION.
THIS COMPOSITE NEUTON-COTES (N=2) NETHOD COMPUTES
THE INTEGRAL AS FOLLOWS
INTEGRAL(XO,X2K) F(X)DX = (H/3)[F(XO) + 4F(X1) +
+ 2F(X2) t...t4F(X2K-1)
+ F(X2K)J
UHERE 2K IS THE NUMBER OF INTERUALS TAKEN OUER THE
FUNCTION IN DETERMINING THE INTEGRAL AND H IS THE
SIZE OF THE EQUALLY SPACED INTERVALS, THAT IS, H
IS EQUAL TO THE RANGE OF INTEGRATION DIUIDED BY
THE QUANTITY 2K. FOR MDRE INFORMATION, THE READER
IS DIRECTED TO THE TEXT
ANALYSIS EY HILDEBRAND, PP. 71,76.
FOR THIS PARTICULAR ROUTINE, WE HAVE AR\&ITRARILY
CHOSEN 2K = 20, WHICH CAUSES H = (X2K-XO)/20.
THE PARAMETERS ARE DEFINED AS FOLLOWS
AI LOWER LIMIT OF OUTER INTEGRAL
G1 UPPER LIMIT OF OUTER INTEGRAL
FTN1 F(XI), INSIDE OF OUTER INTEGRAL
FTN2 F(X1,X2), INSIDE OF INNER INTEGRAL
ANS THE ANSWER OR RESULT.

```
the subprocedure, fini, computes the value of the OUTER INTEGRAL AND RETURNS IT AS THE ARRAY, ANSFI. ALSO COMPUTED ARE THE LIHITS OF THE INNER INTEGRAL Which may depend on the value of the variable in the outer integral. the arguments passed to this PROCEDURE ARE DEFINED AS FOLLOWS
\(X_{1}\) CURRENT VALUE OF OUTER VARIABLE
A2 LOWER LIMIT OF INNER INTEGRAL B2 UPPER LIMIT DF INNER INTEGRAL ANSF 1 ANSWER OR RESULT.

THE SURPROCEDURE, FTN2, COMPUTES THE INNEF FORTION of the inner integral, returning the values to the ARRAY, ANSF2, AT EACH STEP OF THE INNER INTEGRAL. the arguments fassed to this procedure are defined BELOW
\(\times 1\)
CURRENT UALUE OF OUTER VARIABLE
\(\times 2\) CURRENT UALUE OF INNER UARIABLE
ANSF2 ANSHER OR RESULT.
EXTERNAL FTM1, FTN2
DIHENSION COEFF(020)
DATA COEFF/1., 4., 2., 4., 2., 4., 2., 4., 2., 4., 2., 4.,
t 2., 4.. 2..4.. 2..4..2..4.. 1.1
DETERKINE VALUE DF HI
\(H 1=(B 1-A 1) / 20\).
SET OUTER INTEGRAND SUMS TO ZERO
\(51=0.0\)
DO OUTER INTEGRAL
DO 110 I1 \(=0,20\)
\(X 1=A 1+I 1\) ( \(X_{1}=A 1\) ) / 20.
CALL FTN1 (X1, A2, B2, ANSF1)
\(H 2=(B 2-A 2) / 20\).
\(52=0.0\)
DO INNER INTEGRAL
D0 \(10012=0.20\)
\(\times 2=A 2+12 *(B 2-A 2) \quad, 20\).
CALL FTN2 (X1, X2, ANSF2)
\(10052=52+\operatorname{COEFF}(I 2) *\) ANSF2
\(11051=51+\operatorname{COEFF}(I 1) * A N S F 1 *(H 2 / 3) *\).
PUT ANSWER TOGETHER
ANS \(=\left(\mathrm{H}_{1} / 3.0\right) * \mathrm{~S}_{1}\)
RETURN
END
```



```
13146 SUBROUTINE FYPO(Y, A2, B2, ANS)
13147C
13148C
131490
13150C
13151C
13152C
13153
13154
13154
13155
13156
13157
13158
13159
13160
13161
13162
13163C
13164C
13165
13166
13167
13168C
13169C
13170
13171C
13172
13173
13174C
13175C
13176
13177C
13178 FETUFN
13179 END
    SUBROUTINE FYPO(Y, A2, B2, ANS)
13173
THIS PROCEDURE DETERMINES THE UALUE OF THE OUTER
        PART OF THE DOUBLE INTEGRAL WITH RESPECT TO Y
WHICH IS USED TO COMPUTE THE PRESSURE FUNCTION.
    COMMON/'CONSTS/ ACUBE, AFDUR, ARSQ, ARSZP1, ARZSP1,
    8 ARZPI, ARZS, ASQ, B, BIGRB, BIGMU, DELTAK, EPSLNI,
    8 FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
    TWELFH,W,Z, ZB, ZCUBE, ZFOUR, ZSQ
    COMMON / INPUTS/ BLEN, BHGT, HREF, BIGW, RATLII,ZO,
    & TCASE, D,F, Q, QI, COUER, TE, SIGMAC, SIGMAR, SMALLN,
    & WAVEFN
        COMMON / CONC/A, ALPHA, AR, BIGD, BIGL, EXI, EX2, EY1,
    & EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
    & TMAX, TFRINT
        THIS PROCEDURE DETERMINES THE
13173
    A2 =A*Y/ZB
    B2 =A
    GO TO 100
    ENTRY FYF1(Y, A2, R2, ANS)
100 ANS = Y
```

```
    JJJ
13180
13181C
13182C
13183C
13184C
13185C
13186C
13187
13188
13189
13190
13191
13192
13193
13194
13195
13196
13197
13198
13199C
13200C
13201
13202
13203
13204C
13205C
13206
13207C
13208
13209
13210
13211C
13212C
13213
13214C
13215
13216
13217C
13218C
13219
13220C
13221
13222
13223
13224
13225
13226C
13227C
13228
13229C
```

```
SUBROUTINE F1BO(X, A2, B2, ANS)
```

SUBROUTINE F1BO(X, A2, B2, ANS)
THIS PROCEDURE DETERMINES THE VALUES OF THE OUTER
THIS PROCEDURE DETERMINES THE VALUES OF THE OUTER
PART OF THE DOUBLE INTEGRAL WITH RESPECT TO X
PART OF THE DOUBLE INTEGRAL WITH RESPECT TO X
WHICH IS USED TO COMPUTE THE PRESSURE FUNCTION.
WHICH IS USED TO COMPUTE THE PRESSURE FUNCTION.
COMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZP1, ARZSP1,
COMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZP1, ARZSP1,
ARZP1, ARZS, ASO, B, BIGRB, BIGMU, DELTAK, EPSLNU,
ARZP1, ARZS, ASO, B, BIGRB, BIGMU, DELTAK, EPSLNU,
FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
THELFH, W, Z, 2B, ZCUBE, ZFOUR, ZSQ
THELFH, W, Z, 2B, ZCUBE, ZFOUR, ZSQ
COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO,
COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO,
\& TCASE, D, F, Q, QI, COVER, TE, SIGMAC, SIGMAR, SMALLN,
\& TCASE, D, F, Q, QI, COVER, TE, SIGMAC, SIGMAR, SMALLN,
WAVEFN
WAVEFN
COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EY1,
COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EY1,
\& EY2, EZ1, EZ2, RHOR, RHOC, SHALLM, TAU, TCR, TINCR,
\& EY2, EZ1, EZ2, RHOR, RHOC, SHALLM, TAU, TCR, TINCR,

* TMAX, TPRINT
* TMAX, TPRINT
COMMON / RESULT / DELTA, PE, T, THETA, THETAD, VEL, WF,
COMMON / RESULT / DELTA, PE, T, THETA, THETAD, VEL, WF,
\& UK, WP, BIGX, XH
\& UK, WP, BIGX, XH
A2 = 0
A2 = 0
B2 = B
B2 = B
GO TO 110
GO TO 110
ENTRY FIFO(X, A2, B2, ANS)
ENTRY FIFO(X, A2, B2, ANS)
A2 = 2B XH/A
A2 = 2B XH/A
B2 = E
B2 = E
GO TO 110
GO TO 110
ENTRY F1F1(Y, A2, B2, ANS)
ENTRY F1F1(Y, A2, B2, ANS)
B2 = A
B2 = A
GO TO 100
GO TO 100
ENTRY F1F2(Y, A2, B2, ANS)
ENTRY F1F2(Y, A2, B2, ANS)
B2 = Y/AR
B2 = Y/AR
100 RADIX = EIGRB ** 2 - (B - Y) ** 2
100 RADIX = EIGRB ** 2 - (B - Y) ** 2
IF (FAIIIX .LT, O.0) FADIX = 0.0
IF (FAIIIX .LT, O.0) FADIX = 0.0
A2 = A - SQRT(RADIX)
A2 = A - SQRT(RADIX)
GO TO 110
GO TO 110
ENTRY F1F3(X, A2, B2, ANS)

```
ENTRY F1F3(X, A2, B2, ANS)
```

```
    JJJ
13230 13231
```

RADIX = BIGRE ** 2-(A - X) ** 2

```
RADIX = BIGRE ** 2-(A - X) ** 2
    IF (RADIX .LT. 0.0) RADIX = 0.0
    IF (RADIX .LT. 0.0) RADIX = 0.0
    A2 = B - SQRT(RADIX)
    A2 = B - SQRT(RADIX)
    B2 = X * AR
    B2 = X * AR
    110 ANS = 1.0
    110 ANS = 1.0
    RETURN
    RETURN
    END
```

    END
    ```
(

THIS PROCEDURE DETERMINES THE VALUE DF THE INNER FART OF THE DOUBLE INTEGRAL WITH RESPECT TO Z2, WHERE \(F(Z 1,22)=22 * 22\).

ANS = 22 ** 2
RETURN
END

\begin{tabular}{|c|c|}
\hline JJJ & \\
\hline 13261 & SUBROUTINE PXY(X, Y, ANS) \\
\hline \(13262 C\) & \\
\hline 13263 C & THIS PROCEDURE DETERMINES THE UALUES OF THE INNER \\
\hline 13264 C & PART OF THE DOUBLE INTEGRAL WHICH IS USED TO \\
\hline \(13265 C\) & COMPUTE THE PRESSURE FUNCTION. THE NORHAL ENTRY, \\
\hline 13266 C & PXY, IS PERFORMING THE INNER INTEGRAL WITH \\
\hline 13267 C & RESPECT TO Y, WHILE THE SECOND ENTRY, FYX, \\
\hline 13268 C & PERFORHS THE INNER INTEGRAL WITH RESPECT TO \(X\). \\
\hline 13269 C & SIMILARILY, THE ENTRY, FZPXY, COAPUTES THE INNER \\
\hline 132700 & INTEGRAL OF Y*P(X,Y) WITH RESPECT TO Y, AND THE \\
\hline 13271 C & ENTRY, FZPYX, COMPUTES X*P(X,Y) WITH RESPECT TO \(X\). \\
\hline 13272 C & \\
\hline 13273 C & \\
\hline 13274 & INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY, \\
\hline 13275 & 2 BRHFG1 \\
\hline 13276 & COMHON / FLAGS / BADXFG, BPFLAG, ERHFG, DONEFG, EOFLAG, \\
\hline 13277 & 8 IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY, \\
\hline 13278 & 8 BRHFGI \\
\hline 13279 & COMMON / CONSTS / ACUBE, AFOUR, ARSQ, ARSZP1, ARZSP1, \\
\hline 13280 & 8 ARZP1, ARZS, ASO, B, BIGRB, BIGMU, DELTAK, EPSLNU, \\
\hline 13281 & FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD, \\
\hline 13282 & 8 TWELFH, W, Z, 2B, ZCUBE, ZFOUR, ZSO \\
\hline 13283 & COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLD, 20 , \\
\hline 13284 & 8 TCASE, D, F, 0 , Q1, COVER, TE, SIGMAC, SIGMAR, SMALLN, \\
\hline 13285 & 8 HAVEFN \\
\hline 13286 & COMMON / CONC / A, ALPHA, AR, BIGI, BIGL, EX1, EX2, EY1, \\
\hline 13287 & 8 EY2, EZ1, EZ2, RHOR, RHOC, SMALLA, TAU, TCR, TINCR, \\
\hline 13288 & : TMAX, TPRINT \\
\hline 13289 & COMMON / RESULT / delta, PE, T, theta, thetad, vel, UF, \\
\hline 13290 & 8 WK, WP, EIGX, XH \\
\hline 13291 & COMRON / RES4 / PU, H \\
\hline 13292 C & \\
\hline 13293C & \\
\hline 13294 & ENTRY FYX(Y, \(\mathrm{X}, \mathrm{ANS}\) ) \\
\hline 132950 & \\
\hline 13296 & TERM \(=1.0\) \\
\hline 13297 & GO TO 100 \\
\hline 13298 C & \\
\hline 13299 C & ENTER HERE FOR DOUBLE INTGRAL--1St moment \\
\hline 13300 C & \\
\hline 13301 & ENTRY FZFXY(X, Y, ANS) \\
\hline 13302 C & \\
\hline 13303 & TERM \(=\mathrm{Y}\) \\
\hline 13304 & GO TO 100 \\
\hline \[
\begin{aligned}
& 13305 \mathrm{C} \\
& 13306 \mathrm{C}
\end{aligned}
\] & \\
\hline 13307 & ENTRY FZPYX(Y, \(X\), ANS) \\
\hline 13308 C & \\
\hline 13309 & TERM \(=x\) \\
\hline 133100 & \\
\hline
\end{tabular}

ANS \(=\) ANS TERH
RETURN
END

Where 2 K IS the number of intervals taken ouer the
FUNCTION IN DETERMINING THE INTEGRAL AND H IS THE
SIZE OF THE EQUALLY SPACED INTERUALS, THAT IS, H
IS EQUAL TO THE RANGE OF INTEGRATION DIUIDED BY
the quantity 2K. for more information, the reader
IS mirected to the text
ANALYSIS BY HILDEBRAND, PP. 71,76.
FOR THIS fARTICULAR ROUTINE, WE HAVE ARBITRARILY
CHOSEN \(2 K=20\), WHICH CAUSES \(H=(X 2 K-X O) / 20\).
the farameters are defined as follows
        AI LOWER LIMIT OF INTEGRAL
        B1 UFFER LIMIT OF INTEGRAL
        FTN \(\quad\left(X_{1}\right)\), INSIDE OF INTEGRAL
        ANS THE ANSWER OR RESULT.
the subfrocedure, fin, computes the inner fortion of the integral, returning the values to the arkay, ansfi, at each stef of the integral. the arguments fassed to this procedure are defined BELOW
\(x_{1}\) CURRENT UALUE OF VAFIABLE ANSF: ANSHER OR RESULT.

EXTERNAL FTN
DIMENSION COEFF(020)
IIATA COEFF/1., 4., 2., 4., 2., 4., 2., 4., 2., 4., 2., 4.,
2., 4., 2., 4., 2., 4., 2., 4., 1.1

II tefinine value of hi
\(H_{1}=\left(E_{1}-A_{1}\right) / 20\).
SET INTEGRAND SUMS TO ZERO
\(\mathbf{S 1}=0.0\)
```

    JJJ
    13371C
13372C
13373C
13374
13375C
13376
13377
13378C
13379
13380C
13381C
13382C
13383
13384C
13385
13386
DO INTEGRAL
n0 100 11=0,20
XI=A1 + I1 \& (B1-A1)/20.
CALL FTN(X1, ANSF1)
100 51 = S1 + COEFF(I1) : ANSF1
PUT ANSWER TOGETHER
ANS = (H1 / 3.0) \& S1
RETURN
END

```
```

    JJJ
    13387
13388C
13389C
133900
13391C
13392C
13393C
13394C
13395
13396
13397
13398
13399
13400
13401C
13402C
13403C
13404C
13405C
13406
13407
13408
13409
13410
13411C
13412
13413

```
```

SUBRDUTINE FT(T, FTNT)

```
SUBRDUTINE FT(T, FTNT)
        THIS PROCEDURE DETERMINES THE VALUE OF F(T) FOR
        THIS PROCEDURE DETERMINES THE VALUE OF F(T) FOR
        the given value of T. it IS USED IS dETERMINING
        the given value of T. it IS USED IS dETERMINING
        THE INTEGRAL DF F(T) FROH T=O TO TETCR WHICH IS
        THE INTEGRAL DF F(T) FROH T=O TO TETCR WHICH IS
        USED TO COMPUTE IBAR.
        USED TO COMPUTE IBAR.
    COMMON / INPUTS / BLEN, BHGT, MREF, BIGW, RATLII, 20,
    COMMON / INPUTS / BLEN, BHGT, MREF, BIGW, RATLII, 20,
    & TCASE, D, F, O, QI, COUER, TE, SIGMAC, SIGMAR, SMALLN,
    & TCASE, D, F, O, QI, COUER, TE, SIGMAC, SIGMAR, SMALLN,
    & WAUEFN
    & WAUEFN
    COMKON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EY1,
    COMKON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EY1,
    8 EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
    8 EY2, EZ1, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
    & TMAX, TPRINT
    & TMAX, TPRINT
        DETERMINE F(T) USING
        DETERMINE F(T) USING
            CASE ON RATIO OF T
            CASE ON RATIO OF T
    FTNT = 0.0
    FTNT = 0.0
    TRATIO = T / TAU
    TRATIO = T / TAU
    IF (TRATIO .LE. 1.0 .AND. WAVEFN .EQ. 1.0) FTNT = (1.0 -
    IF (TRATIO .LE. 1.0 .AND. WAVEFN .EQ. 1.0) FTNT = (1.0 -
    & TRATIO) # EXP(-ALPHA*TRATIO)
    & TRATIO) # EXP(-ALPHA*TRATIO)
    IF (TRATIO .LE, 1.0 .AND, WAVEFN .EQ, 2.0) FTNT = 1.0
    IF (TRATIO .LE, 1.0 .AND, WAVEFN .EQ, 2.0) FTNT = 1.0
    RETURN
    RETURN
    END
```

    END
    ```
```

    J」」
    13414
13415C
13416C
13417C
13418C
13419C
13420C
13421C
13422C
13423C
13424
13425
13426
13427
13428
13429
13430C
13431C
13432C
13433C
13434C
13435C
13436
13437C
13438C
13439C
13440C
13441C
13442C
13443C
13444
13445
13446
13447C
13448
13449C
13450C
13451C
13452
13453C
13454

```

\section*{SUBROUTINE PRINTR}
```

THIS SUBROUTINE PRINTS THE LINE OF RESULTS FOR THE TIME, T. IT IS CALLED BY THE SUBPROCEDURES, TZERO AND TSTEP. IT CALLS SUBPRDCEDURE, PAGE, TO HEAD A NEW PAGE, IF THE CURRENT LINE COUNT FOR THE PRINTED PAGE EXCEEDS THE MAXIMUM NUMBER OF LINES PER PAGE.
COKMON / PRINTS / LITTLN, MAXLIN, NF, NUMLIN, NUMPAG, * NWAUEF, STEPCT CHARACTER FLAG*1, TIMNOW*10, TITLE*7S, TODAY 10 , TYPE\#S COMMON / PRINTC / FLAG, TIMNOW, TITLE, TODAY, TYPE COMMON / RESULT / DELTA, FE, T, THETA, THETAD, UEL, WF, 8 WK, HP, BIGX, XH
IF LINE COUNT EXCEEDS MAX/PAGE
THEN HEAD A NEW PAGE IF (NUMLIN .GE, MAXLIN) CALL PAGE
ELSE CONTINUE
END IF (LINECOUNT)
FRINT LINE OF RESULTS, ADD 1 TO LINE COUNT, ANI ZERO STEP COUNT
WRITE (t, 100 ) T, THETA, FLAG, VEL, DELTA, WF, WP, WK, XH NUMLIN $=$ NUMLIN +1 STEFCT $=0.0$
RETURN
FORMAT STATEMENT
00 FORMAT (1X, G14.8, $2 X, G 14.8, A 1,6(2 X, G 14.8)$ )
13453 C
13454 END

```

\section*{SUBROUTINE PAGE}

> THIS SUBROUTINE PUSHES THE OUTPUT TO A NEW PAGE AND PROUIDES ALL HEADINGS, INCLUDINE CCURRENT DATE AND TIHE, IT IS CALLED IY THE SUBPROCEDURE, RHDATA, TO PRINT HEADINGS FOR THE FIRST PAGE OF THE NEH CASE AND BY THE SUBFROCEDURE, FRINTR, FOR EACH ADDITIONAL PAGE OF INPUT THAT FOLLOWS FOR THAT CASE, IT CALLS MO SUBPROCEDURES.

INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY, 1 BRHFG1
COMMON /FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
\& IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY,
8 ERHFG1
COMMON / PRINTS / LITTLN, MAXLIN, NF, NUMLIN, NUKPAG, ( NWAVEF, STEPCT
CHARACTER FLAG\%1, TIMNOW\&10, TITLE\#75, TODAY*10, TYFE
COMMON / PRINTC / FLAG, TIMNOW, TITLE, TODAY, TYPE


DATA TYFSUP/' SIMPLY', 'CLAMPED'/, TYPWAU/'GENERAL TIME',
8 SQUARE WAVE'/, TYPLOA/'UNIFORM', BLAST'/,
\& TYPSLB/'HORIZONTAL SLAB, EXPLOSIVE ABOVE',
VERTICI.L HALL
',
\& 'HORIZONTAL SLAB, EXPLOSIVE BELOW'/
DATA TOPLIN/'EDGE SHEAR CALCULATION', ', 'LOCALIZED SHEAR FAILURE CALCULA', 'TION',
'FLEXURAL RESPONSE ASSUMING NO E', 'DGE SHEAR',
'FLEXURAL RESPONSE ASSUMING NO L',
'OCALIZED SHEAR FAILURE',
'FLEXURAL RESPONSE UITH SHEAR FA',
'ILURE MASS AND LOADING REMOUED'/, RLANK/' '/

IF WE ARE COMFLETING THE FIRST PAGE FOR CASE
IF (NUMFAG .EQ. 1) THEN
FRINT SUPPORT, WAVE, WEIGHT TYPES
 1 TYPLOA(LOADFG)

ELSEIF (NUMPAG.GT. 2)THEN

PRINT \# message at bottom of page
WRITE (*,150)
END If
AIID ONE TD PAGE NUMBER AND PRINT TOP TWO LINES ON NEXT PAGE

NUMFAG = NUMPAG + 1
If (NUAPAG .EQ, 1) THEN
WRITE (\#,100) TYFE, BLANK, BLANK, NUMPAG, TITLE, TODAY,
8 TIMNOW
WRITE (*,130)

ELSEIF(BRHFG.LT.2)THEN
WFITE (*,100) TYPE, (TOPLIN(I,LOADFG+2), I = 1, 2), NUMPAG, \(\&\) TITLE, TODAY, TIMNOW
WRITE (*,140) TYPSUF(NF), TYFWAV(NHAUEF), TYFSLB(LITTLN), 8 TYPLOA(LOADFG)
WRITE (*,120)
NUMLIN \(=12\)
ELSE
WRITE (*,100) TYPE, TOFLIN(1,5), TOFLIN(2,5), NUMPAG, 8 TITLE, TODAY, TIMNOW
WRITE (*, 140) TYFSUP(NF), TYFWAU(NWAVEF), TYFSLB(LITTLN),
8 TYFLOA(LOADFG)
WRITE (*,120)
NUMLIN = 12
END IF
geturn

FOFMAT STATEMENTS
100 FORMAT ('1' / ' \(\mathbf{D}^{\prime} / 11 \mathrm{X}\), CALCULATIONS ON A CONCRETE ', 3 AS, 5X, A31, A30, 14X, 'FAGE', 13 // 7X, A75, 25X, 3 A10, \(4 \mathrm{X}, \mathrm{A} 9\) )
110 FOFMAT ('0' / 'O', 2 X , 'EREACH \(\mathrm{FALIIUS'} 4 \mathrm{X},\),I EAR', 10 X , 1 'I CRITICAL' , )
120 FOFMAT ('0' / SX, 'TIME', 10X, 'THETA', 10X, 'MIDFT. VEL. 3 , \(4 X\). 'MIDPT. DELTA', \(4 X\), 'FRESSURE WORK', \(3 X\). 8 'FLASTIC WORK', 3X, 'KINETIC ENERGY', 3X,
```

13555 \& 'HINGE LOCATION' / 3X, '(SECONDS)', 5X, '(RADIANS)',
9x, '(IN./SEC.)', 6x,'(INCHES)', ix,
3(6X,'(IN,-LBS.)'), 7X, '(INCHES), /)
13558130 FORMAT ( ${ }^{\prime} 0$ ' $/ 0^{\prime} 0^{\prime}, 2 \times$, 'INPUT UALUES')
13559140 FGRMAT ('O', 10X, AT, '-SUPPORTED', $10 X, A 12$, , FUNCTION'

```

```

13561150 FORMAT ('O', 20X,
13562
13563
13564 C
13565
'AN ASTERISK INDICATES THAT A REIHFORCING ELEMENT HAS FRACTURED')
END

```
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AO INITIAL POROSITY OF CONCRETE
AI-A3 HUGONIOT COEFFICIENTS FOR CONCRETE(PSI)
AL
APAR
APPIMP
AREA
B0-B3
BHGT
BIGD
BIGIBR
BIGICR
BIGL
BIGW
BLEN BRHFGI
C
C0
Cl
Cl-C2 INCIDENT ANGLE ARRAY(DEG)
VARIABLE POROSITY OF CONCRETE
AVERAGE IMPULSE ON AN AREA(PSI-S)
REFERENCE AREA ON PLATE (IN**2)
HUGONIOT COEFFICIENTS FOR CONCRETE
WIDTH OF PLATE OR WIDTH OF BEAM(IN)
DIAMETER OF EXPLOSIVE CHARGE(IN)
IMPULSE TO CAUSE BREACH (PSI-S)
CRITICAL IMPULSE FOR BREACHING(PSI-S)
LENGTH OF EXPLOSIVE CHARGE(IN)
WEIGHT OF EXPLOSIVE CHARGE (LB)
LENGTH OF PLATE OR SPAN OF BEAM(IN)
FLAG TO INDICATE BREACH OF CONCRETE
LOCAL SPEED OF SOUND AT PRESSURE(IN/S)
BULK SPEED OF SOUND FOR CONCRETE(IN/S)
BULK SPEED OF SOUND FOR VOIDLESS CONCRETE(IN/S)
COVER
CP
CRA
DQ
DT
DX
DY
F1-F2
F5
FACT
FLGX
FLGY
EP
FPAR
FRGIMP
FRGM
FRGMOM
FRGN
FRGT
G
GC
H
HREF
P
PO
PEAK SIDE-ON OVERPRESSURE(PSI)
PB OVERPRESSURE DUE TO BLAST AND FRAGMENTS(PSI)
PE HUGONIOT YIELD STRENGTH OF CONCRETE(PSI)
PI CONSTANT
PM REFERENCE POINT ON HUGONIOT OF CONCRETE(PSI)
PR PEAK REFLECTED OVERPRESSURE(PSI)
Q DENSITY RATIO OF FLEXURAL STEEL TO CONCRETE
Q1 DENSITY RATIO OF SHEAR STEEL TO CONCRETE
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R

RATLD REFIMP RHOC RHOHE RHOR RI SIGMAC SIGMAR SS
T
T1-T6
TB
TCASE
TE
TF
TIMP
TMOM
TN
TSPL
UE
UP
US
V
V0
VE
VI
VN
VR
VS
wc
WFRG
X
X1-x
\(\times 8\)
\(\times 9\)
XB
\(X E\)
\(X F\)
\(X P\)
XS
XSPL MAX POSSIBLE DIMENSION OF SPALLING IN THE X-DIR(IN)
YB Y-DIMENSION OF BREACHING IN CONCRETE(IN)
YE COORDINATE POSITION ON PLATE (IN)
YF
YI
YM
YP
YSPL
20
ZDIS
\(2 F\)
LENGTH TO DIAMETER RATIO FOR THE EXPLOSIVE CHARGE IMPULSE IN REFLECTED BLAST WAVE(PSI-S) MASS DENSITY OF CONCRETE (LB-S**2/IN**4) WEIGHT DENSITY OF EXPLOSIVE CHARGE (LB/IN**3) MASS DENSITY OF STEEL (LB-S**2/IN**4) REFLECTED IMPULSE ARRAY(PSI-S) COMPRESSIVE STRENGTH OF THE CONCRETE(PSI) TENSILE STRENGTH OF THE STEEL REINFORCING(PSI) VARABLE TENSILE STRESS AT SPALL PLANE(PSI) REFERENCE TIME ON SHOCK WAVE PROFILE(S) PARAMETER TO CALCULATE AVERAGE PRESSURE DURATION OF LOADING ON AN AREA (S) THICKNESS OF THE METAL CASE(IN) CRITICAL TENSILE STRENGTH FOR CONCRETE(PSI) dURATION AT FAR POINT ON PLATE(S) TRAPPED IMPULSE IN SPALLED CONCRETE(PSI-S) MOMENTUM TRAPPED IN SPALLED CONCRETE DURATION AT NEAR POINT ON PLATE(S) TIME FOR TRAVEL FROM FREE SURFACE TO SPALL PLANE(S) PARTICLE VELOCITY OF CONCRETE AT PE(IN/S) PARTICLE VELOCITY IN LABORATORY COORDINATES(IN/S) SHOCK VELOCITY IN LABORATORY COORDINATES(IN/S) SPECIFIC VOLUME OF CONCRETE (IN**4/(LB-S**2)) INITIAL SPECIFIC VOLUME OF CONCRETE (IN**4/(LB-S**2)) SPECIFIC VOLUME OF CONCRETE AT PE (IN**4/(LB-S**2)) INITIAL FRAGMENT VELOCITY(IN/S) NORMAL IMPACT VELOCITY FOR FRAGMENTS(IN/S) VELOCITY OF ERAGMENT AT DISTANCE R(IN/S) SPECIFIC VOLUME OF VOIDLESS CONCRETE (IN**4/(LB-S**2)) WEIGHT OF THE METAL CASE(LBS) WEIGHT OF A MEDIAN FRAGMENT(LBS) SCALED DISTANCE ARRAY(FT/LB**THIRD) PARAMETERS TO COMPUTE VALUES AT PE Of CONCRETE POSITION OF SHOCK FRONT IN PLATE (IN) LOCATION OF SHOCK FRONT IN CONCRETE(IN) X-DIMENSION OF BREACHING IN CONCRETE(IN) COORDINATE POSITION ON PLATE (IN) X-DIMENSION FOR EFFECTS OF FRAGMENTATION(IN) ONE-HALF OF PLATE OR BEAM SPAN IN X-DIR (IN) X-DIM OF SPALL(IN) Y-DIMENSION FOR EFFECTS OF FRAGMENTATION(IN) COORDINATE POSITION ON PLATE (IN) MIN DIMENSION OF PLATE OR BEAM IN Y-DIR(IN) MAX DIMENSION OF PLATE OR BEAM IN Y-DIR(IN) MAX POSSIBLE DIMENSION OF SPALLING IN THE Y-DIR(IN) STANDOFF FROM PLATE TO CENTER OF CHARGE (ET) SCALED DISTANCE TO POINT ON PLATE (FT/LB**THIRD) AVERAGE DEPTH OF PENETRATION FOR FRAGMENTS(IN)

VARIABLE DISTANCE FROM CENTER OF CHARGE(FT)

\section*{CALCULATIONS ON A CONCRETE FLATE}
```

PAGE 1
TEST FOR 100 POUNDS (BARE) AT Z= 0.B

```


COMFUTED CONSTANT VALUES
\begin{tabular}{lrrr} 
FLATE HALF LENGTH, IN. & (E) & 60.000000 \\
RATIO OF FINAL HINGE LOC TO E, IIMENSIONLESS & (Z) & 1.0000000 \\
HINGE MOMENT, IN.-LES./IN. & (EIGMU) & 55319.922 \\
WEIGHT FER UNIT AREA, LES.IIN.SQ. & (W) & 1.0432800 \\
ORIGINAL HINGE LOCATION, IN. & (XH) & 13.488254
\end{tabular}

CLAMFED-SUFPORTED
VEFTICAL WALL

GENERAL TIME FUNCTION UNIFORM LDAII
\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{4}{|c|}{CALCULATIONS ON A CONCRETE PLATE} \\
\hline \multicolumn{4}{|l|}{FLEXURAL RESFONSE ASSUMING NO EDGE SHEAR PAGE 2} \\
\hline \multicolumn{4}{|c|}{TEST FOR 100 POUNDS (BARE) AT \(Z=0.8\)} \\
\hline \multicolumn{4}{|c|}{\begin{tabular}{l}
CLAMPED-SUPFORTED UERTICAL WALL \\
general time UNIF
\end{tabular}} \\
\hline TIME (SECONDS) & THETA (RADIANS) & \begin{tabular}{l}
MIDPT. VEL. \\
(IN./SEC.)
\end{tabular} & MIDFT, DELTA (INCHES) \\
\hline 0.00000000 & 0.00000000 & 0.00000000 & 0.00000000 \\
\hline 0.50000000E-03 & 0.12244307E-01 & 660.91300 & 0.17359172 \\
\hline 0.99999999E-03 & 0.41823604E-01 & 1121.1029 & 0.62745914 \\
\hline \(0.15000000 \mathrm{E}-02\) & \(0.78739063 \mathrm{E}-01\) & 1380.5695 & 1.2612407 \\
\hline 0.20000000E-02 & 0.11407618 & 1443.6713 & 1.9747283 \\
\hline \(0.25000000 \mathrm{E}-02\) & 0.14261876 & 1443.6713 & 2.6965640 \\
\hline 0.30000001E-02 & 0.16517906 & 1443.6713 & 3.4183996 \\
\hline \(0.35000001 \mathrm{E-02}\) & 0.18303673 & 1443.6713 & 4.1402352 \\
\hline 0.40000001E-02 & 0.19717247 & 1443.6713 & 4.8620710 \\
\hline 0.45000001E-02 & 0.20833058 & 1443.6713 & 5.5839068 \\
\hline 0.50000002E-02 & 0.21707755 & 1443.6713 & 6.3057426 \\
\hline 0.55000002E-02 & 0.22384774 & 1443.6713 & 7.0275784 \\
\hline 0.60000002E-02 & 0.22897709 & 1443.6713 & 7.7494142 \\
\hline 0.65000003E-02 & 0.23272765 & 1443.6713 & 8.4712498 \\
\hline \(0.70000003 \mathrm{E}-02\) & 0.23530539 & 1443.6713 & 9.1930853 \\
\hline 0.75000003E-02 & 0.23687304 & 1443.6713 & 9.9149208 \\
\hline 0.80000003E-02 & 0.23755950 & 1443.6713 & 10.636756 \\
\hline \multicolumn{4}{|l|}{MAXIMUH DEFLECTIAN \(=10.925490\) AT TIME \(=0.82000001 E-02\)} \\
\hline AN ASTERIS & - INDICATES THAT & A REINFORCING & ELEMENT HAS FRACTUREII \\
\hline
\end{tabular}

\section*{CALCULATIONS ON A CONCRETE PLATE}

PAGE 1
TEST FOR 100 POUNDS (CASED) AT \(Z=0 . B\)
```

PLATE LENGTH OR REAM SPAN, IN. (BLEN) 120.00000
PLATE HEIGHT OR BEAM WIDTH, IN (BHGT) 120.00000
OEAM OR PLATE THICKNESS, IN.
EXPLOSIVE WEIGHT, LHS.
LENGTH TO DIAMETER RATIO, DIMENSIDNLESS
ZO OF EXPLOSIVE, IN.
THICKNESS DF METAL CASE, IN.
REINFORCING DISTANCE, IN.
SUPPORT FACTOR 1=SIMPLY, 2=CLAMPED
REINFORCEMENT RATIO IN TENSION. DIMENSIONLESS
SHEAR STIRRUP REINFORMENT RATIO
CONCRETE COUER ON BACK FACE, IN.
TENSILE SPALLING STRENGTH, FSI.
CONCRETE COMPRESSIUE STRENGTH, PSI.
REINFORCED STEEL YIELD STRESS, PSI. (SIGMAR) 60000.000
\SPALL S
(COUER) 1.5000000
(SIGMAC) 5000.0000
WEIGHT UECTOR O=VERT, }1=EXP BLW, -1=EXF ABU (SMALLN) 0.00000000
WAVE FUNCTION 1=GENERAL, 2=SQUARE (WAUEFN) 1.0000000
COMPUTED UALUES OF MATERIAL RESFONSE

```
22.332909
12.761662 15.952078 15.952078 248.59576
1.8433026
0.18963297E-02
1944.0739
11.531472
17.313197
```

LIMIT OF SPALL IN X-DIR, IN 22.332909

```
LIMIT OF SPALL IN X-DIR, IN 22.332909
LIMIT OF SPALL IN Y-DIR, IN 12.761662
LIMIT OF SPALL IN Y-DIR, IN 12.761662
LIMIT OF BREACH IN X-DIR, IN 15.952078
LIMIT OF BREACH IN X-DIR, IN 15.952078
IMIT OF
IMIT OF
BREACH IN Y-DIR, IN
BREACH IN Y-DIR, IN
TOTAL TRAFPED MOMENTUM, LB-S
TOTAL TRAFPED MOMENTUM, LB-S
IMPULSE FOR FLEXURE, FSI-MS
IMPULSE FOR FLEXURE, FSI-MS
DURATION OF \thereforeOAD ON WALL, S
DURATION OF \thereforeOAD ON WALL, S
AVERAGE FRESSURE ON WALL, PSI
AVERAGE FRESSURE ON WALL, PSI
EFFECTIUE WALL THICKNESS, IN
EFFECTIUE WALL THICKNESS, IN
EFFECTIUE EREACH RAIIUS, IN
```

EFFECTIUE EREACH RAIIUS, IN

```

COMFUTEII CONSTANT UALUES


CLAMPED-SUFFORTED VEFTICAL HALL

GENERAL TIME FUNCTION UNIFORM LOAD

CALCULATIONS ON A CONCRETE PLATE PAGE 2

TEST FOR 100 POUNDS (CASED) AT \(Z=0.8\)
CLAMPED-SUPPORTED GENERAL TIME FUNCTION
UERTICAL WALL UNIFORM LOAD


BECAUSE THIS FLATE HAS SHOWN LOCALIZED LOAD SHEAR FAILURE,
A SECOND SET OF CALCULATIONS WILL BE IIONE WITH
BREACH AREA MASS AND LOADING REMOVED
\(Z\) IS RESET TO 1.O, AND WE ASSUME THE FLATE TO BE IN MECHANISM 1

CALCULATIONS ON A CONCRETE PLATE
flexural response with shear failure mass and loading remoued PAGE 3

TEST FOR 100 FOUNDS (CASED) AT \(Z=0.8\)

\section*{CLAMPED-SUPPORTED UERTICAL WALL}
general time function UNIFORM LOAL
\begin{tabular}{|c|c|c|c|}
\hline \[
\begin{gathered}
\text { TIME } \\
\text { (SECONDS) }
\end{gathered}
\] & THETA (RADIANS) & MIDPT. VEL. (IN./SEC.) & MIDFT. IELTA (INCHES) \\
\hline 0.00000000 & 0.00000000 & 0.00000000 & 0.00000000 \\
\hline 0.50000000E-03 & 0.64925087E-02 & 1479.7093 & 0.38955052 \\
\hline 0.99999999E-03 & 0.23353608E-01 & \(=488.4617\) & 1.4012165 \\
\hline 0.15000000E-02 & 0.46658656E-01 & 3026.2571 & 2.7995194 \\
\hline \(0.20000000 \mathrm{E}-02\) & \(0.72489015 \mathrm{E}-01\) & 3103.3216 & 4.3493409 \\
\hline 0.25000000E-02 & 0.98054231E-01 & 3032.3301 & 5.8832538 \\
\hline 0.30000001E-02 & 0.12302785 & 2961.3387 & 7.3816710 \\
\hline 0.35000001E-02 & 0.14740988 & 2890.3473 & 8.8445924 \\
\hline 0.40000001E-02 & 0.17120031 & 2819.3559 & 10.272018 \\
\hline 0.45000001E-02 & 0.19439914 & 2748.3644 & 11.663948 \\
\hline 0.50000002E-02 & 0.21700638 & 2677.3730 & 13.020383 \\
\hline 0.55000002E-02 & 0.23902202 & 2606.3816 & 14.341321 \\
\hline 0.60000002E-02 & 0.26044607 & 2535.3902 & 15.626764 \\
\hline \(0.65000003 E-02\) & 0.28127852 & 2464.3988 & 16.876711 \\
\hline \(0.70000003 \mathrm{E}-02\) & 0.30151938 & 2393.4073 & 18.091163 \\
\hline \(0.75000003 \mathrm{E}-02\) & 0.32116865 & 2322.4159 & 19.270119 \\
\hline \(0.80000003 \mathrm{E}-02\) & 0.34022632 & 2251.4245 & 20.413579 \\
\hline 0.85000000E-02 & 0.35869239 & 2180.4331 & 21.521543 \\
\hline 0.89999997E-02 & 0.37656687 & 2109.4417 & 22.594012 \\
\hline 0.94999994E-02 & 0.39384975 & 2038.4502 & 23.630985 \\
\hline 0.99999992E-02 & 0.41054104 & 1967.4588 & 24.632462 \\
\hline 0.10499999E-01 & 0.42664073 & 1896.4674 & 25.598444 \\
\hline 0.10999999E-01 & 0.44214883 & 1825.4760 & 26.529930 \\
\hline 0.11499998E-01 & 0.45706533 & 1754.4846 & 27.423920 \\
\hline 0.11999998E-01 & 0.47139024 & 1683.4931 & 28.283414 \\
\hline 0.12499998E-01 & 0.48512355 & 1612.5017 & 29.107413 \\
\hline 0.12999998E-01 & 0.49826527 & 1541.5103 & 29.895916 \\
\hline 0.13499997E-01 & 0.51081540 & 1470.5189 & 30.64892 .4 \\
\hline \(0.13999997 E-01\) & 0.52277392 & 1399.5275 & 31.366435 \\
\hline 0.14499997E-01 & 0.53414085 & 1328.5360 & 32.048451 \\
\hline \(0.14999996 \mathrm{E}-01\) & 0.54491618 & 1257.5446 & 32.694971 \\
\hline \(0.15499996 \mathrm{E}-01\) & 0.55509994 & 1186.5532 & 33.305996 \\
\hline \(0.15999996 \mathrm{E}-01\) & 0.56469207 & 1115.5618 & 33.881525 \\
\hline 0.16499997E-01 & 0.57369263 & 1044.5704 & 34.421557 \\
\hline 0.16999997E-01 & 0.58210158 & 973.57893 & 34.926095 \\
\hline 0.17499997E-01 & 0.58991894 & 902.58755 & 35.395136 \\
\hline 0.17999998E-01 & 0.59714470 & 831.59616 & 35.828682 \\
\hline 0.18499998E-01 & 0.60377888 & 760.60477 & 36.226733 \\
\hline 0.18999998E-01 & 0.60982145 & 689.61339 & 36.589287 \\
\hline 0.19499999E-01 & 0.61527243 & 618.62200 & 36.916346 \\
\hline .19999999E-01 & 0.62013182 & 547.63062 & 37.207909 \\
\hline . 20499999E-01 & 0.62439961 & 476.63924 & 37.463976 \\
\hline
\end{tabular}

AN ASTERISK INDICATES THAT A REINFORCING ELEMENT HAS FRACTURED

CALCULATIONS ON A CONCRETE PLATE FLEXURAL RESPONSE HITH SHEAR FAILURE MASS AND LOADING REMOUED PAGE 4 TEST FOR 100 POUNDS (CASED) AT \(Z=0.8\)

\section*{CLAMPED-SUPPORTED UERTICAL WALL}

GENERAL TIME FUNCTION UNIFORM LOAD


\title{
1983-84 USAP-GCFEES RESEARCI INITLATICN PROGRAM \\ sponsored by the \\ AIR pORCE OPFICE OF SCIENIFIC RESBABCI Conducted by the

}

FINAL REPORT
INPRARED SPECTROSCOPY OF EXITRISIC P-TXPE SILTCON

Prepared by: Dr. Billy Covington

Academic Ranik: Assistant Professor

Department and
University: Physics Department Sam Efouston University

Research Location: Air Force Materials Laboratory
Date: August 1984

\section*{Abstract}

We present the initial results of a project to investigate, as a function of annealing temperature and irradiation time, the infrared ojcical properties of neutron transmutation doped (NTD) silicon which has been conventionally doped with gallium. Comparisons are made between the silicon:gallium absorption data and previously obtained \(\therefore\) ta for other NTD silicon samples. The observation of a broadband absorption region and an unknown absorption line at \(2960 \mathrm{~cm}^{-1}\) is discussed. Recommendations for additional research are made.
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\section*{INFRARED SPECTROSCOPY OF EXTRINSIC P-TYPE SILICON}

\section*{Introduction}

The development and spectral characterization of high quality extrinsic silicon material for fabrication of infrared detectors for use in missle, satellite, and aircraft imaging systems is of continuing importance to the Air Force. One area in which extensive research is presently being conducted, is in the development of methods for rendering optically and electrically inactive the residual boron present in all silicon material. The residual boron is present in sufficient concentrations ( \(10^{12} \mathrm{~cm}^{-3}\) ) to degrade detector efficiency and to require colder detector operating temperature. Neutron transmuta-tion-doping of silicon is proving to be the best method for rendering the boron inactive.

The NTD process employs the \((n, \gamma)\) reaction to convert \({ }^{30}\) Si to \({ }^{31} P\), which then compensates the boron. Compensation involves the recombination of a phosphorous (donor) electron with a boron (acceptor) hole. The electron which then remains at the boron lattice site completes the covalent bond and thus ren::urs the boron inactive.

A major disadvantage of the NTD process is that it produces undesirable, radiation induced defects in the silicon crystal structure. These defects produce unwanted absorption centers as well as rendering the \({ }^{31}\) p optically and electrically inactive. In order to remove the radiation damage and to activate the \({ }^{31} p\), the crystal must be annealed at high temperature \(\left(800^{\circ} \mathrm{C}\right)\) for times ranging from fifteen minutes to one hour.

Covington \({ }^{1,2}\), Watson and Covington \({ }^{3}\), and Kainer and Covington \({ }^{4}\) have initiated a study of the effects of annealing on the infrared absorption properties of neutron irradiated pure silicon, neutron irradiated silicon doped with boron, and neutron irradiated silicon dsped with gallium. The work with pure silicon has provided information about the annealing temperature dependence of the optically active damage centers as well as information about damage or defect concentrations as a function of irradiation time. Information about the interactior of defects with impurities such as boron and gallium or the transmutationally added phosphorous have also been obtained. The fact that thermal neutron irradiation provides a novel method for adding the impurity phosphorous to silicon via transmutation provides additional incentive for studying neutron irradiated silicon. Not only does the opportunity exist for studying lattice damage but it is also possible to study impurity interactions as a function of annealing temperature.

The objectives of the research were (1) to obtain high resolution sorption spectra as a function of annealing temperature for two silicon (gallitin) samples neutron doped to \(5 \times 10^{13} \mathrm{P} \mathrm{cm}^{-3}\) and containing \(3 \times{ }^{10^{16} \mathrm{Gacm}^{-3}}\) and (2) initiate comparison of this data to previously obtained NTD pure silicon and NTD silicon (boron) data.

NTD Theory
For many years impurities have been introduced (doped) into the silicon crystal during growth. The major problems associated with this method are (1) lack of close control of impurity concentrations (2) nonuniform distribution of the impurities and (3) difficulty in
avoiding unwanted impurities which are present in the dopant material.
The possibility of doping semiconductor materials by nuclear transmuation was first suggested by Lark-Horovitz. \({ }^{5}\) Later Tanenbaum and Mills \({ }^{6}\) discussed the basic process of neutron transmutation doping in silicon. They verified experimentally that the only significant nuclear reaction for silicon in a thermal neutron flux is the ( \(n, \gamma\) ) reaction. This reaction involves the following nuclear reactions.
\[
\begin{aligned}
& { }^{28} \mathrm{Si}_{\mathrm{S}}(\mathrm{n}, \gamma){ }^{29} \mathrm{Si} \\
& { }^{29} \mathrm{Si}(\mathrm{n}, \gamma)^{30} \mathrm{Si} \\
& { }^{30}{ }_{S i}(n, Y)^{31} \mathrm{Si} \longrightarrow{ }^{31} P+\beta^{-} t_{\frac{1}{2}}=2.62 \mathrm{~h} \\
& { }^{31} P(n, \gamma){ }^{32} P \longrightarrow{ }^{32} S+\beta^{-} t_{\frac{1}{2}}=14.30 d
\end{aligned}
\]

The \({ }^{31_{p}}\) reaction is important from the standpoint that it is the primary source of radioactivity. This is due to the extended half-life of this reaction with respect to the \({ }^{30}\) Si reaction half-life.

The major nuclear reactions for gallium present in the silicon are given by
\[
\begin{aligned}
& { }^{69} \mathrm{Ga}(\mathrm{n}, \gamma)^{70} \mathrm{Ga} \longrightarrow{ }^{70} \mathrm{Ge}+\beta^{-} \mathrm{t}_{\frac{1}{2}}=21.1 \mathrm{~m} \\
& { }^{\left.71_{\mathrm{Ga}(\mathrm{n}, \gamma}\right)^{72} \mathrm{Ga} \longrightarrow{ }^{72} \mathrm{Ge}+\beta^{-} \mathrm{t}_{\frac{1}{2}}=14.1 \mathrm{~h}}
\end{aligned}
\]

The amount of gallium lost in this process is insignificant when compared to the total gallium concentration. Thus, it is possible to assume that the gallium concentration remains essentially unchanged. The germanium, which is also produced in an insignificant amount, is optically and
electrically neutral due to its having the same valence electron configuration as silicon.

The major advantages of doping silicon by neutron transmutation are close control of the dopant concentration and uniform distribution of the dopant in the silicon crystal. The dopant concentration depends on the relative abundance of the \({ }^{30} \mathrm{Si}\) isotope, the thermal neutron flux, the thermal neutron cross section, and the time of irradiation. All of thase quantities are well known or can be accurately determined so that the dopant concentration ( \({ }^{31} \mathrm{p}\) for silicon) can be determined to \(1 \%\) or better.

The dopant uniformity is a direct result of a uniform distribution of the silicon isotopes and the long thermal neutron diffusion length as compared to typical silicon ingot size.

As previously mentioned, the major disadvantage of neutron transmutation doping is the radiation damage suffered by the silicon crystal. This damage results mainly from fast neutron collisions, gamma recoil, and beta recoil. Meese \({ }^{7}\) has done extensive studies of the various types of damage processes and has calculated the concentration of defects produced by each process.

The types of defects produced during irradiation are vacancies (resulting from silicon atoms being knocked from lattice sites), divacancies (two vacancies at adjacent lattice sites), vacancy complexes (multiple vacancies grouped together), interstitials, (atoms not in lattice positions), interstitial complexes (multiple grouping of interstitials), and impurity-vacancy centers (an impurity and a vacancy on adjacent lattice sites).

Previous studies \({ }^{1-4,} 7-12\) have shown that many of the defects listed above are infrared active in the spectral range 4000 to \(200 \mathrm{~cm}^{-1}\). Thus a spectral study of these defects as a function of annealing temperature profijes information about defect bondi. \(\boldsymbol{y}\) strengths, formation and destruction of defect complexes, and interactions between the defects and phosphorous or interaction with other impurities such as oxygen.

Ti! strenjth of interaction between two adjacent defects, defect \(c\) - iters, or between defects and other atoms in the crystal can be a roxiliated by deturmining the annealin? temperature at which the \(\therefore\) rared abriotion line or lines \(a_{\text {. }}\) ciated with the defect system disappear.

\section*{Experimental}

The samples presently being studied are two float-zoned samples containing \(3 \times 10^{16} \mathrm{Ga} \mathrm{cm}^{-3}, 1 \times 10^{13} \mathrm{~B} \mathrm{~cm}^{-3}\) and both have been NTD to \(5 \times 10^{13} \mathrm{P} \mathrm{cm}^{-3}\). In addition, we are studying a non NTD sample that has the same gallium and boron concentrations. The sample size is \(1 / 2^{\prime \prime} \times 1 / 2^{\prime \prime} \times 2 \mathrm{~mm}\) thick. These samples were donated by the Air Force Materials Laboratory and were NTD at the Texas ABM University Research Reactor.
\(T\).. experimantal mathod consisted of obriring prior to annealing the room temperature and 10K absorption spectra in the range 4000 to \(200 \mathrm{~cm}^{-1}\) for each irradiated sample. The spectra were obtained on a Perkin-Elmer Hodel 5998 spectrophotomoter. The samples were cooled in a Cryo-Cal helium refrigerator. The samples were mounted to the cold
finger with copper impregnated vacuum grease. Only one edge of the sample was greased in order to avoid stressing the sample when cooling to 10 K . The samples were annealed at \(200^{\circ} \mathrm{C}\) for 30 minutes. This vas followed by room temperature and 10 K spectral scans. The process continues in steps of \(100^{\circ} \mathrm{C}\) until \(1000^{\circ} \mathrm{C}\) is reached. The samples were annealed in a Lindburg tube furnace that was purged with argon gas.

\section*{Results and Conclusions}

The results obtained to date agree for the most part with previous investigations. As previously reported \({ }^{11-15}\), divacancies at 2767 and \(2890 \mathrm{~cm}^{-1}\) are present in both unannealed NTD samples. The absorption spectra at 10 K in the region 4000 to \(2000 \mathrm{~cm}^{-1}\) for samples 1156 and 1157 (NTD) are shown in Figures 1 and 2. The broad feature at \(3200 \mathrm{~cm}^{-1}\) in both figures is due to water vapor which has condensed as ice on the sample surface. The absorption spectrum at 40 K for sample 1156 is shown in Figure 3. Comparison with Figure 1 shows that the strength of the absorption lines is certainly temperature dependent as is expected for an electronic excitation absorption process.

The absorption spectrum for sample 1159 (no NTD) is shown in Figure 4. Once again the broad feature near \(3200 \mathrm{~cm}^{-1}\) is present. The overall irrerease in absorgtion with increasing wavelengtin is an unexpected phenomena. The spectra for sample 1159 in the spectral region 2050 to \(1400 \mathrm{~cm}^{-1}\) and 1400 to \(200 \mathrm{~cm}^{-1}\) are shown in Figures 5 and 6 , respectively.

We are unsure of how to explain the tremendously broad band absorption taking place in this sample and not occurring in the NTD samples. At 10 K and with only \(10^{16}\) gallium atoms present, we do not believe the absorption is due to free carriers. One possibility is that we are seeing
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the continum absorption associated with the gallium impurity. Since the majority of the gallium atoms are rendered optically inactive by defects introduced by the NTD process this would explain why we are not seeing this absorption in the NTD samples. We are somewhat surprised by this broad band absorption in samples with such low impurity concentration. Additional studies are planned to try and determine if this absorption is the gallium continuum.

In all three samples, we are seeing an absorption line at \(2960 \mathrm{~cm}^{-1}\). Since this line occurs in the non-NTD sample it is not associated with a defect produced by the NTD process. We have observed this line in other gallium doped silicon samples which were grown by different techniques. We believe that this line may be associated with the water vapor that has condensed as ice on the sample surface. Tests are presently being conducted to determine the source of this absorption.

We are at present beginning to anneal the samples and collect absorption data. As anneals are made at higher temperature, the gallium absorption lines should become visible. After these higher temperature anneals, we will focus our efforts on the spectral region which contains the gallium absorption lines (approximately \(400-500 \mathrm{~cm}^{-1}\) ).

\section*{Pecommendations}

In order to explain the broad band absorption occurring in the non-NTO sample and the absorption line at \(2960 \mathrm{~cm}^{-1}\) in all samples, we have planned the following studies:
(1) \(2960 \mathrm{~cm}^{-1}\) line - To determine whether this line is due to gallium or water vapor condensed as ice on the sample surface we are going
to reduce the thickness of one of the samples by 50 percent. Also, in an attempt to drive any condensate off the surface we are going to heat the sample slightly after lowering the temperature to 10 K . We believe that these two procedures will provide the information needed to determine the source of the \(2960 \mathrm{~cm}^{-1}\) line.
2. Broad band absorption - To determine if gallium is the source of this absorption we will investigate the sample whose thickness has been reduced by 50 percent. Hopefully, this will allow the recording of data in the spectral region that is at present completely off scale. This should allow for viewing the gallium lines and the gallium continuum. In addition, we hope to obtain samples that have a gallium concentration lower than \(10^{16} \mathrm{~cm}^{-3}\). Obtaining the spectra of samples with a lower gallium concentration, should immediately indicate if the broad band absorption is gallium related.
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\section*{ABSTRACT}

Successful implementation of an \(O R\) model within an information system occurs only when the model becomes an integral part of the system. The process of incorporating a model into a system not only necessitates a detailed analysis of the model's informational requirements, which must be satisfied once the model is introduced into the system, but also requires an analysis of the information system with respect to these requirements. Such analyses may reveal that both the model and the system must be perturbed in order to effect a feasible interface. In determining the extent of the modifications to be made to each, the total cost of the various alternatives and the resulting effects on optimality must be established.

This research resulted in the development of informational models and procedures for performing these interface operations and the definition of a basis by which optimal or near optimal modifications and adjustments of the \(O R\) model and information system may be determined.
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INTERFACING OR MODELS AND INFORMATION SYSTEMS: A SYSTEMATIC APPROACH
}

\section*{INTRODUCTION}

One of the fundamental tasks of an executive information system is to provide the means by which knowledge embedded within the system's databases can be successfully extracted and applied toward the organization's goals and objectives. In order to develop a system which accomplishes this task, techniques for integrating and converting data into useful information which can aid in problem-solving and effective decision-making must be defined and incorporated into an organization's existing management information system [1]. Furthermore, the information system must be provided with additional data on a regular basis for conversion into information in order to support timaly decision-aaking.

For middle and upper level management, the type of information needed from such a system is that which supports the identification of potential consequences of decisions or future business or economic conditions; thus, management desires information that may be used to answer "what if" type questions. Management information systems can generate this type of information by utilizing or modeling techniques in conjunction with mathematical analyses of data contained within the system.

Unfortunately, incorporation of \(O R\) models within an existing information system is not a trivial operation; it involves much more than just implementing additional processes and generating additional data. The complexity of the problem lies in the fact that the optimal solution to an OR model may not be optimal when the cost of incorporating the model into the system is considered.

Successful implementation of an \(O R\) model within an information system occurs only when the model becomes an integral part of the system. The process of incorporating a model into a gyatem not only necessitates a detailed analysis of the model's informational requirements, which must be met once the model is introduced into the system, but also requires an analysis of the degree to which the information system satisfies these requirements. Such analyses may well
reveal that both the model and the system must be perturbed in order to effect a feesible interface. In determining the extent of the modifications to be made to each, the total cost of the various alternatives and the resulting effects must be established.

The purpose of this report is to describe aystematic procedure for interfacing \(O R\) models and information syetems and to define a basis for modifying and adjusting the model and system during the feasibility analysis. The objective of the interface operations is to obtain overall optimality with respect to both the model and the system.

\section*{RELATED MORK}

Despite the interest in decision support systems and the technological advances which have occurred in information systems in general during the last twenty years, and deapite the fact that over the past few years literature in the field has been quite prolific, both the theoretical and practical problems associated with the incorporation of OR decision models into existing information gystem have largely been ignored. Some authors contribute this to the existence of a soncalled "practicality gap" between operations researchers and practitioners [2,3]. In fact, one author noted that the gap has widened to the point that operations researchers now consider the computer representation or implementation of the results derived from the OR models as a secondary consideration to the development of the models and imp-ications therein [4].

Most research relating to the implementation of decision support systems tends to focus on the development of such systems in toto, not on the problems involved in building support systems out of existing information systems. In particular, previous research has been primarily concerned with the approaches to deriving management information requirements for decision support systems \([5,6,7]\), measuring the effectiveness of such systems \([8,9,10]\), and the general building of these systems [11, 12].

Yet, the majority of the organizations desiring to mprove the effectiveness of decision-making by supplying (computer) aids to the decision-maker" will meet this objective by building or modeling
techniques into their information systems [13]. To do so without evaluating the impact of the system on the optimal theoretical solution of the model or the model's potential impact on the system's resources may well lead to poor and unreliable management tools.

This problem was first raised by Crouch and Crouch in [14] and the ramifications of the problem were explored by Crouch and Mjosund in [15] and [16]. Dyer and Mulvey [17] discuss one aspect of this general area, namely the selection of an appropriate optimizing model for a specific decision-making process. They specify five criteria to be considered when evaluating alternative models: performance, realism/complexity, computational cost, information requirements, and ease of use. They do not consider the impact of the optimizing model on the information system, nor do they attempt to interface the operations research model and the information system such that a basis is created for total optimality.

Implementation of decision support systems involves the incorporation of certain modeling and analysis techniques into existing, large-scaie management information systems. Before such implementation takes place, an impact and feasibility study must be conducted. A framework is needed within which a systematic evaluation of the mapping of the \(O R\) models onto the information system can be performed without disturbing the actual information system. The research described in this report is directed toward that goal.

\section*{THE GENERAL INTERFACE PROCEDURE}

In order to incorporate the optimal solution of an OR model into an information system, the symbolic representation of the solution must be restructured into a form amenable to computer implementation. During this transformation process, the model's data and processing requirements must be defined. Such requirements include
- data to estimate model parameters.
- data to fit distributions to model variables,
- data to determine values of constants, and
- computations to obtain the optimal solution.

To ensure model validity and functionality, or models also require
time-varying information to be provided by the system once the model is introduced into the system. The actual type of information needed must be defined during the transformation process. Such requirements include
- periodic information needed in order to determine whether the solution continues to hold or whether an updated solution must be provided, and
- information which will result in actions dictated by the solution.

The specification of the informational and processing needs of the model's optimal solution is generally perceived as the only requirement necessary for establishing an effective OR-IS interface. Regrettably, for the case when the model's requirements cannot be met by the existing information system, one cannot assume that the system can and will be modified to meet the requirements. In fact, in practice, the system is seldom modified to provide the resources necessary to support an optimal solution due to the costs involved and the impact that such system modifications may have on existing system applications.

Neither can it be assumed that if an OR-solution cannot be implemented without additional system capability, then the or-model can be modified to produce a solution which not only satisfies the constraints of the information system but also meets the decision support needs of the user of the system. If that were the case, one would conclude that the specification of the informational resources and processing capability of the system is the only requirement in establishing an effective IS-OR interface.

Obviously both views are narrow in their scope and will lead to successful interfacing of the OR model and the information system only in the rare case in which the OR informational needs are a subset of the system's informational resources and processing capabilities and, additionally, in which the cost constraints are met. In reality, perturbations of both the system and the model are usually necessary to effect an optimal or near optimal interface. In determining the extent of the modifications to be made to each, it becomes necessary to determine the total cost of the various alternatives. If the cost of increasing the capacity of the information system is less than the loss that would incur from utilization of a modified OR solution, the system
should obviously be augmented, and vice versa. Admittedly, as with shortage cost in inventory control, the estimation of the cost of not having certain data available is in most cases difficulti but in all likelihood, an awareness in itself of just how that cost component fits into the perturbation decision is extremely valuable.

It should be noted that it is incorrect to assume that the incorporation of a single OR model into the system should bear the full economic burden of an increase in the capacity of the information system. Other applications will normally benefit from such an expansion. What suggests itself here is an accumulation of losses due to modification in OR models and solutions (or other type applications) until such time that these exceed the cost of an expansion that would eliminate thesa losses.

The tasks involved in interfacing \(O R\) models and information systems include:
- establishing a basis for comparison of the OR model's requirements and the information system's resources,
- establishment of the OR model's data requirements, information requiremants and processing requirements.
- establishment of the information system's processing capabilities and data resources,
- comparison of the OR model's requirements and the information system's resources using the established basis,
- determining feasible alternatives for the OR model and the information system based on the comparison of the OR model's and the information system's requirements, and
- assigning cost figures to the alternatives.

What are needed are systematic procedures to follow in performing these operations.

To solve the interface problen, we propose the creation of two formal information models which fully describe the or model and the information system:
- an OR Information Model representing the information requirements necessary to implement the OR solution on a computer, and
- an IS Resource Model representing the resources available within the information system which will support the implementation of the OR model.

These two models must be formulated on a common basis in order to provide a framework within which a systematic evaluation of the mapping
of the \(O R\) model onto the information system can be performed. The purpose of the evaluation process is to ensure overall optimality after implementation. The evaluation muat be done without disturbing the actual information syatem.

We envision that during the evaluation process to ascertain the degree of interface feasibility there will be feedback from the OR Information Model to the OR model and from the IS Resource Model to the information system. Thus, one might say that the formal information models permit the OR model and the information system to "fight it out" before an actual implementation is undertaken. Graphically, the general interface procedure may be visualized as in figure 1.

\section*{OR INFOREATION MODEL}

The objective of defining an OR Information Model is to establish the totality of information necessary to transfer the optimal solution of the \(O R\) model into an operational computerized representation of the model. To facilitate the understanding of this operation, the OR Information Model in figure 1 may first be considered to consist of only the data requirements of the \(O R\) model. In this case, the \(O R\) Information Model specifies the informational needs of the or model in terms of elemental data items which define broad information categories corresponding to the \(O R\) model's parameters and controllable and noncontrollable variables.

The Model may be thought of conceptually as a tree structure (figure 2). Nodes on the first level correspond to the categories which define the primary needs of the OR model. Intermediate, non-terminal nodes define the components of these categories or further refine those components which appear at a higher level in the tree. The terminal nodes represent elemental data items which compose the components and for which the information system must ultimately provide values. When actual values are assigned to the data elements, the data values will be processed to produce values for the components. since each information category is a function of its components, the values produced for the components may be subsequently processed to generate values for the categories.
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The purpose of the OR Information Model is to facilitate the process of establishing the basic data requirements necessary to transform the symbolic solution of the \(O R\) model to a numerical solution which can be implemented. Initially the broad categories defining the model are established (level 1). Next, each category is defined in terms of its basic components (level 2). Each component may be defined in subsequent levels in terms of even more basic components. Ultimately, the basic components are defined in terms of the most elemental data items needed to produce the components (terminal level).

The tree representation provides a structured means by which one can accomplish in a systematic procedure the specification of all informational needs of the OR model. One does not attempt to determine all needs at once but rather proceeds down each branch independently until all terminal nodes for the root of that subtree (that is, category) are generated.

As an example consider an OR-modal which represents a deterministic inventory system with the following cost equation:
\[
C=\frac{S^{2} h}{2 Q}+\frac{(Q-S)^{2} b}{2 Q}+\frac{a d}{Q}
\]
where
\[
\begin{aligned}
& C \text { - total cost per year } \\
& Q \text { - order size } \\
& S \text { - maximum inventory level } \\
& b \text { - cost of being short one unit one year } \\
& h \text { - cost of carrying one unit in inventory per year } \\
& d \text { - annual demand } \\
& \text { a - ordering cost. }
\end{aligned}
\]

Figure 3 illustrates how the data requirements portion of the OR Information Model for this example might look. Thus, for this inventory model, the categories of the \(O R\) Information Model would include such items as holding cost, ordering cost, annual demand, and shortage cost.

To continue this example, consider the leftmost subtree in figure 3 whose root is the holding cost category. Assuming that holding cost is a function of insurance cost, capital cost, warehouse cost, damage loss and theft loss, these five factors would be the components (that is, children) of the node representing holding cost. Since the information system must ultimately provide values for each of these components, each

Fig. 3. Data Requirements for OR Inventory Problem
such component must be further expanded until the elemental data items composing the component are specified. For example, warehouse cost may be a function of maintenance, security and rental costs. If so, then these three items would represent the elemental data items for the node corresponding to the warehouse component.

It should be noted that the values to be assigned to the elemental data items by the information system may either be known exactly or may be uncertain and subject to variation. In most modeling situations, the values for such items are not readily available; substantial time and cost must be expended to arrive at values which at best are only good estimates. The time required to collect the actual values for the data elements and the errors involved in the data generation procedure are a critical part of the quantitative decision making process. These factors, however, are taken into account in the IS Resource Model. At this point, we are concerned only with specifying the informational needs of the OR model, not with specifying the means by which the values of the data elements will be estimated or generated by the system.

Establishing the data requirements in the OR Information Model is only one of the major tasks involved in defining the or model's informational requirements. The other major task is establishment of the \(O R\) model's processing requirements. The processing requirements include the following:

> - aggregative processes which when applied to the data elements produce the information components,
> - informational processes which when applied to the components produce the categories, and
> - a functional process which when applied to the categories produces a solution of the or model.

Thus, the processing requirements are those processes which are necessary to transform the elemental data items into a solution of the OR Model. The processes may range from collection procedures (to capture data necessary to produce the desired information) or simple sumations of data to complex mathematical calculations.

In order to incorporate the OR model's processing requirements into the tree structured OR Information Model, we need first to transform the tree containing the data requirements into a binary tree using the
"natural correspondence" between forests and trees [18]. The binary tree corresponding to the data requirements of the OR Information model of figure 2 is contained in figure 4. In this form, the left subtree of a node represents the entire set of data needed to define the node. What is missing are the processes to be applied to the nodes to produce the parental nodes. In order to define completely the OR Information Model, the left child of each nonterminal node in the binary tree is replaced with a processing node whose left child is null and whose right child is the subtree defined by the node being replaced. The resulting tree represents the \(O R\) Information Model (figure 5).

The OR Information Model for a given OR model is conceptually simple to understand and relatively easy to construct; computational algorithms are well defined for creating, traversing, and processing binary trees [18]. Each node in the OR Information Model represents either a process to be performed or an informational item to which a process will be applied. A process node is always a left child of a node; the set of informational nodes to which a process will be applied are always connected along the right branch of the process node. Application of a process node to its informational nodes results in the definition of the process node's parent, that is, an information component, information category, or the root node, the optimal solution.

Table 1 of the Appendix contains a detailed specification of the general procedure for creating an OR Information Model for a given OR model. Each major step of the procedure involves creation of a subtree consisting of a processing node and the informational nodes associated with it. Each new subtree becomes the left child of one of the informational nodes in the current tree configuration.

\section*{IS RESOURCE MODEL}

The IS Resource Model in the OR-IS interface procedure reflected in figure 1 is an abstract of the information system. This Model specifies the availability (within the information system) of the informational requirements of the \(O R\) model for its implementation in the system and the costs associated with providing such information to the OR model. The needs of the \(O R\) model are specified by the OR Information Model of


Fig. 5. OR Information Model

12-18
figure 5. The abstract of the information system describes the availability and costs of both the data lements and processes of the \(O R\) Information Model.
The IS Resource Model has a structure identical to the \(O R\)
Information Model. Moreover, each node in the binary tree of the IS
Resource Model consists of two additional value fields: ramely,
- a yes/no response indicating the capability of the
information system to meet the informational need of the OR
model as designated by the corresponding oR Information
Model's node, and
- the information system's cost in meeting this information
requirement.t

The specifics of the procedure to be followed in creating an is Resource Model is contained in Table 2 of the Appendix. The creation of the Model is straightforward and, as may be noted, does not necessarily require that the value fields be completed for each and every node in the tree. In fact, if the value fields are known for an informational type node (that is, a category node or a component node), then each node in the subtree defined by the informational node's child may be ignored.

The purpose of creating the \(O R\) Information Model and the is Resource Model is to avoid the inconsistencies that normally arise in the incorporation of \(O R\) models into information systems. In the past, systems have been developed in a piece-meal fashion with little thought being given to the ramifications of the OR Model on the system or the system on the optimal solution of the model. These systems are now proving to be inadequate as effective administrative tools. The \(O R\)

\footnotetext{
- In order to balance cost of nonoptimality of the or solution versus cost of information, a cost analysis scheme for the information system must be developed. The general development of such a scheme falls outside the scope of this paper. It should be noted that the cost aspect of information system design is of great importance regardless of design strategy and is an area where more work is needed. In this discussion we assume that the cost of data processing for the existing information system is known and that the cost of additional data collection and processing can be estimated. With regard to the OR model, we assume that sensitivity analyses are performed before information requirements for the optimal solution are determined such that excessive data collection is avoided for robust parameters.
}


Information model consolidates the functional requirements and data specifications of the optimal solution of the or model into a single, coherent structure; the IS Resource Model reflects the ability of the information system to meet these requirements and the cost of doing so. The Models, being formulated on a common basis, serve as coordination and communication media for performing successful implementation of OR models. The Feasibility Study of the interface procedure of figure 1 performs the comparative analysis of the two Models.

\section*{FEASIBILITY STUDY}

The purpose of the feasibility study, the third phase of the OR-IS Interface, is three-fold:
- to compare the information requirements of the OR model and the information availability within the information system,
- to establish feasibility and costs of alternative models, and
- to estimate associated loss for nonoptimality.

As reflected in figure 1 , this phase supports an analysis of the ramifications of modifying the \(O R\) model and the system in an attempt to obtain overall optimality. The feasibility study can perform such an analysis due to the fact that the two formal Models, that is, the or Information Model and the IS Resource Model, are formulated on a comon basis. This evaluation can, of course, be made without disturbing the actual information system.

The comparison of the two formal tree-structured Models is simple to perform; one needs only to evaluate the functional orocessing node on the first level of the IS Resource Model and all the information component nodes connected along the right branch emanating from the process node. One of two basic situations will occur during this evaluation: either all information requirements will be met by the existing information system (that is, all the aforementioned nodes will have a positive response for availability) or ou.ly a subset of the requirements will be met (in which case at least one of the nodes will have a negative response).

If, in the former case, more than one OR model is available for the
same decision problem (an example of the occurrence of this type of situation 1 s given by Dyer and Mulvey [17]), the cost of meeting the information requirements for ach of these models may be calculated. Once an OR model has been selected, or if only one model is available which is more likely to be the case, a cost evaluation is performed to determine whether the OR solution is optimal when the data requirements are considered. For this evaluation an heuristic approach is proposed in which one information category is removed at a time from the Is Resource Model, starting with the node possessing the largest information cost. The OR model is subsequently modified to a simpler, less realistic model, the corresponding OR Information Model is reconfigured, and the associated loss for nonoptimality is estimated. As long as the resulting loss is less than the corresponding savings in information cost, the process continues.

In the situation in which only a subset of the information requirements can be met by the existing information system, the procedure is reversed; the \(O R\) model is gradually enhanced by the addition of information categories to the OR Information Model. The cost of adding information catagories (that is, the cost associated with modifying the information system such that it may provide the requirements needed for a category) is estimated for additional categories one at a time. This cost is compared with the estimated gain obtained from the corresponding increase in model realism. As long as this gain exceeds the added information cost, the information category is added to the OR Information Model and the corresponding data collecion and processing costs are included in the IS Resource Model.

The feasibility study provides a means of determining the extent of the modifications which may be made to both the \(O R\) model and the information system in an attempt to effect a feasible interface, that is, an interface considered optimal with respect to both entities. The systematic procedure to follow in performing the feasibility study is contained in Table 3 of the Appendix.

As an example of the feasibility analysis phase, consider the inventory problem previously presented. Let us assume that the or model is realistic, that the symbolic solution is optimal, and that the
information requirements can be met. Suppose that cost analysis subsequently reveals that the \(O R\) model is not optimal when the cost of the required information is considered. Assume further that the information cost associated with the information category "shortage cost" is the highest of all information category costs. If this category is removed, the model can be modified to a less realistic gol model. The OR Information Model and the IS Resource Model for the EOQ model could be readily obtained from the original Models by pruning the subtree defined by the "shortage cost node" and by modifying the functional process node on level 1 of the tree. If the estimated loss incurred by using the \(E O Q\) model (rather than the more realistic model with shortage) turns out to be less than the cost of providing shortage cost information, the \(E O Q\) model should be chosen.

As another example, assume that the original optimal model is one with probabilistic rather than deterministic demand and that the current information system is not capable of providing the probability distribution and the processing to obtain an optimal solution for the probabilistic model. If the cost of including these capabilities in the information system is greater than the loss of using a deterministic model instead of a probabilistic model, the deterministic model should be chosen.

It is clear that the approach we have proposed here requires substantial cost analysis and cost evaluation of alternatives. We believe strongly, however, that the problem with many information systems has been a lack of cost consciousness and a haphazard adding on of information as needs arise. A systematic approach to the development of decision support systems where data requirements and data costs are continuously balanced will undoubtedly lead to more effective decision-making systems. We also believe that once such a systematic approach is adopted, it will lead to the formation of a cost information system as a part of the overall information system.

\section*{CONCLUSION}

Management in business, industry, and governmental organizations is always seeking ways to increase efficiency and to bring order to the
chaos created by the increased complexities of the problem-solving and decision-making environment. Proposed solutions include the creation and utilization of decision support systems or executive information systems as management tools. However, due to the proliferation of management information systems during the last decade and due to the expense associated with the creation and maintenance of such systems, it is only natural that new management tools will be built onto the existing systems. Furthermore, the information accumulated within the MIS's databases is needed for effective decision-making.

To incorporate OR decision models into an existing MIS without ascertaining in advance the impact such actions will have on the optimal solutions of the models and on the MIS itself will in all likelihood result in poor decision support syatems. The systematic procedures described in this paper provide a solution to this problem and, thus, will enable computational support organizations to move more readily toward the use of reliable decision support systeme.

Research now needs to be directed toward the development of a methodology of implementation of these procedures.
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This appendix contains algorithas for creating the \(O R\) Information Model and the IS Resource Model and for perforning the Feasibility Study.

\section*{notation}

Node:
A tree node consists of five fields: nanely,
L: pointer to the root of the node's left suatree
R: pointer to the root of the node's right subtree
V: description of the node
A: availability within the information systen of the informational needs of the noce (yes/no value)
C: cost of providing the needed information.
NOTE: In the OR Information Model, fields \(A\) and \(C\) are null.

Schenatic Respresentation of a Node:


Proceoure Subtree (T):
This routine builds a tree for the ordered list of elments ( \(T\) ) and stores a pointer to the tree in the uariable HEAD. Schenatically, the subtree produced is as follous:

HEAD


Stack Operations:
\[
\begin{aligned}
& \rho+S \text { - poo iten } \mathcal{P} \text { fom the stacx } S \\
& \rho \nmid S \text { - pusn iten } P \text { onto the stack } S
\end{aligned}
\]

\section*{TAELE 1}

\section*{ALGORITH FDR CREATIMG AN OR INFORATION MOOEL}

S1. [Criate the root node.J

ROOT

52. Extract the broad infomation categories (parameters and controllable and noncontrollable variabies) fran the OR model, say list (ICAT), and detine the process FP which, when aplied to (ICAT\}, produces the optisal value for the OR nodel.
53. (Create a subtree for the data.)

SUITREE (\{FP, (JCAT) ) .
S4. P + ROOT.
55. LAttach the subtree to the OR Information Model.]
\(L(P)+\) HEAD
So. [Push each infornation category node onto the stack S.]
1. \(\rho+R(L(P))\)
2. \(\rho+5\)
3. \(P+R(P)\)
4. If \(P=\) nuil, then go to step 2.

NOTE: The remaincer of the algorithen expands each information node in the stack into a process and its eimental information itens (components or data elenents) until the infornational nodes becone terninal nodes.
57. If the stacx \(S\) is mpty, teminate the algorithn. Othemise,

P
58. Can the infornational itm U(P) be further refined? if not, go to step 57.
59. Exoand \(U(P)\) into a process \(p\) (an aggregative process or information process) and its list of informational itmas \(\mathcal{T}\) (information components or data elements).

S10. [Create a subirep for the new informational itens.]
SUETREE ( \((9,(9)\) ) \()\).
3il. So to step 55.

\section*{TABLE 2}

\section*{algorithi for creating an is resource model}
51. [Push the functional processing node and each infornation category node in the \(O R\) Information Model onto the stack.]
1. \(P+L\) (ROOT)
2. \(P+S\)
3. \(P\) \& \(R(P)\).
4. If \(P=\) null, then go to step 2.
52. If the stack \(S\) is moty, then terninate the algoritha. Otherwise,
\(P \uparrow S\).
53. If the information concerning availability is not known for node \(P\), then go to step S4. Otherwise,
1. \(A(P)+\) yes
2. \(C(P)\) estimated cost
3. GO to step 52.

S4. [Has node \(P\) been previously analyzed?]
If \(A(P)=\) no, then go to step 52.
55. IIndicate infornation unavailable for node P.J
\(A(P)+n 0\)
\((C)+\) estinated cost to modify systen
So. [Can this node be expanded?]
If \(L(P)=\) null, then go to step S .
57. (Push \(P\) on to the stack.]

58. [Push P's left child onto the stack \(S\) and the infomational nodes along the right branch of this shild.J
1. \(P \cdot L(P)\)
2. \(P+S\)
3. \(P\) \& \(R(P)\)
4. if \(P=\) null, then go to step 2.
59. [lterate.]

\section*{TABLE 3}

\section*{procedure for perforing feasiblity stuoy}

S1. CDeteraine extent of feasibility.d
1. P + LROUT)
2. If \(A(P)=n 0\), then go to step S6.
3. \(P\) \& \(R(P)\)
4. If \(P=\) null, then \(g o\) to step 2.

CASE 1: All information requirments are met by the information system. Perforn cost evaluation analysis.

S2. [Deternine inforation category with highest cost.]
1. \(\mathrm{EN}-\mathrm{BP}+\mathrm{L}\) (ROOT)
2. \(N+P+R(B P)\)
3. \(\mathrm{M} A X+C(N)\)
4. If \(R(N)=\) null, then 90 to step 53.
5. \(\mathrm{BN}+\mathrm{N}\)
6. \(N+R(N)\)
7. If MAX ( \(\mathrm{C}(\mathrm{N})\), then
7.1 Max + C(N)
\(7.2 \mathrm{P}+\mathrm{N}\)
7.3 8P + N
8. 50 to \(\operatorname{step} 4\).

S3. โRenove node P.1
\(R(B P) \cdot R(P)\)
54. Modify L(ROOT) to reflect characteristic of less cealistic or nodel.
55. Estinate loss for nonootinality. If loss is less than the cost savings max, then iterate the process begianing with step 52 . Otherwise, tarninate the feasiblity study.

CASE 2: Sone information requirments are not met by the information system.

So. Modify L(ROOT) to refiect the charateristics of the less realistic or nodel corresponding to the set of infomational itens currently available within the infornation systm.

\section*{TABLE 3 (Continued)}

S7. [Detemine infomation category with lawest cost whose requirments are not gresently net by the infornation systm.)
1. \(N+P+R(L\) ROUT) \()\)
2. If \(A(N)=\) no, then
\(2.1 \mathrm{MIN}+\mathrm{C}(\mathrm{N})\)
\(2.2 \mathrm{P} \cdot \mathrm{N}\)
2.3 go to step 4.
3. If \(R(N)=\) null, then teminate the feasibility study. Otherwise,
\(3.1 N+R(N)\)
3.2 Go to step 2.
4. If \(R(N)=\) null, then go to step S8.
5. \(N+R(N)\)
6. If \(A(N)=\) yes, then go to step 4 .
7. If MIN) C(N), then
\(7.1 \mathrm{MIN}+\mathrm{C}(\mathrm{N})\)
\(7.2 \mathrm{P}+\mathrm{N}\)
8. 60 to step 4.

S8. Estimate the gain which mould be obtained in model realisa if the information represented by node \(P\) were available. If the gain is less than the cost MIN, then teminate the feasibility study.
59. [Insert node P.J
\(A(P)+y e s\)

S10. Modify L(ROCT) to reflect characteristics of the nore realistic nodel. Iterate process beginaing with step \(\mathbf{5 7}\).
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\section*{Introduction}

Information on the properties of clusters incorporating several solvent molecules about a proton is of interest from the point of view of both understanding the structure of acidic solutions and understanding planetary ionospheric chemistry. Clusters comprising several different solvent molecules, ie, complexes of mixed solvents, are of interest because (1) they simulate multicomponent solvent systems, (2) studying them can clarify the structure of hydrogen-bonded networks about a protonated solute ion, and (3) such clusters have been observed in the ionosphere.

We are interested in the following questions concerning the buildup of a complex ion:
(1) What combination of solvent molecules about the proton best stabilizes the charged proton?
(2) Do clusters build up through the filling of distinct solvent shells?
(3) Can complexes with a given composition assume several isomeric structures?
(4) Starting with a protonated solute molecule, can a group of solvent molecules "pull away" the proton from the solute molecule?
(5) To what degree does clustering simulate bulk solvation?
(6) How much do charge transfer and electrostatic interactions contribute to the bonding in the supermolecules?
(7) How much does clustering affect the geometry and charge distribution of the components?
(8) What is the reiationship between structure, charge transfer, and energetics for the complex ions? We shall address these questions as they pertain to supersystems containing several different solvent molecules about the proton.

In order to address similar questions, Kebarle and coworkers, ' Castleman
and coworkers, \({ }^{2}\) and Meot-Ner \({ }^{3}\) have looked at the thermochemistry of cluster dissociation, ie, reactions of the general type:
\[
\begin{equation*}
A_{m} B_{n} H^{+} \Rightarrow A_{m} B_{n-1}+B \tag{1}
\end{equation*}
\]

With respect to the atmosphere, the complex ions of significance contain such ubiquitous planetary atmospheric species as \(\mathrm{H}_{2} \mathrm{O}^{2} \mathrm{NH}_{3}, \mathrm{CH}_{3} \mathrm{OH}, \mathrm{HCN}\), \(\mathrm{CH}_{3} \mathrm{CN}\), etc. The clustering of each of these molecules about the proton in single-component complexes has been investigated. \({ }^{2}\) In contrast, the only protonated mixed clusters composed of the above atmospheric or similar molecules that have been studied experimentally are the \(\left(\mathrm{NH}_{3}\right)_{m}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n} \mathrm{H}^{+4}\) and the \(\left(\left(\mathrm{CH}_{3}\right)_{2} \mathrm{O}\right)_{m}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n} \mathrm{H}^{+}\)systems. \({ }^{5}\) In the present series of papers, we shall examine a variety of multicomponent supermolecules containing the above atmospheric spectes.

The present paper deals with \(\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{m} \mathrm{H}^{+}\)(denoted \(\mathrm{W}_{n} \mathrm{AC}_{m} \mathrm{H}^{+}\)). In addition to their atmospheric relevance (see below), water-acetonitrile clusters may be important in HPLC-chemical ionization mass spectrometry.

Recently balloon-borne mass spectrometers have been utilized to determine the ionic composition of the earth's ionosphere. \({ }^{6-9}\) Two types of positive ions found in the stratosphere are proton hydrates, \(\left(\mathrm{H}_{2} \mathrm{O}\right)_{n} \mathrm{H}^{+}\), and \(\left(\mathrm{H}_{2} \mathrm{O}\right)_{n} \mathrm{X}_{\mathrm{m}} \mathrm{H}^{+}\)ions, where X has a mass of 41 amu and must have a proton affinity greater than \(175 \mathrm{kcal} /\) mole and an abundance greater than \(7 \times 10^{4}\) \(\mathrm{cm}^{-3}\) in order to enter into the ion chemistry. The most viable candidate for \(x\) to date is acetonitrile. \({ }^{7-14}\) part of the evidence in support of \(\mathrm{CH}_{3} \mathrm{CN}\) as \(x\) has been provided by the selected ion flow tube (SIFT) experiments of Smith et al. \({ }^{14}\) These workers have shown that \(\mathrm{CH}_{3} \mathrm{CN}\) rapidly replaces \(\mathrm{H}_{2} \mathrm{O}\) in the
cluster ions \(\left(\mathrm{H}_{2} \mathrm{O}\right)_{n} \mathrm{H}^{+}, \mathrm{n}=2-4\), with the exception of the last \(\mathrm{H}_{2} \mathrm{O}\) in \(\left(\mathrm{H}_{2} \mathrm{O}\right)\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{2} \mathrm{H}^{+}\)and \(\left(\mathrm{H}_{2} \mathrm{O}\right)\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{3} \mathrm{H}^{+}\). Equally significantly, ions with masses equivalent to those of the \(\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{m} \mathrm{H}^{+}\)cations observed by Smith et al. \({ }^{14}\) have been observed in the atmosphere. \(7,8,11,12\) In addition to the objectives mentioned above, a particular objective of this work was to determine why the last \(\mathrm{H}_{2} \mathrm{O}\) molecule in the \(\left(\mathrm{H}_{2} \mathrm{O}\right)\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{m} \mathrm{H}^{+}, m=2,3\), cations is not readily replaced.

\section*{Experimental and Comoutational Details}

The experimental measurements were performed using the NBS pulsed high pressure mass spectrometer and standard techniques \({ }^{3,15}\) Reactions in the ion source were initiated by a 1 msec pulse of \(500-1000 \mathrm{eV}\) electrons, and equilibria in the clustering reactions were observed to \(2-4 \mathrm{msec}\) after the pulse.

The reaction mixtures were \(0.1 \%-10 \% \mathrm{CH}_{3} \mathrm{CN}\) in \(\mathrm{H}_{2} \mathrm{O}\), at total source pressures of 0.2-1.0 torr. Checks were performed to verify that the equilibrium constants were independent of pressure in this range. Furthermore, some equilibria were replicated with \(\mathrm{CH}_{4}\) as the main carrier gas, with \(10-20 \% \mathrm{H}_{2} \mathrm{O}\) and \(\mathrm{CH}_{3} \mathrm{CN}\) added. The thermochemical data obtained from the latter experiments agreed with those obtained with neat \(\mathrm{H}_{2} \mathrm{O}\) as the carrier gas within experimental error. However, the same equilibria are observed over a somewhat lower temperature range in the \(\mathrm{CH}_{4}\) mixtures than in the \(\mathrm{H}_{2} \mathrm{O}\) mixtures. The agreement indicates that thermal cluster dissocation outside the ion source is not significant.

The theoretical calculations were carried out ab initio using the Gaussian

80 sertes of programs \({ }^{16}\) on a VAX 11/780 computer. Optimized structures were obtained using the 3-21G basis set by the force relaxation method. \({ }^{17}\) Reported bond lengths represent convergence to \(0.001 \AA\) and bond angles to \(0.1^{\circ}\). Since the 4-316 basis has been shown to yield reliable trends in solvation energies for related molecules, \({ }^{18-22}\) the 3-21G optimum structures were utilized to compute total energies at the 4-31G level, ie, HF/4-31G//HF/3-21G calculations were performed. In order to check the accuracy of the HF/4-3IG//HF/3-21G solvation energies and to compare 3-216 and 4-31G optimum geometries, we optimized the structure of \(\left(\mathrm{H}_{2} \mathrm{O}\right)\left(\mathrm{CH}_{3} \mathrm{CN}\right) \mathrm{H}^{+}\)at the 4-3IG basis set level. The 4-3IG structures of \(\mathrm{H}_{2} \mathrm{O},{ }^{23}, \mathrm{H}_{3} \mathrm{O}^{+},{ }^{23} \mathrm{CH}_{3} \mathrm{CN}^{19} \mathrm{CH}_{3} \mathrm{CNH}^{+},{ }^{19}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n^{-}}, n=2-4,20,21\) and \(\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{n} \mathrm{H}^{+}, n=2,3,19\) have been calculated, also. The total energies ( \(E_{T}\) ) obtained were then used to compute stabilization energies \(\left(\Delta E_{n-1, n}\right)\) according to the following equations, where \(W=\mathrm{H}_{2} \mathrm{O}\) and \(\mathrm{AC}=\mathrm{CH}_{3} \mathrm{CN}\).
\[
\begin{align*}
& \Delta E_{n-1, n}=E_{T}\left(W_{n} A c_{m} H^{+}\right)-E_{T}\left(W_{n-1} A c_{m} H^{+}\right)-E_{T}(W)  \tag{2}\\
& \Delta E_{m-1, m}=E_{T}\left(W_{n} A c_{m} H^{+}\right)-E_{T}\left(W_{n} A c_{m-1} H^{+}\right)-E_{T}(A C) \tag{3}
\end{align*}
\]

No zero-point or basis-set superposition error (BSSE) corrections were made for any of the calculated energies. The BSSE obtained at the 4-3IG level is small ( \(1-2 \mathrm{kcal}\) ) and similar in magnitude for many supersystems. \({ }^{24-26}\) Zero-point energy effect generate \(\delta \Delta E^{\prime} s\) of only about 2 kcal also. 20,26

Geometry Ootimization. The molecules investigated in the theoretical portion of this work are \(\mathrm{H}_{2} \mathrm{O}, \mathrm{H}_{3} \mathrm{O}^{+}, \mathrm{CH}_{3} \mathrm{CN}, \mathrm{CH}_{3} \mathrm{CNH}^{+},\left(\mathrm{H}_{2} \mathrm{O}\right)_{n} \mathrm{H}^{+}, \mathrm{n}=2-4\), \(\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{m} \mathrm{H}^{+}, \mathrm{m}=2,3,\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}\left(\mathrm{CH}_{3} \mathrm{CN}\right) \mathrm{H}^{+}, n=1-3,\left(\mathrm{H}_{2} \mathrm{O}\right)\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{m} \mathrm{H}^{+}, \mathrm{m}=2,3\), and
\(\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{2} \mathrm{H}^{+}\). The geometries of \(\mathrm{H}_{2} \mathrm{O}^{21} \mathrm{H}_{3} \mathrm{O}^{+},{ }^{21} \mathrm{CH}_{3} \mathrm{CN}_{1}{ }^{21} \mathrm{CH}_{3} \mathrm{CNH}^{+}\), \(\left(\mathrm{H}_{2} \mathrm{O}\right)_{2} \mathrm{H}^{+}\), and symmetric \(\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{2} \mathrm{H}^{+}\)were optimized completely. Partial geometry optimizations were carried out for all of the other complexes. With the exceptions noted below, the optimum structures of \(\mathrm{H}_{2} \mathrm{O}, \mathrm{H}_{3} \mathrm{O}^{+}, \mathrm{CH}_{3} \mathrm{CN}\), and \(\mathrm{CH}_{3} \mathrm{CNH}^{+}\)were retained in the complexes and only selected bond lengths and bond angles (indicated in the Results and Analysis of Results section) between them were varied. For several \(\left(\mathrm{H}_{2}\right)_{n}\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{m} \mathrm{H}^{+}\)ions, different isomers were considered (ie, branched (I) and straight-chain (II) and an optimum geometry and total energy were obtained for each isomer. The procedure of preserving the monomer structure in hydrogen-bonded systems has been uttlized by many other research groups. \({ }^{18-22,27,28}\)

All hydrogen-bonded distances \(r_{1}\) and \(r_{2}\) (defined below) were varied.
\[
\begin{gathered}
r_{1} \quad r_{2} \\
A-H \cdots B
\end{gathered}
\]

Each \(\mathrm{A}-\mathrm{H}^{\cdots} \mathrm{B}\) angle was optimized also in \(\left(\mathrm{H}_{2} \mathrm{O}\right)_{2} \mathrm{H}^{+},\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{2} \mathrm{H}^{+}\), \(\left(\mathrm{H}_{2} \mathrm{O}\right)\left(\mathrm{CH}_{3} \mathrm{CN}\right) \mathrm{H}^{+},\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\left(\mathrm{CH}_{3} \mathrm{CN}^{2} \mathrm{H}^{+}(\mathrm{I})\right.\) and (II), and \(\left(\mathrm{H}_{2} \mathrm{O}\right)\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{2} \mathrm{H}^{+}\)(I) and (II) and found to be \(180^{\circ}\). Therefore, all of the hydrogen bonds in the remaining clusters were assumed to be linear.

For the cations where \(\mathrm{H}_{3} \mathrm{O}^{+}\)is the central ion, the \(\mathrm{H}_{3} \mathrm{O}^{+}\)was assumed to be planar and all three of the \(\mathrm{O}-\mathrm{H}\) bond lengths were optimized. When an \(\mathrm{H}_{2} \mathrm{O}\) molecule is both a hydrogen donor and acceptor, both \(\mathrm{O}-\mathrm{H}\) bond lengths were optimized. The \(\mathrm{H}-\mathrm{O}-\mathrm{H}\) angles of \(\mathrm{H}_{3} \mathrm{O}^{+}\)were not optimized. Calculations on \(\left(\mathrm{H}_{2} \mathrm{O}\right)_{3} \mathrm{H}^{+},\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}\left(\mathrm{CH}_{3} \mathrm{CN}\right) \mathrm{H}^{+}\), and \(\left(\mathrm{H}_{2} \mathrm{O}\right)\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{2} \mathrm{H}^{+}\)with and without this
optimization showed that although the \(\mathrm{H}-\mathrm{O}-\mathrm{H}\) angles changed by as much as \(4^{\circ}\), the total energies changed by less than 0.2 kcal and the optimum bond lengths changed by less than \(0.003 \AA\). Clearly, the total energies, stabilization energies, and geometries of these complexes are relatively insensittive to vartations in the \(\mathrm{H}_{3} \mathrm{O}^{+} \mathrm{H}-\mathrm{O}-\mathrm{H}\) angles.

Several different orientations of the hydrogens in \(\mathrm{W}_{2} \mathrm{H}^{+}\), WAcH \(^{+}\), and \(\mathrm{Ac}_{2} \mathrm{H}^{+}\)were studied. It was determined for \(\mathrm{W}_{2} \mathrm{H}^{+}\)that the conformation with the two water planes perpendicular to each other is the most stable, in agreement with an earlier study at the 4-31G basis set level. \({ }^{13}\) The most stable conformation of \(\mathrm{WACH}^{+}\)is the one where the angle between the plane containing the \(\mathrm{H}_{2} \mathrm{O}\) molecule and the plane containing the NCCH atoms is \(0^{\circ}\) (or \(90^{\circ}\) ). The total energy of \(A c_{2} \mathrm{H}^{+}\)is independent of the orientation of the methyi nydrogens.

Based on the above results, the following assumptions were made. (1) In all of the ions involving water hydrogen-water hydrogen and/or methyl nydrogen-water nydrogen nonbonded interactions, the hydrogens are oriented as they are \(\mathrm{W}_{2} \mathrm{H}^{+}\)and \(\mathrm{WAcH}^{+}\), respectively. (2) In all of the ions involving methyl hydrogen-methyl hydrogen nonbonded interactions, the nydrogens are staggered.

\section*{Results and Analysis of Results}

A Structures and Energetics. The cluster dissociation equilibria are of type (4) and (5).
\[
\begin{align*}
& W_{n} A C_{m} H^{+} \Rightarrow W_{n-1} A C_{m} H^{+}+W  \tag{4}\\
& W_{n} A C_{m} H^{+} \Rightarrow W_{n} A C_{m-1} H^{+}+A C \tag{5}
\end{align*}
\]

The experimental thermochemical results are summarized in Table I and Figure I. Table / lists the experimental dissociation enthalpies and the computed 3-2IG//3-2IG, 4-3IG//3-2IG, and 4-3IG//4-3IG total energies and dissociation energies. Figure 1 shows the specific dissociation reactions examined. The experimental error usually associated with these measurements is \(\pm 1 \mathrm{kcal} / \mathrm{mol}\) for \(\Delta H^{\circ}\) and \(\pm 2 \mathrm{cal} / \mathrm{mol}\) for \(\Delta S^{\circ}\). The errors in the measurements involving \(\mathrm{ACH}^{+}, \mathrm{Ac}_{2} \mathrm{H}^{+}, \mathrm{AC}_{2} \mathrm{WH}^{+}\), and \(\mathrm{AcWH}^{+}\)in Figure I and Table I are consistent to this degree.

The structures obtained from the 3-21G and 4-31G optimizations are displayed in Figure 2. Only the values of the bond lengths and bond angles varied in the calculations are included in the figure. The 4-3IG parameters are given in parentheses. The values of the remaining bond lengths and bond angles are those of the relevant parameters in \(\mathrm{H}_{2} \mathrm{O}, 20,23 \mathrm{CH}_{3} \mathrm{CN}, 19,23\) and \(\mathrm{CH}_{3} \mathrm{CNH}^{+}\).
\(\mathrm{H}_{2} \mathrm{O}_{2} \mathrm{H}_{3} \mathrm{O}^{+}, \mathrm{CH}_{3} \mathrm{CN}\) and \(\mathrm{CH}_{3} \mathrm{CNH}^{+}\). It has been pointed out previously 29 that 3-21G and 4-31G equilibrium geometries of one and two heavy atom systems are very similar. We find that this is true also for \(\mathrm{CH}_{3} \mathrm{CN}\), for \(\mathrm{CH}_{3} \mathrm{CNH}^{+}\), and, in general, for \(r_{1}\) and \(r_{2}\) in the cluster ions we compared. Let \(\Delta(O H)=r_{O H}(4-3 \mid G)-r_{O H}(3-2 \mid G)\) and \(\Delta(x H O H)=4 H O H(4-3 \mid G)-x H O H\) (3-2 \(/ G\) ). Then a negative value of \(\Delta\) indicates that the magnitude of the \(\mathrm{O}-\mathrm{H}\) bond length or \(\mathrm{H}-\mathrm{O}-\mathrm{H}\) bond angle is larger for the 3-21G basis set. For \(\mathrm{H}_{2} \mathrm{O},{ }^{20,23} \Delta(\mathrm{OH})=-0.017 \AA\) and \(\Delta(\mathbf{x} \mathrm{H} \mathrm{OH})=3.7^{\circ}\); for \(\mathrm{H}_{3} \mathrm{O}^{+}, 20,23 \Delta(\mathrm{OH})=-0.015\)
A. \(\Delta(\mathbf{x} H C H)=0.2^{\circ}\) and the average deviation in bond length is \(0.002 \AA\) for \(\mathrm{CH}_{3} \mathrm{CN}^{20}, 24\) while \(\Delta(4 \mathrm{HCH})=0.2^{\circ}\) and the average deviation in bond length is \(0.004 \AA\) for \(\mathrm{CH}_{3} \mathrm{CNH}^{+}\). The 4-3IG//3-21G and 4-3IG//4-31G total energies are in good agreement as well for these species, varying by at most 0.43 kcal .
\(\left(\mathrm{H}_{2} \mathrm{O}_{n} \mathrm{H}^{+}{ }_{(\mathrm{CH}}^{3} \mathrm{CN}\right)_{m} \mathrm{H}^{+}\)and \(\left.\mathrm{H}_{2} \mathrm{O}\right)\left(\mathrm{CH}_{3} \mathrm{CN}\right) \mathrm{H}^{+}\). The structure of the
protonated water dimer calculated with the 3-21G basis set is close to that calculated with the 4-31G basis. \({ }^{20}\) Both have a symmetric hydrogen bond with an \(\mathrm{H}-\mathrm{O} \cdots 0-\mathrm{H}\) dihedral angle of \(90^{\circ} . \Delta r_{1}=\Delta r_{2}=-0.010 \AA\) and \(\Delta(\mathbf{x} \mathrm{HOH})=\) 0.8最. As noted earlier, \({ }^{20}\) the hydrogen bonds in \(\mathrm{W}_{3} \mathrm{H}^{+}\)are asymmetric such that the complex essentially consists of a central \(\mathrm{H}_{3} \mathrm{O}^{+}\)group interacting with two \(\mathrm{H}_{2} \mathrm{O}\) molecules.

Two isomers were considered for \(W_{4} H^{+} . W_{4} H^{+}(1)\) has a branched structure, le, the fourth water molecule forms a hydrogen bond with the free hydrogen of the central \(\mathrm{H}_{3} \mathrm{O}^{+}\)moiety, and is the more stable of the two (Table 1). \(\Delta r_{1}=\) \(-0.016 \AA\) and \(\Delta r_{2}=0.055 \AA\) for this ion. \(W_{4} H^{+}(11)\) has a straight-chain structure, ie, the fourth water molecule forms a hydrogen bond with one of the outer water molecules rather than with the \(\mathrm{H}_{3} \mathrm{O}^{+}\)moiety. For the latter cluster, addition of the last \(\mathrm{H}_{2} \mathrm{O}\) leads to structural rearrangements that make the central ion more properly represented as \(\mathrm{H}_{5} \mathrm{O}_{2}{ }^{+}\)rather than as \(\mathrm{H}_{3} \mathrm{O}^{+}\). When the geometry of \(W_{4} H^{+}(I I)\) was optimized using the 4-3IG basis set, 20 the ion was constrained to be symmetric. That constraint was not imposed in this work, and the central hydrogen bond was found to be slightly asymmetric. Consequently, some of the ar values are fairly large, with the largest being \(0.070 \AA\).

The dimer of \(\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{2} \mathrm{H}^{+}\)with an asymmetric hydrogen bond is more stable at both basis set levels. \({ }^{19}\) However, the symmetric form is less than a kcal higher in energy. Thus, calculations that include polarization functions in the basis set and take electron correlation into account could reverse the relative stabilities of symmetric and asymmetric \(\mathrm{Ac}_{2} \mathrm{H}^{+}\)as occurs for \(\mathrm{OH}^{-}\left(\mathrm{H}_{2} \mathrm{O}\right) .{ }^{30}\) For the asymmetric system, \(\Delta r_{1}=-0.011 \AA\) and \(\Delta r_{2}=-0.040 \AA\). Again, the magnitudes of \(\Delta r_{1}\) and \(\Delta r_{2}\) are noticeably higher in the complex than the \(\Delta r\)
values are in the subunits. However, part of the discrepancy may be due to the 4-31G structure not being completely optimized, since the 4-3IG//4-3IG total energy \({ }^{19}\) is higher than the 4-31G//3-21G total energy for the dimer. Linear (to \(\mathrm{C}-\mathrm{H}\) ) and T -shaped models of \(\mathrm{AC}_{3} \mathrm{H}^{+}\)were examined. The linear system is more stable, primarily due to the sizeable exchange repulsion in the T-shaped trimer. \({ }^{19}\) A comparison of the 4-31G//4-31G and 3-21G//3-21G equilibrium geometries of the \(\mathrm{Ac}_{3} \mathrm{H}^{+}\)isomers is not useful, since not all of the hydrogen-bond bond lengths were varied in the 4-3iG calculations.
\(\left(\mathrm{H}_{2} \mathrm{O}\right)\left(\mathrm{CH}_{3} \mathrm{CN}\right) \mathrm{H}^{+}\)has the hydrogen-bonded proton associated more closely with the acetonitrile, in accordance with the relative proton affinities of water and acetonitrile. \({ }^{31}\) The 3-21G results, however, show a hydrogen bond with a much longer \(r_{1}\) (by \(0.078 \AA\) ) and a much shorter \(r_{2}\) (by \(0.136 \AA\) ). The difference (acetonitrile - water) in the 3-21G//3-21G, 4-3IG//4-31G, and experimental proton affinities is \(7.3,15.1\), and 16.7 kcal , respectively. The incorrectly small difference obtained from the 3-2 \(16 / / 3-216\) calculations leads to a more symmetric hydrogen bond, which accounts for the unusually large disparity in the two sets of \(r_{1}\) and \(r_{2}\) values.

Overall, the 4-3IG \(r_{1}\) distances tend to be shorter and the \(4-3 I G r_{2}\) distances tend to be longer, which is consistent with the weaker solvation energies obtained with this basis set (see below). Nevertheless, although the differences in the 4-31G//4-31G and 3-21G//3-21G equilibrium geometries of these systems are not always trivial, the differences in the 4-316/13-216 and \(4-31 G / / 4-31 G\) total energies (Table I) are quite small. The largest \(\Delta E_{T}\) is \(2.25 \mathrm{kcal}\left(\right.\) for \(\mathrm{W}_{4} \mathrm{H}^{+}(11)\) ) and most of them are less than 1 kcal . Not reoptimizing the geometries has even less effect on \(\Delta E_{D}\); the largest \(\delta \Delta E_{D}\) is 1.0 kcal (for \(\mathrm{WACH}^{+}\)). Clearly, reoptimization of the 3-216 structures is unnecessary.
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\(\left(\mathrm{H}_{2} \mathrm{O}_{n}\left(\mathrm{CH}_{3} \mathrm{CN}\right)_{m} \mathrm{H}^{+}\right.\). When either \(\mathrm{H}_{2} \mathrm{O}\) or \(\mathrm{CH}_{3} \mathrm{CN}\) is added to the \(\mathrm{H}_{2} \mathrm{O}\) group of WACH \({ }^{+}\)to form \(\mathrm{W}_{2} \mathrm{AcH}^{+}(1)\) or \(\mathrm{WAC}_{2} \mathrm{H}^{+}(1)\), the proton that is associated with the \(\mathrm{CH}_{3} \mathrm{CN}\) group in WAcH \({ }^{+}\)moves along the hydrogen-bond axis such that both hydrogen-bonded protons in the trimers are associated with the central water molecule. In other words, these complexes consist of a central \(\mathrm{H}_{3} \mathrm{O}^{+}\)moiety interacting with two solvent molecules, as was found for \(\mathrm{W}_{3} \mathrm{H}^{+}\). The result for \(\mathrm{W}_{2} \mathrm{AcH}^{+}(1)\) is consistent with the observation that the combined proton affinity of two water molecules \(\left(166.5+32.9=199.4 \mathrm{kcal} / \mathrm{mol}^{31}, 32\right.\) ) is greater than the proton affinity of \(\mathrm{CH}_{3} \mathrm{CN}\left(189.2 \mathrm{kcal} / \mathrm{mol}^{31}\right)\). The other, less stable isomer considered for \(\mathrm{W}_{2} \mathrm{AcH}^{+}\)and \(\mathrm{WAC}_{2} \mathrm{H}^{+}\)has the additional solvent molecule forming an unconventional linear \(\mathrm{C}^{-H^{\text {b+ }}} \ldots \mathrm{X}\) hydrogen bond. For \(\mathrm{W}_{2} \mathrm{AcH}^{+}(I I)\) and \(\mathrm{WAC}_{2} \mathrm{H}^{+}(I I)\) the proton remains on the central acetonitrile. Since the latter isomers of \(\mathrm{W}_{2} \mathrm{AcH}^{+}\)and \(\mathrm{WAC}_{2} \mathrm{H}^{+}\)are so much less stable than the former (Table I), no clusters containing \(\mathrm{C}-\mathrm{H}^{\delta+} \ldots \mathrm{X}\) hydrogen bonds were investigated for the tetramers. Thus, only the branched structure of \(\mathrm{WAC}_{3} \mathrm{H}^{+}\)and the branched (I) and straight-chain (II) structures of \(\mathrm{W}_{3} \mathrm{AcH}^{+}\)and \(\mathrm{W}_{2} \mathrm{AC}_{2} \mathrm{H}^{+}\)were studied. Again, the straight-chain systems are higher in energy and have a slightly asymmetric \(\mathrm{H}_{5} \mathrm{O}_{2}{ }^{+}\)group interacting with two solvent molecules. In fact, the \(W_{4} H^{+}(11), W_{3} A C H^{+}(11)\), and \(W_{2} A C_{2} H^{+}(11) r_{1}\) and \(r_{2}\) values for the \(\mathrm{H}_{5} \mathrm{O}_{2}{ }^{4}\) moiety are very similar.
B. Population Analysis. The charge distributions obtained from Mulliken population analysis \({ }^{33}\) are presented in Figure 2. The figure shows that there is no extensive delocalization of the positive charge in these complexes, with the exception of \(\mathrm{H}_{5} \mathrm{O}_{2}{ }^{*}\). They are best represented as a central cation bonded to one or more solvent molecules. The positive charge on the central ion,
\(\mathrm{H}_{3} \mathrm{O}^{+}\)or \(\mathrm{H}_{5} \mathrm{O}_{2}{ }^{+}\), does decrease as the number of solvent molecules increases; nowever, the charge transferred from a given solvent molecule decreases as their number increases. Overall, the central cation retains 70-808 of the positive charge. The charge changes observed in this work for the individual atoms or groups of atoms upon hydrogen-bond formation are consistent with those observed by other researchers. \(19,21,22\)

Table II tabulates the charge gain on the proton-donating atom \(\Delta q_{A}\) and the electron-donating atom \(\Delta a_{B}\), the charge loss on the atom(s) directly bonded to the electron-donating atom \(\Delta G_{\mathrm{BL}}\) ( \(B L=C\) or \(H\) ), the charge transfer \(\Delta q_{C T}\), and the charge on the hydrogen-bonded proton before \(q_{H}\) and after \(q_{H, H B}\) the hydrogen bond is formed for the reactions studied. Table III shows \(r_{1}, r_{2}, R\), \(r_{1} / R\), and the \(A-H\) and \(H \cdots B\) overlap populations. The reactions are arranged from highest to lowest \(\Delta E_{D}\). The data in the tables are from the 3-21G results.
C. Trends in \(\Delta E_{D}\) and \(\Delta H^{\circ}\) The \(\Delta E_{D}\) values are generally too high compared to the \(\Delta H^{\circ}\) values at both the 3-21G and 4-31G basis set levels, although the 4-31G \(\Delta E_{D}\) 's are consistently closer to the experimental \(\Delta H^{\circ} s\). Much of the disparity in the two sets of theoretical data and some of the disparity in the theoretical and experimental data is accounted for by BSSE. 24-26 There are several reasons the corrected \(\Delta E_{D} \cdot s\) are overestimated. They are the poor quality of the calculated multipole moments of \(\mathrm{CH}_{3} \mathrm{CN}\) and \(\mathrm{H}_{2} \mathrm{O}, 25,34,35\) neglecting zero-point energies, and not including polarization functions or electron correlation in the calculations. Latajka and Scheiner \({ }^{35}\) have shown that it is necessary to add a set of diffuse polarization functions to a \(D Z+P\) basis in order to properly reproduce the electrical properties of the subunits, to evaluate accurate electron correlation effects, and to obtain solvation energies in good agreement with experimental solvation enthalpies.

For both basis sets, the value of \(\Delta E_{D}-\Delta H^{+}\)is considerably bigger when the electron donor is \(\mathrm{H}_{2} \mathrm{O}\). Two factors that contribute to this result are the following. First, and more importantly, the poorer computed charge distribution for \(\mathrm{H}_{2} \mathrm{O}\) than for \(\mathrm{CH}_{3} \mathrm{CN}\), as reflected in the larger deviation in the experimental and calculated dipole moment for \(\mathrm{H}_{2} \mathrm{O}\) than for \(\mathrm{CH}_{3} \mathrm{CN}(0.708\) D vs. 0.167 D for the 4-31G basis), will produce more exaggerated \(\Delta E_{D}\) 's when \(\mathrm{H}_{2} \mathrm{O}\) is the electron donor. Second, results from other systems suggest that the BSSE will be larger for clusters made by adding \(\mathrm{H}_{2} \mathrm{O}\) than by adding \(\mathrm{CH}_{3} \mathrm{CN}\), since \(\mathrm{H}_{2} \mathrm{O}\) is a smaller molecule. \({ }^{24,25}\)

The trends in the \(\Delta H^{\circ}\) values are reproduced reasonably well by the calculations for each series of reactions involving a given electron donor, especially by the 4-3IG basis set. However, the experimental and calculated trends are not the same when one compares the stabilization achieved when water versus acetonitrile is added to a specific cation. In some cases, the experimental results show that the complex should be stabilized more by \(\mathrm{CH}_{3} \mathrm{CN}\) and the theoretical results show the opposite. An examination of the 4-3ig data for these cases \(\left(\mathrm{AcH}^{+}, \mathrm{WACH}^{+}\right.\), and \(\left.A C_{2} \mathrm{H}^{+}\right)\), yields that \(\Delta E_{D^{-}}-\Delta \mathrm{H}^{+}\) for \(\mathrm{H}_{2} \mathrm{O}\) solvation is approximately 6.7 kcal higher than for \(\mathrm{CH}_{3} \mathrm{CN}\) solvation. Thus, the error is consistent. It is also not unexpected due to the larger overestimation of \(\Delta E_{D}\) values mentioned above for the \(\mathrm{H}_{2} \mathrm{O}\) series of reactions.

From the comparison of the 4-3IG//3-2IG and 3-21G//3-2IG \(\Delta E_{D} ' s\) and SAE \(D_{0}\) 's with respect to the \(\Delta H^{\circ}\) 's and \(\delta \Delta H^{\circ} ' s\), one concludes that either the 3-2 IG energies should be corrected for BSSE or 4-3IG//3-21G energies should be computed. Both methods yield more accurate stabilization energies and relative energles than are obtained from the simple 3-21G//3-216
calculations.
The relative dissociation energies of the cluster ions correlate with a number of properties of the ions. The data in Tables II and III demonstrate that for a given electron donor, regardless of the type of proton-donating atom (ie, \(\mathrm{C}, \mathrm{N}\), or O ), there is a direct relationship between the differences in the complexation energies and the charge gain on the proton-accepting atom \(\Delta a_{B}\), the charge loss on the atom(s) directly bonded to the proton-accepting atom \(\Delta Q_{B L}\left(B L=C\right.\) or \(H\) ), the charge transfer \(\Delta q_{C T}\), the charge on the hydrogen-bonded proton after the hydrogen bond is formed \(a_{H, H B}, r_{1} / R\), and the \(H \cdots B\) overlap population (with the exception of the overlap population of \(\mathrm{WACH}^{+}\)which is too high). There is an indirect relationship between the energy differences and \(r_{2}\). These results indicate that delocalization effects as well as electrostatic effects contribute to the stability of the clusters.

It should be noted that all of the above are properties of the electron donor. As a result of the different types of proton-donating atoms and the large charge and structural rearrangements in some proton-donating molecules brought about by hydrogen-bond formation (Figure 2), it is not unreasonable that there is no correlation between the proton donor properties and relative stabilization energies when all of the proton donors are compared. On the other hand, if only clusters with the same type of A atom are compared, the \(\delta \Delta E_{D}\) 's also correlate directly with the charge on the hydrogen-bonded proton before the hydrogen bond is formed \(q_{H}\) and indirectly with the A-H overlap population and R. The only exceptions to the former relationship are the reactions where a solvent molecule is added to the \(\mathrm{H}_{2} \mathrm{O}\) molety in \(\mathrm{WACH}^{+}\). The \(\mathrm{a}_{\mathrm{H}}\) for these cases is too low because the water is essentially neutral in \(\mathrm{WAcH}^{+}\). Other researchers have seen similar correlations in other nydrogen-bonded systems. \({ }^{20,21,28,36}\)
D. Cooperativity Effects. The transfer of electron density to the
proton-donating molecule when a hydrogen bond is formed makes that molecule a poorer proton donor for subsequent hydrogen bonds. \(20,21,27\) Thus, when a molecule serves as a multiple proton donor, \(\Delta E_{D}\) decreases as successive solvent molecules are added (Figure 1 and Table I). However, the structural changes that occur within the proton donor indicate that the subsequent hydrogen bonds are not as weak as they could be, ie, there is a cooperativity effect among the hydrogen bonds. When a second hydrogen bond is formed, \(r_{1}\) shortens and \(r_{2}\) lengthens for the first hydrogen bond. A compromise is reached whereby the first hydrogen bond is weakened relative to its strength in the dimer to allow the second hydrogen bond to strengthen somewhat. Thus, it is more favorable to make two moderately strong, partially protonated, hydrogen bonds than to make one strong, essentially fully protonated, and one weak, essentially neutral, hydrogen bond. Similar results are observed for larger clusters as well.

When straight-chain isomers are formed, the structural changes are even more pronounced. As noted above, in these cases the central ion is converted from essentially \(\mathrm{H}_{3} \mathrm{O}^{+}\)to essentially \(\mathrm{H}_{5} \mathrm{O}_{2}{ }^{+}\). There is also an increase in \(\mathrm{r}_{2}\) and a decrease in \(r_{1}\) for the other hydrogen bond to the \(\mathrm{H}_{3} \mathrm{O}^{+}\). When a second shell water molecule acts as a proton donor, it improves its capacity to serve as an electron donor. Therefore, the interaction between it and the \(\mathrm{H}_{3} \mathrm{O}^{+}\)ion is strengthened at the expense of the other hydrogen bond involving the \(\mathrm{H}_{3} \mathrm{O}^{+}\).

E لlsomers. In order to explore the possibility that more than one isomeric form exists for some of the \(n+m=4\) complexes, branched (1) and straight-chain (II) structures were examined for \(\mathrm{W}_{3} A \mathrm{ACH}^{+}, W_{2} A C_{2} \mathrm{H}^{+}\), and \(W_{A}{ }_{3} \mathrm{H}^{+}\). The branched isomer is universally more stable than the straight-chain isomer. The lower stability of the straight-chain clusters results from 1) a smaller \(a_{H}, r_{1}, r_{1} / R\), and \(H \cdots B\) overlap population, 2) a larger R and A-H overiap population, and 3) less polarization of the electron
donor and slightly less charge transfer to the proton donor. However, the straight-chain form is only about 2-5 kcal higher in energy than the branched form of a specific ion depending on the basis set employed. Since the 4-3ig basis yields more reliable \(\Delta E_{D}\) 's and \(\delta \Delta E_{D} \cdot s\), that data will be used here. The differences in the 4-3IG stabilization energies are 4-5 kcal, suggesting that mixtures of ions will not be present for these systems. This is consistent with the experimental enthalpy data which shows that for the \(W_{n} A C_{m} H^{+}\)ions there is a significant drop in \(\Delta H_{k, k-1}(k=m+n)\) for reactions after \(k=3\) (for \(n=0\) ). We have found that these criteria fulfill the quantitative requirements for the filling of the second solvent shell at \(k=3\).
E. Rule on Relative Cluster Stability. With respect to the stability of the clusters, two factors appear to be important: the high proton aff inity of \(\mathrm{CH}_{3} \mathrm{CN}\) compared to \(\mathrm{H}_{2} \mathrm{O}\) and the hydrogen bonding of water. Thus, the most stable dimer in terms of the total enthalpy of dissociation is \(\mathrm{Ac}_{2} \mathrm{H}^{+}\)(Figure 1 and Table 1). However, since in \(\mathrm{Ac}_{3} \mathrm{H}^{+}\)the second hydrogen bond is a weak unconventional \(\mathrm{C}-\mathrm{H}^{\delta+} \ldots \mathrm{N}\) bond, the most stable trimer is \(\mathrm{WAC}_{2} \mathrm{H}^{+}\), ie, the complex with the highest acetonitrile content for which an optimal hydrogen-bonding configuration is still allowed. The same rule yields \(W_{A C} \mathrm{H}^{+}\)as the most stable tetramer, and \(\mathrm{W}_{2} \mathrm{AC}_{3} \mathrm{H}^{+}\)as the most stable pentamer. WAC \(4_{4} \mathrm{H}^{+}\), which could not be observed, requires a hydrogen-bonded structure blocked by methyl groups. Therefore, the following rule seems to apply to all of the observed water-acetonitrile complexes: the most stable clusters are those with the highest acetonitrile content which still allows the formation of a network of strong, eg, \(\mathrm{N}-\mathrm{H} \cdots \mathrm{Q}\) and \(\mathrm{O}-\mathrm{H} \cdots \mathrm{O}\), hydrogen Donds.

The general formula for clusters with \(n\) water molecules containing the maximum amount of acetonitrile molecules is \(W_{n} A C_{n+2} H^{+}\). For \(n=2\) and 3 , only two isomers each are possible, and these differ only by a shift of the
proton as illustrated schematically in ions \(\perp\) and 2. (Acetonitrile is denoted by Ac.)


For \(n \geq \mathbf{4}\) several isomers are possible, the extreme of which are illustrated schematically by ions \(\underline{1}\) and 4 . In \(\underline{1}\) the acetonitrile molecules are pushed to the periphery such that ultimately the proton is solvated by a neat water environment. In 4 two acetonitrile molecules are placed close to the protonated center, or at least one acetonitrile molecule is attached to the protonated center if the proton moves as indicated, while some are even further away from the protonated center than they are in \(\mathbf{3}\). The trends observed in the smaller clusters suggest that acetonitrile molecules proximal to the protonated center are stabilizing, and, therefore, that linear configurations such as 4 would be preferred to globular configurations such as 3.


We note that the structures in the acetonitrile-water systems are similar to those in the dimethyl ether-water systems. For these two cases the relative proton affinities and methyl blocking effects are comparable. \({ }^{5}\)
G. SIFT Results. Smith et al. \({ }^{14}\) have carried out studies using a selected ion flow tube (SIFT) that show that \(\mathrm{CH}_{3} \mathrm{CN}\) rapidly replaces \(\mathrm{H}_{2} \mathrm{O}\) in the \(\left(\mathrm{H}_{2} \mathrm{O}\right)_{n} \mathrm{H}^{+}\)ions according to the following reactions.


One question that arises from this work is why the last water molecule cannot be replaced in the last two sequences of reactions. The results are readily explained by the observations that 1) the central ion in these complexes is \(\mathrm{H}_{3} \mathrm{O}^{+}\)and 2) only the outer water molecules are replaced by the acetonitrile molecules. However, Smith and Adams \({ }^{37}\) also found that when \(W A C_{2} \mathrm{H}^{+}\)and \(\mathrm{WAC}_{3} \mathrm{H}^{+}\)are broken apart no \(\mathrm{H}_{3} \mathrm{O}^{+}\)is obtained, which is in apparent disagreement with observation 1). In actuality, the structures we calculated are not ruled out by the latter result because Smith and Adams broke the complexes apart stepwise. Thus, the last hydrogen bond broken is the one in \(\mathrm{WACH}^{+}\). Recall that in WAch \({ }^{+}\)the more stable position for the proton is on the acetonitrile rather than on the water. \(\mathrm{No}_{3} \mathrm{O}^{+}\)will be observed if there is time for the proton to migrate from the \(\mathrm{H}_{2} \mathrm{O}\) to the \(\mathrm{CH}_{3} \mathrm{CN}\) before the dissociation occurs.

\section*{Summary}

Analysis of the theoretical and experimental data reported in this article answers some of the questions posed in the introduction. First, the charged proton is best stabilized by placing the maximum number of acetonitrile molecules proximate to the protonated center in such a way that the
formation of a network of strong hydrogen bonds is still allowed. Second, distinct solvent shells can be distinguished in these cluster ions. Third, mixtures of several isomeric structures are unlikely for \(n \& 4\). Fourth, a group of solvent molecules can "pull away" the proton from a protonated solute molecule. Fifth, although electrostatic interactions make the dominant contribution to the bonding in these systems, polarization and charge transfer effects contribute also. Sixth, there is a cooperativity effect among the hydrogen bonds that leads to extensive changes in geometry and charge distribution as successive hydrogen bonds are formed. Seventh, the relative stabilzation energies along a series of reactions correlate with many properties of the electron donor and with several properties of the proton donor. Eighth, the fact that the last water molecule in \(W A C_{m} H^{+}, m=2\) and 3 . is not replaced by acetonitrile, yet no \(\mathrm{H}_{3} \mathrm{O}^{+}\)ions are observed when the clusters are broken apart in a stepwise manner, is explained by our structural results.
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Table I. Total Energles ( \(E_{T}\), a.u.), Dissociation Energles ( \(\Delta E_{D}, k c a l\) ), and Dissociation Enthalpies ( \(\Delta H^{+}, k c a i\) ) of \(W_{n} A C_{m} H^{+}\)Complexes.
\begin{tabular}{|c|c|c|c|c|c|}
\hline Molecule & \(E_{T}(3-2 I G)\) & \(E_{T}(4-316)^{0}\) & \(\Delta E_{D}(3-21 G)\) & \(\Delta E_{D}(4-316)^{\text {a }}\) & \(\Delta H^{\circ}\) \\
\hline \multirow[t]{2}{*}{w} & \multirow[t]{2}{*}{-75.58596} & -75.90792 & & & \\
\hline & & (-75.9086) & & & \\
\hline \multirow[t]{2}{*}{\(\mathrm{WH}^{+}\)} & \multirow[t]{2}{*}{-75.89123} & -76.20001 & \multirow[t]{2}{*}{191.6} & 183.3 & \(166.5{ }^{\circ}\) \\
\hline & & (-76.2006) & & (183.2) & \\
\hline \multirow[t]{2}{*}{\(\mathrm{W}_{2} \mathrm{H}^{+}\)} & \multirow[t]{2}{*}{-151.56094} & -152.17852 & \multirow[t]{2}{*}{52.6} & 44.3 & 32.9 \\
\hline & & (-152.1791) & & (43.6) & \\
\hline \multirow[t]{2}{*}{\(\mathrm{W}_{3} \mathrm{H}^{+}\)} & \multirow[t]{2}{*}{-227.20350} & -228.13549 & \multirow[t]{2}{*}{35.5} & 30.8 & 19.0 \\
\hline & & (-228.1370) & & (30.9) & \\
\hline \multirow[t]{2}{*}{\(\mathrm{W}_{4} \mathrm{H}^{+}(1)\)} & \multirow[t]{2}{*}{-302.83597} & -304.08475 & \multirow[t]{2}{*}{29.2} & 25.9 & 17.6 \\
\hline & & (-304.0872) & & (26.1) & \\
\hline \multirow[t]{2}{*}{\(W_{4} \mathrm{H}^{+}(11)\)} & \multirow[t]{2}{*}{-302.83059} & -304.07611 & \multirow[t]{2}{*}{25.8} & 20.5 & \\
\hline & & (-304.07970) & & (21.4) & \\
\hline \multirow[t]{2}{*}{Ac} & \multirow[t]{2}{*}{-131.19180} & -131.72823 & & & \\
\hline & & (-131.7283) & & & \\
\hline \multirow[t]{2}{*}{\(\mathrm{AcH}^{+}\)} & \multirow[t]{2}{*}{-131.50875} & -132.04445 & 198.9 & 198.4 & \(189.2^{\text {D }}\) \\
\hline & & (-132.0445) & & (198.4) & \\
\hline \multirow[t]{2}{*}{\(\mathrm{Ac}_{2} \mathrm{H}^{+}\)(8sym)} & \multirow[t]{2}{*}{\(-262.75653\)} & -263.82175 & 35.1 & 30.8 & \(30.2{ }^{\text {c }}\) \\
\hline & & (-263.8213) & & (30.4) & \\
\hline \(\mathrm{AC}_{2} \mathrm{H}^{+}(\mathrm{sym})\) & -262.75605 & -263.82035 & 34.8 & 29.9 & \\
\hline \multirow[t]{2}{*}{\(\mathrm{Ac}_{3} \mathrm{H}^{+}(\mathrm{C}-\mathrm{H})\)} & \multirow[t]{2}{*}{-393.96994} & -395.56985 & \multirow[t]{2}{*}{13.6} & 12.5 & \(93^{\text {c }}\) \\
\hline & & (-395.56843) & & (11.9) & \\
\hline \multicolumn{2}{|l|}{\({\mathrm{Ac} 3 \mathrm{H}^{+}(\mathrm{T}-\text { shepe })-393.96059}^{\text {c }}\)} & -395.56095 & 7.7 & 6.9 & \\
\hline \multirow[t]{2}{*}{Wach \({ }^{+}\)} & \multirow[t]{2}{*}{-207.15909} & -208.00161 & \multirow[t]{2}{*}{40.4} & 30.9 & 24.8 \\
\hline & & (-208.0040) \({ }^{0}\) & & (31.9) \({ }^{0}\) & \\
\hline \(\mathrm{W}_{2} \mathrm{ACH}^{+}(1)\) & -282.80158 & -283.95391 & 35.5 & 27.9 & 17.5 \\
\hline \(\mathrm{W}_{2} \mathrm{Ach}^{+}\)(II) & -282.76855 & -283.92840 & 14.7 & 11.8 & \\
\hline \(\mathrm{W}_{3} \mathrm{ACH}^{+}\)(1) & -358.43436 & -359.90209 & 29.4 & 25.3 & 15.6 \\
\hline \(\mathrm{W}_{3} \mathrm{AcH}^{+}\)(II) & -358.42985 & -359.89495 & 26.5 & 20.8 & \\
\hline & & 13-24 & & & \\
\hline
\end{tabular}

Table I cont.
\begin{tabular}{|c|c|c|c|c|c|}
\hline Molecule & \(E_{T}(3-21 G)\) & \(E_{T}(4-31 G)^{0}\) & \(\Delta E_{D}(3-2 \mid G)\) & \(\Delta E_{D}(4-316)^{0}\) & \(\Delta H^{\circ}\) \\
\hline \multirow[t]{2}{*}{\(\mathrm{WAC}_{2} \mathrm{H}^{+}(1)\)} & -338.39989 & -339.77294 & \(30.7{ }^{\text {8 }}\) & \(27.1{ }^{\text {e }}\) & \(23.4{ }^{\text {e }}\) \\
\hline & & & 36.0 & 27.2 & 15.9 \\
\hline \multirow[t]{2}{*}{\(W^{(2)} C_{2} \mathrm{H}^{+}(11)\)} & -338.37242 & -339.75026 & \(13.5{ }^{\circ}\) & \(12.9{ }^{\circ}\) & \\
\hline & & & 18.8 & 13.0 & \\
\hline \(\mathrm{Wac}_{3} \mathrm{H}^{+}\) & -469.63126 & -471.53831 & 24.8 & 23.3 & 20.6 \\
\hline \(\mathrm{W}_{2} \mathrm{AC}_{2} \mathrm{H}^{+}(1)\) & -414.03312 & -415.72040 & 29.7 & 24.8 & 15.3 \\
\hline \(\mathrm{W}_{2} \mathrm{Ac}_{2} \mathrm{H}^{+}\)(II) & -414.02960 & \(-415.71413\) & 27.5 & 20.9 & \\
\hline
\end{tabular}

OThe number in parentheses is the 4-31G//4-31G value; the other number is the 4-3ig//3-2iG value. The 4-3IG//4-3iG results for the \(W_{n} \mathrm{H}^{+}\)ions are from reference 20; the 4-3IG//4-316 results for the \(A C_{m} \mathrm{H}^{+}\)ions are from reference 19. \({ }^{0}\) Reference 31 . \({ }^{\text {CReference }} 38\). \({ }^{0}\) This work. \({ }^{\circ}\) The top number is the value obtained when \(W_{A c} \mathrm{H}^{+}\)dissociates into \(\mathrm{WAcH}^{+}+\mathrm{Ac}\); the bottom number is the value obtained when \(W A C_{2} \mathrm{H}^{+}\)dissociates into \(A C_{2} \mathrm{H}^{+}+\mathrm{W}\).

Table II. Properties of the Hydrogen-Bonded Clusters from Population Analysis. \({ }^{\circ}\)
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline Reaction & \(\Delta E_{D}\) & \(\Delta q_{A}\) & \(\Delta g_{B}\) & \(\Delta 9_{B, B L}\) & \(\triangle{ }^{\triangle 9} \mathbf{C T}\) & \(a_{H}\) & \({ }^{\circ} \mathrm{H}, \mathrm{HB}\) \\
\hline \(\mathrm{AcH}^{+} \rightarrow \mathrm{Ac}_{2} \mathrm{H}^{+} \mathrm{D}\) & 35.1 & -0.019 & -0.242 & 0.270 & 0.148 & 0.519 & 0.580 \\
\hline \(\mathrm{WACH}^{+} \rightarrow \mathrm{WAC}_{2} \mathrm{H}^{+}\)(1) & 30.7 & -0.070 & -0.218 & 0.230 & 0.117 & 0.471 & 0.562 \\
\hline \(\mathrm{W}_{2} \mathrm{H}^{+} \rightarrow \mathrm{W}_{2} \mathrm{ACH}^{+}(1)\) & 30.6 & -0.061 & -0.218 & 0.227 & 0.114 & 0.499 & 0.559 \\
\hline \(\mathrm{W}_{2} \mathrm{ACH}^{+}(1) \oplus \mathrm{W}_{2}{ }^{\text {che }} \mathrm{C} \mathrm{H}^{+}(1)\) & 24.9 & -0.049 & -0.177 & 0.185 & 0.091 & 0.486 & 0.534 \\
\hline \(\mathrm{WAC}_{2} \mathrm{H}^{+}(1) \rightarrow \mathrm{WAC}_{3} \mathrm{H}^{+}\) & 24.8 & -0.047 & -0.178 & 0.188 & 0.093 & 0.489 & 0.538 \\
\hline \(\mathrm{W}_{2} \mathrm{AcH}^{+}(1)=\mathrm{W}_{2} \mathrm{Ac}_{2} \mathrm{H}^{+}(\mathrm{II})\) & 22.7 & -0.076 & \(-0.168\) & 0.172 & 0.084 & 0.456 & 0.514 \\
\hline \(\mathrm{WACH}^{+} \rightarrow \mathrm{WAC}_{2} \mathrm{H}^{+}(11)\) & 13.5 & -0.064 & -0.102 & 0.101 & 0.051 & 0.335 & 0.414 \\
\hline \(\mathrm{Ac}_{2} \mathrm{H}^{+} \rightarrow \mathrm{Ac}_{3} \mathrm{H}^{+}(\)lineer to \(\mathrm{C}-\mathrm{H}\) ) & 13.2 & -0.063 & -0.102 & 0.101 & 0.051 & 0.336 & 0.414 \\
\hline \(W \mathrm{H}^{+} \Rightarrow \mathrm{W}_{2} \mathrm{H}^{+} \mathrm{C}\) & 52.6 & -0.080 & -0.061 & 0.133 & 0.500 & 0.571 & 0.591 \\
\hline \(\mathrm{McH}^{+} \rightarrow \mathrm{WaCH}^{+}\) & 40.4 & -0.018 & \(-0.043\) & 0.105 & 0.167 & 0.519 & 0.591 \\
\hline \(\mathrm{W}_{2} \mathrm{H}^{+} \rightarrow \mathrm{W}_{3} \mathrm{H}^{+}\) & 35.5 & -0.070 & -0.046 & 0.093 & 0.140 & 0.499 & 0.554 \\
\hline Wact \({ }^{+} \rightarrow \mathrm{W}_{2} \mathrm{ACH}^{+}(1)\) & 35.5 & -0.079 & -0.043 & 0.090 & 0.137 & 0.471 & 0.559 \\
\hline \(\mathrm{W}_{2} \mathrm{AcH}^{+}(1) \oplus \mathrm{W}_{3} \mathrm{AcH}^{+}(1)\) & 29.4 & -0.059 & -0.032 & 0.073 & 0.114 & 0.486 & 0.532 \\
\hline \(\mathrm{W}_{3} \mathrm{H}^{+} \oplus \mathrm{W}_{4} \mathrm{H}^{+}(1)\) & 29.2 & -0.055 & -0.036 & 0.075 & 0.114 & 0.482 & 0.528 \\
\hline \(\mathrm{W}_{2} \mathrm{AcH}^{+}(1) \oplus \mathrm{W}_{3} \mathrm{ACH}^{+}(11)\) & 26.5 & -0.089 & -0.030 & 0.068 & 0.106 & 0.456 & 0.513 \\
\hline \(\mathrm{W}_{3} \mathrm{H}^{+} \rightarrow \mathrm{W}_{4} \mathrm{H}^{+}(11)\) & 25.8 & -0.083 & \(-0.029\) & 0.068 & 0.106 & 0.459 & 0.509 \\
\hline WACH \({ }^{+} \rightarrow \mathrm{W}_{2} \mathrm{ACH}^{+}\)( III) & 14.7 & -0.073 & -0.002 & 0.041 & 0.080 & 0.335 & 0.412 \\
\hline
\end{tabular}
athe data is from the 3-216 results. A negative value means the parameter is more negatively charged after the reaction than before. \({ }^{0}\) Reactions where \(\mathrm{CH}_{3} \mathrm{CN}\) is one of the reactants. \({ }^{\text {CReactions where }} \mathrm{H}_{2} \mathrm{O}\) is one of the reactants.
\(\left.\begin{array}{llllllll}\text { Reaction } & \Delta E_{D} & r_{1} & r_{2} & R & r_{1} / R & A-H & H \cdots B \\ \text { overlap } \\ \text { Dopulation }\end{array}\right]\)
aThe data is from the 3-216 results. \({ }^{\text {D }}\) Reactions where \(\mathrm{CH}_{3} \mathrm{CN}\) is one of the reactants. \({ }^{\text {CReactions where }} \mathrm{H}_{2} \mathrm{O}\) is one of the reactants.

\section*{Figure Cantions}

Figure 1. \(-\Delta H^{\bullet}\) (kcal/mol, top number) and \(-\Delta S^{*}\) (cal/mol K , bottom number) of clustering reactions, where \(\mathrm{ACH}^{+} \Rightarrow \mathrm{AC}_{2} \mathrm{H}^{+}\)indicates \(\mathrm{ACH}^{+}+\mathrm{AC} \Rightarrow\) \(\mathrm{Ac}_{2} \mathrm{H}^{+}\), etc. The number under the ions indicates the total dissociation enthalpy for \(W_{n} A c_{m} H^{+} \rightarrow W H^{+}+m A c+(n-1) W\). The proton aff inities are from reference 32. The data for the neat water clusters are from the present authors (unpublished data) for \(n=1-4\) and from reference 33 for \(n=5-7\). The data for the neat acetonitrile clusters are from reference 38. For \(\mathrm{WAC}_{3} \mathrm{H}^{+} \Rightarrow\) \(W_{2} \mathrm{Ac}_{3} \mathrm{H}^{+}, \Delta S^{+}\)was estimated and \(\Delta H^{+}\)was obtained from the measured \(\Delta G^{\circ}(316)=-2.8 \mathrm{kcal} / \mathrm{mol}\). For \(\mathrm{W}_{4} \mathrm{AcH}^{+} \Rightarrow \mathrm{W}_{4} \mathrm{AC}_{2} \mathrm{H}^{+}, \Delta H^{+}\) was obtained from \(\Delta G^{\circ}(318)=-7.4 \mathrm{kcal} / \mathrm{mol}\).

Figure 2. Structures calculated from 3-216 and 4-3IG optimizations. Only the values of the bond distances and bond angles varied in the computations are included. The 4-3IG parameters are given in parentheses. Charge distributions from population analysis (3-216 basis set level) are displayed, also.
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\section*{Abstract}

This study applied the research design that was developed at the Air Force Human Resources Laboratory during the tenure of the Principal Investigator as a Fellow under the 1983 Summer Faculty Research program. This design provides an analysis of the accuracy of performance ratings in terms of the logical requirements of the multitrait-multimethod design and the deviations from target ratings in the person perception design.

A review of the literature indicated that the current emphasis of research on the accuracy of performance ratings is on the development of training programs to improve accuracy. Although several programs show promise, no research study has considered the accuracy of performance ratings in the framework of the logical requirements for performance measures. The purpose of the present study was to compare several training programs for improving the accuracy of performance ratings. An emphasis of the study was to determine how well performance ratings meet logical criteria for performance measures as well as meet traditional requirements for rating accuracy.

Participants were assigned to one of five training conditions (i.e., rater bias, observation, frame of reference, combination of observation and frame of reference, and control). The videotaped performances of employment interviewers were viewed and rated with both a behaviorally anchored rating scale and mixed standard scale formats. The results indicated that

While the training programs did not differentially impact on the accuracy of the performance ratings, the training was effective across conditions. Furthermore, format differences with respect to accuracy were found, and it was argued that purpose for ratings must be considered in choosing a rating format.

\section*{Training to Improve the Accuracy and Validity of Performance Ratings}

In an effort to meet the Air Force's mandate from Congress to develop job performance measures that reflect hands-on performance, the Air Force Human Resources Laboratory has initiated a program of research and development (Kavanagh, Borman, Hedge \& Gould, 1983). The short range goal of this program is to research and develop performance measures with which to validate the Air Force's selection and classification procedures. The longer range goal is to institutionalize the procedures for developing job performance measures so that these measures are continually updated and available for the Air Force to use in research on human resources.

Although the Air Force has been mandated by Congress to develop hands-on performance measures, some circumstances warrant the use of surrogate measures such as performance ratings. In many work contexts, ratings are the only reasonable method for measuring performance. Instances of job performance may occur too infrequently or be too dangerous and, therefore, require the use of ratings. Furthermore, the development of hands-on performance measures is quite expensive. Ratings may be substituted to cut costs if their technical quality is high. Finally, there are few jobs that possess performance measures that are devoid of judgments about job performance. Except for the most mundane jobs, humans must observe, report, and perhaps
rate job performance.
Despite the potential utility of performance ratings, these measures must be developed with care. Distortions in human judgments reduce their actual utility. These distortions have been addressed with research into the quality of performancce ratings.

The multitrait-multimethod design has been used to evaluate performance ratings against criteria that are logical requirements for performance measures (Boruch, Larkin, Wolins, \& Mackinney, 1970). In particular, the criteria require that performance measures reflect differences between people that are due to the traits of performance and not due to the method for rating. Variance components and intraclass correlation indexes are used to describe the degree to which the ratings meet the logical requirements.

The person perception design (Cronbach, 1955) has also been used to evaluate performance ratings. These traits are compared against target ratings that are defined as undistorted measures of performance. Statistics are computed from discrepancies between the target and performance ratings to describe the inaccuracies in the performance ratings.

Recently, Dickinson (1984) developed a combination design to guide investigations on both the validity and accuracy of performance ratings. The combination design extends the multitrait-multimethod and person perception designs to consider their relationships. For example, differential accuracy in the
person perception design also reflects differential discriminant validity for the rater compared to the discriminant validity possessed by the target ratings. Both interpretations describe the rater's ability to rate the individual ratee on each of the traits. Furthermore, the combination design expands the assessment of performance ratings to define additional sources that reduce the validity and accuracy of the ratings. One source is differenntial elevation accuracy by methods. It reflects the ability of the rater to order ratees with each of the methods compared to the target ratings. of course, a logical property for target ratings is to order ratees the same with each of the methods for rating. Since the investigator can design the research so that the target ratings meet this requirement, differential elevation accuracy by methods is a source of inaccuracy in the performance ratings. An accurate rater should order the ratees the same with each method and this ordering should be identical to the order provided by the target ratings.

Another unwanted source that is defined in the combination design is differential discriminant validity by methods. It reflects a different pattern of ordering the ratees on the traits for each of the methods. A logical requirement for performance ratings is that the same pattern of discriminant validity should be obtained with each method of rating. If the investigator designs the research so that the target ratings order the ratees on the traits in the same patterns for each
method, this source of invalidity reflects the raters' inability to duplicate the patterns in the target ratings. A rater should order the ratees on the traits with the same patterns of ratings for each of the methods, and these patterns should be identical to those provided by the target ratings.

The combination design provides a broader strategy for assessing the quality of performance ratings than either the multitrait-multimethod or person perception designs. It emphasizes the assessment of accuracy in the framework of logical requirements for performance measures. The design allows the investigator to specify the amounts of multitrait-multimethod properties possessed by the target ratings. Such a research strategy provides a meaningful theory within which to interpret the accuracy of performance ratings.

\section*{Background}

Several models suggest variables that influence the accuracy of ratings (Decotiis \(\&\) Petit, 1978; Kavanagh, et al., 1983; Landy \& Earr, 1980). They incluce variables such as the purpose for the ratings, race and sex of the ratees, ability of the rater and training programs to improve the accuracy of the performance ratings. However, none of the models emphasize the influence of logical requirements for the performance ratings in understanding accuracy. These models represent a myopic strategy for research on accuracy (Cronbach, 1955).

Research on the accuracy of performance ratings has focused on the effects of rater training (Bernardin Pence, 1980;

Borman, 1977; 1979; Hedge, 1982; McIntyre, Smith, \& Hassett, 1984). This research has typically been concerned with providing raters with experiences to improve the quality of their ratings. For example, raters have attended lectures on the nature of distortions in ratings, participated in small group discussions of distortions in ratings, and learned the performance behaviors associated with target ratings.

Borman (1979) used an elaborate procedure of training to investigate the accuracy of performance ratings and the distortion of halo error in the ratings. He included participants in workshops in which they discussed the nature of halo error, formulated ways to avoid it, and practiced rating videotapes of ratees performing as managers in a problem-solving session with a troublesome subordinate or performing as recruiters in employment interviews.

Borman (1979) measured halo error and differential accuracy in ratings that were obtained from trained and untrained participants. Training did reduce halo error, but it had no effect on the accuracy of the performance ratings. Borman (1979) suggested that teaching people to avoid halo error is not equivalent to teaching them to make accurate ratings. In a further analysis of the data, Borman (1977) also measured leniency and range restriction errors and found little correspondence between these errors and differential accuracy.

Bernardin and Pence (1980) also investigated the effects of training on rating errors and the accuracy of performance
ratings. The authors provided participants with two types of training. One group received an hour-long training program that provided in-depth lectures on how to avoid leniency and halo errors. They were also lectured on the multidimensionality of performance in most jobs and the importance of distinguishing these dimensions when making ratings. Raters were also lectured on the importance of fair, unbiased and accurate ratings. Finally, they were urged to discuss and seek consensus on stereotypes of effective and ineffective ratee performance. The second group received a much shorter training program. They were informed of leniency and halo errors and admonished to avoid them in their performance ratings.

The two training groups and a no-training group evaluated two written vignettes describing the performance of two ratees. Ratings from the training groups had significantly less leniency and halo errors in the ratings. However, these groups were significantly less accurate than the control group. Bernardin and Pence (1980) suggested that training to avoid errors fosters a response set in raters that does reduce these errors but also reduces the accuracy of the ratings. In addition, they suggested the development of training programs that increase accuracy rather than induce response sets.

A recent study by McIntyre, Smith, and Hassett (1984) investigated the influence of training programs and perceived purpose for the ratings on the accuracy of ratings and the occurrence of leniency and halo errors. participants in the
study rated videotapes of the lecture performance of three instructors. They were informed that their ratings would remain anonymous.

The authors employed four programs of training. Rater error training consisted of a 15 minute presentation and discussion of halo and leniency errors followed by a short group discussion of how to avoid making these errors. Frame of reference training was developed from suggestions by Bernardin (1981). Participants were shown a videotape of the performance of one ratee and were told the specific aspects of the ratee's performance that were considered in determining target ratings as well as the actual values of the target ratings. The third group combined the rater error and frame of reference training programs, while the fourth group served as a control and received no training.

Three purposes for the ratings were included in the research design. In the research purpose condition, participants were informed that the purpose was to evaluate students' abilities to rate lecturers accurately by comparing their ratings to those of experts. In the course improvement condition, participants were told that the purpose was to give feedback to lecturers with the performance ratings that were obtained from them. Instructions informed the participants that they should not be biased for or against a particular lecturer because they were not students in courses taught by any of the lecturers. Finally, in the hiring purpose condition,
participants were told that their ratings would serve as the basis for selecting lecturers to teach the next semester. McIntyre, et al. (1984) found that the frame of reference and combination training groups were more accurate than the rater error and no training groups. Furthermore, the group with research as the purpose for rating tended to be more accurate than the groups with hiring decision or course improvement as their purpose. Leniency and halo errors were commited by all groups of participants. Performance ratings tended to underestimate the target ratings and show less variance than these ratings. In particular, the research purpose group was more severe in underestimating the target ratings than the other groups, while the frame of reference training group displayed less halo than the rater error and combination training groups. Mcintyre, et al. (1984) suggested that the results of their study supported frame of reference training as a strategy for improving the accuracy of performance ratings. They also suggested that rater error training is not effective in improving accuracy or in reducing halo and leniency errors. Finally, they suggested that the purpose for the ratings in their study was a weak effect and accounted only for small differences in accuracy and rating errors.

In another study of the effects of training, Hedge (1982) studied the influence of several training programs on accuracy and leniency, halo, and range restriction errors in performance. Prior to and approximately one week after the training programs,
participants rated videotapes of the performance of five managers dealing with a problem employee. Subsequent to training, participants also rated the performance of their own subordinates using their organization's questionnaire. Ratings of the subordinates that were made prior to training were obtained from personnel files.

Participants were assigned to one of three training programs or to receive no training. One program focused on the rating errors of leniency, halo, and range restriction. The program included a viaeotaped lecture about the rating errors. The lecture was followed up with illustrations and graphs of the errors. Next, a written description of two case studies was presented which was followed by a discussion of the errors commited in the cases. A second program was training to improve observational skills. This program also included two parts. A videotaped lecture was presented that instructed participants to observe carefully and look for specific behaviors as well as to avoid errors in their observations and not be influenced by prior, irrelevant information or rely only on a single source of information. The third program provided training to improve decision-making skills. A videotaped lecture explained the use of judgmental heuristics in decision making, inappropriate causal inferences, and inappropriate weighting of observed behavior. The lecture was followed by a discussion of two exercises. One exercise involved reading two scenerios that presented irrelevant information about two interviewers whose
performance in recruiting an applicant was subsequently presented on videotape. A discussion focused on the effect of the scenerios on the ratings. The second exercise involved viewing pictures of people in a work setting, listing behaviors observed in the pictures, and listing inferences drawn from these behaviors. After the exercise, a discussion focused on the differences between behaviors and inferences as well as on the potential errors in inferences.

The ratings of the videotapes of managerial performance showed a decrease in leniency and halo errors from pre- to post-training for the rater error group, while the observation group increased in halo and range restriction errors and the no training group increased in range restriction. Decision making training had no effect on these errors. Furthermore, the rater error and control groups decreased in their accuracy of the ratings, while the decision making and observation groups increased in accuracy.

The ratings by the participants of their own subordinates differed from prior ratings of those subordinates that were obtained from personnel files. The rater error training decreased leniency, halo and range restriction errors from preto post-training. In contrast, observation training increased leniency error, and decision making training increased range restriction error.

The results of Hedge's (1982) study indicate that training to improve decision making can be used to increase the accuracy
of performance ratings without increasing rating errors such as halo and leniency. Although training to improve observational skills also can increase accuracy, it appears to do so at the expense of increasing rating errors.

The review of the literature on training to improve accuracy suggests several directions for future research. Most studies indicate that training to avoid rating errors does not improve accuracy. This type of training should be replaced with other programs in future studies. However, several programs show promise for improving accuracy. Frame-of-reference, decision making, and observation training have been successful in improving accuracy, but their success at reducing rating errors has been mixed.

A major weakness with the literature on accuracy training is that it does not include an analysis of logical requirements for performance ratings. The investigation of accuracy requires the development of a standard in the form of a set of target ratings that specify the performance scores of several ratees. These target ratings are usually developed from the judgments of job experts or other decision making groups. Unless the target ratings themselves meet criteria for logical requirements for performance measures, performance ratings cannot be expected to meet those requirements. For example, the target ratings should possess discriminant validity if performance ratings are to reflect distinct aspects of job performance. A training program that successfully improves rater accuracy may do nothing more

\begin{abstract}
than produce performance ratings that contain redundancies and ambiguities.

The purpose of this study was to compare several training programs for improving the accuracy of performance ratings. An emphasis of the study was to assess how well the performance ratings meet logical criteria for performance measures as well as meet traditional requirements for rating accuracy le.g.. McIntyre, et al., 1984).
\end{abstract}

Methods

\section*{Participants}

The participants in this study were 91 undergraduate students from Old Dominion University who were enrolled in introductory psychology courses. Students received extra course credit as well as ten dollars for participating in the two to three hour study. Due to incomplete data, one participant was not included ir. the analyses.

Stimulus Materials
All participants viewed five videotapes of interviews between an interviewer and college senior interested in applying for work. Videotaped performances with established target scores were utilized because of their amenability to calculations of accuracy. For detailed information concerning development of the videotapes, the rating scales, and the generation of target scores refer to Borman (1977). Five of the six dimensions developed by Borman (1977) were utilized in this study, one being eliminated because of apparent overlap with
another of the dimensions. The dimensions were: (1) organizing the interview; (2) providing appropriate information about the company; (3) asking relevant questions; (4) answering applicant's questions; and (5) establishing rappnrt with the applicant.

\section*{Rating Formats}

The videotaped performances were rated with two rating formats by each participant. The rating formats were developed by utilizing adaptations of the 7 -point behaviorally anchored rating scales (BARS) provided by Borman (1977). The BARS format consisted of Borman's (1977) rating scales with minor rewording of the behavioral statements. In addition, a mixed standard scale (MSS) format was developed by using behavioral statements which represented low, medium, and high levels of performance on each of the performance dimensions. These 15 statements (three levels \(x\) five dimensions) were obtained by using the behavioral anchors on the BARS format which corresponded to the scale points 2, 4, and 6 for each of the dimensions. The statements were organized hierarchically by dimension into a questionnaire format. The order in which the rating formats were completed was counterbalanced within conditions.

\section*{Procedures}

Volunteers signed-up for participation during one of five time periods. The time periods were assigned randomly to five treatment conditions. The treatment conditions and number of participants in each were: (1) rater bias training, \(n=18\); (2)
observation training, \(n=17\); (3) frame of reference training, \(n\) = 15; (4) combination observation and frame of reference training, \(n=20\); and (5) no training control, \(n=20\).

Each experimental session began with a discussion of the importance and difficulty of performance appraisal.

Participants were informed that the purpose of the study was to assess the effects of rating formats on the accuracy of performance ratings. Instructions were then given for the use of the two rating formats. For the BARS, it was explained that the seven behavioral statements were meant to represent various levels of behavior, and the participants were to pick the number corresponding to the level of behavior that they observed on each of the dimensions. In addition to reading aloud definitions of the dimensions, the experimenter read three of the dehavioral statements for each dimension lone high, one average, and one low) to familiarize participants with the scale. Furthermore, participants were asked to read the remaining statements themselves, before the experimenter proceeded to the next dimension.

For the MSS, it was explained that each dimension's three statements represented high, medium, and low performance. For each statement participants were told to record \(a\) "+" if the level of performance they observed was better than the statement, a "O" if the level of performance was the same as the statement, and \(a\) "-" if what they observed was worse than the statement. In order to illustrate this rating system, a schema
was presented in which participants were shown a continuum of possible performance on any dimension ranging from poor to excellent. Three points along this continum were illustrated which corresponded to the three behavioral statements. Participants were then asked to place mentally the performance they observed along that continuum and then determine its relation to each of the three statements. If the observed performance was further along the continuum in the positive direction than a statement then \(a \operatorname{l+"}\) should be given, further along the continuum in the negative direction then a " " should be given, and if on the same point \(a\) " 0 " should be given. After the schema was described, participants received practice in assigning ratings when the observed performance was located at various points on the continuum.

Following the format training and a five minute break, rater training was administered and the videotaped interviews were viewed and rated. Upon completion of ratings, participants were debriefed as to the details of the study. The procedures involved in each of the five rater training treatments are described below.

Rater Bias Training. This training consisted of a lecture describing common rating biases and means of avoiding them. The rating blases included in the lecture were halo. leniency/severity, and similarity error. In addition, hypothetical ratings which illustrated positive halo, negative halo, leniency, and severity were presented. The five
videotaped interviews were then viewed. At the completion of each interview the rating formats were distributed and the participants rated the performance of the interviewer. Participants were asked not to record information as they watched the interviews.

Observation Training. This training consisted of instruction in using a coding scheme to systematically record relevant behaviors as they were observed during the interviews. The coding scheme was described to the participants as a memory aid which would be used to refresh their memories at the end of an interview, before ratings were assigned. The coding scheme consisted of a set of abbreviations for the dimensions and for independently observable components of each dimension's definition. All of the abbreviations were organized into an observation coding form. The observation coding form was used to record behaviors as they were observed by circling the appropriate abbreviations and listing key phrases which would help to recall each incident. After the abbreviations and coding form were described, an example coding form was presented to illustrate proper use of the coding scheme. The videotaped interviews were then viewed. Participants were instructed to record pertinent behaviors on the observation coding form as they watched an interview and then refer to it before assigning their ratings. It was emphasized that the purpose of the observation coding form was to refresh their memories but they would have to take additional information into consideration
when actually assigning ratings. At the completion of each interview, the rating formats were distributed and the participants rated the performance of the interviewer. After ratings were assigned a "target" observation coding form was distributed by the experimenter and described to illustrate the behaviors that should have been recorded. The "target" form had been constructed by the experimenter from a content analysis of the videotapes.

Frame of Reference Training. This training condition was similar to the training described by Bernardin (1981), and McIntyre, et al., (1984). It consisted of the presentation of target scores after each interview was viewed and rated. For the BARS format, Borman's (1977) mean expert ratings were presented. These mean expert ratings were converted into logical response patterns (Saal, 1979) and used as target feedback for the MSS format. In addition, a behavioral rationale for the ratings was provided. This rationale was presented by replaying specific segments from the videotapes along with verbal descriptions of pertinent behaviors. These behaviors were discussed in terms of their relevance to the expert ratings.

Combination Observation and Frame of Reference Training.
This training condition combined all aspects of the observation training and frame of reference training as described above.

No Training Control. This condition consisted of no additional training subsequent to the description of the rating
formats. participants viewed the five videotaped interviews. At the completion of each interview, the rating formats were distributed and the performance of the interviewer was rated.

\section*{Results}

Two approaches were utilized in analyzing the data for this study. These were (1) examining the quality of ratings with traditional measures of accuracy and \((2)\) determining the extent to which logical requirements were satisfied by the ratings. The quality of ratings approach included the dependent measures of leniency, halo, correlational accuracy per ratee, correlational accuracy per dimension, and distance accuracy. Dickinson's (1984) combination design was utilized to assess the extent to which the logical requirements of rating were met. Quality of Ratings Analysis

Leniency. This measure was calculated as the mean difference between target scores and the observed ratings over the five videotaped interviews and the five behavioral dimensions. A two-way analysis of variance resulted in a significant main effect for training ( \(F(4,85)=5.674, p<.001)\). and a significant main effect for formats \((F(1,85)=8.106\), \(\mathrm{p}^{(.01) \text {. The training by formats interaction was not found to be }}\) significant \(\left(F(4,85)=0.692, p^{\prime} .05\right)\).

Post hoc analyses of the means for the training conditions indicated that a contrast of the mean leniency scores for the observation and combination conditions was significantly different than the mean leniency score for the control
```

condition. Examination of the means for the formats effect
indicated that the ratings with the BARS format underestimated
the target scores (M = -.044) while the MSS format overestimated
the target scores(M = .034).

```

Halo. Two measures of halo were investigated. The first of these was obtained by computing the mean differences in the variance of a ratee's dimension scores between target scores and ratings across the five videotaped interviews. A two-way analysis of variance indicated a significant main effect for training \((F(4,85)=2.720, p<.05)\), and a significant main effect for formats \((F(1,85)=61.455, p<.001)\). The training by formats interaction was not found to be significant \((F(4,85)=0.868\), p>.05). Post hoc analyses resulted in no meaningful contrasts among the means.

Examination of the means for the formats effect indicated that for the BARS format the variance of a ratee's dimension scores was greater in the ratings than in the target scores \((M=\) -. 101), while with the MSS format there was less variance in the ratings than the target scores \((M=.087)\).

The second measure of halo was obtained by computing the mean differences in the variance of a dimension's ratee scores between target scores and ratings across the five videotaped interviews. The results of a two-way analysis of varance suggested a significant main effect for formats \((F(1,85)=158.228, \mathrm{p}\). 001 ), however, the effect for training and the training by formats interaction were not found to be
significant \(\left(F(4,85)=1.76,2>.05\right.\), and \(F(4,85)=1.38, p^{>} .05\), respectively). Examination of the means indicated that while ratings with both formats had negative halo (i.e. more variance in the ratings than the target scores) the difference between the variance of a dimension's ratee scores in the ratings and target scores was greater with the BARS format (M = -. 371) than with the MSS format \((M=-.016)\).

Correlational Accuracy Per Ratee. This measure is an index of the extent to which ratees can be differentiated by raters using behavioral dimensions. It was calculated by computing the mean across the five videotaped interviews for the \(r\)-to \(z\)-transformed correlations of the ratings with the target scores for each rater. A two-way analysis of variance yielded a significant main effect for formats \(\left(F(1,85)=27.762, p^{<.05)}\right.\), with no significant effect for training \((F(4,85)=0.322, p>.05)\) or the training by format interaction \((F(4,85)=0.318, \underline{P}, 05)\). Comparison of the means for the format effect indicated that ratings with the BARS format \((\vec{r}=.47)\) were more accurate than those with the MSS format \((\bar{r}=.29)\).

Correlational Accuracy per Dimension. This is a measure of how well a rater used behavioral dimensions to rate a group of ratees. It was calculated for each rater by computing the mean of the \(r\)-to \(z\)-transformed correlations of the ratings with the tarjet scores across the five behavioral dimensions. Overall, the raters were quite accurate \((\bar{r}=.63)\). However, the results of a two-way analysis of variance indicated no significant
effects for training \(\left(F(4,85)=1.035, R^{>} .05\right)\), formats (F(1.85) \(\left.=0.184, \mathbf{p}^{>} .05\right)\), or the training by formats interaction ( \(F(4,85)=1.419\), \(\mathbf{P}^{>} .05\) ).

Distance Accuracy. This measure is an index of the similarity between the profiles of target scores and ratings (Nunnally, 1978). This index takes into consideration the differences between target and rating profiles in means and variances, as well as their correlation. Thus, distance accuracy is a composite measure that reflects leniency, halo, and correlational accuracy. It was computed for each rater as the mean across videotaped interviews of the mean absolute differences between target scores and ratings for the five behavioral dimensions.

A two-way analysis of variance yielded a significant effect for formats \(\left(F(1,85)=66.911, \mathcal{E}^{(.001)}\right.\), with no significant effects for training \(\{5(4,85)=0.195,2\rangle .05\) ), or the training by formats interaction \((F(4,85)=0.712,2>.05)\). Examination of the means indicated that ratings with the MSS format were more accurate \((M=1.01)\) than with the BARS format \((M=1.17)\). Combination Design

Each participant's ratings on the five dimensions across the five videotaped interviews were individually analyzed with a three-way analysis of variance with ratees (interviewers), traits (dimensions), and methods (formats) as the independent variables. For each source of variance in the combination design an intraclass correlation coefficient (ICC) was computed
to describe the proportion of variance accounted for by that source. Subsequently, the ICCs were used as dependent variables in one-way analyses of variance for each of the sources of variance to assess the effects of training. Results of the analyses of variance indicated significant effects due to training for convergent validity \(\left(F(4,85)=2.939, p^{<} .05\right)\) and trait bias \(\left(F(4,85)=5.952, \mathrm{~g}^{<} .001\right)\). The \(F\) values, significance levels, and the grand means for the ICCs for each of the sources of variance in the design are shown in Table 1.

Post hoc analyses of the means with Newman-Keuls tests suggested that for convergent validity, the ICC for the no training control condition \((M=.382)\) was significantly greater than all of the other conditions \((M=.290)\). In addition, a Newman-Keuls analysis for trait bias suggested that the ICCs for the observation \((M=-.029)\) and combination \((M=-.046)\) training groups were significantly greater than the other training conditions \((M=-.015)\).

Discussion
The results of this study indicate that the training strategies impacted minimally on the accuracy and validity of the performance ratings. The analyses of the quality of ratings resulted in significant differences between training groups only on the leniency measure and the measure of halo for a ratee's dimension scores. No significant differences were found on the correlational or distance measures of accuracy. In addition, results from the analysis of combination design measures yielded
differences due to training only for convergent validity and trait bias.

The results from the combination design analysis indicated that the training, for all groups, was quite effective. The mean ICC values indicated that four sources accounted for significant proportions of rating variance (i.e., convergent validity, differential elevation accuracy, discriminant validity, and differential accuracy). The amount of variance accounted for by each of the remaining sources was negligible. These results are favorable when considering logical requirements for ratings. Under ideal circumstances large proportions of variance should be accounted for in the ratings by convergent and discriminant validity, whereas little variance should be accounted for by the remaining sources. The only discrepancies from the ideal were that differential elevation accuracy and differential accuracy both accounted for relatively large amounts of variance. Future research will have to determine what factors influence the interactions (i.e.. rating source \(x\) ratees and rating source \(x\) ratees \(x\) traits) to explain these findings. The factors to investigate may include experimental treatments (e.g.. other types of rater training) or ratee characteristics (e.g., motivation).

The general effectiveness of the training was also supported by the traditional accuracy measures. Specifically, the correlational accuracy per dimension measure resulted in a mean correlation across training and no training groups of
notable strength (i.e., \(\bar{r}=.63)\). This correlation compares favorably with those obtained in similar studies: Borman (1977) reported \(\bar{r}=.73\) for rater bias training and \(\bar{r}=.69\) for no training; and McIntyre, et al. (1984) reported \(\bar{r}=.49\) for no training, \(\bar{r}=.46\) for rater error training, and \(\bar{r}=.62\) for frame of reference training.

Comparisons of the present study to previous research on rater training are inconclusive. For example, Borman (1979) also found that rater bias training did not improve the accuracy of ratings when compared to a control group. The results of the present study, however, do not agree with those of Bernardin and Pence (1980), or MCIntyre et al. (1984). While the present study found no differences on the accuracy measures between any of the training groups, Bernardin and Pence's (1980) rater error training group was actually less accurate than a control group in terms of distance accuracy, and McIntyre et al.'s (1984) frame of reference training group was significantly more accurate than a no-training control in terms of distance and correlational accuracy per dimension.

One explanation for these inconsistent findings may be the rature of the control group used in the present study. Perhaps, the control group was not a true no-training control group since participants received extensive orientation in which they were familiarized with detailed behavioral definitions of the dimensions and the behavioral statements comprising the rating formats. These procedures were included in the study because
the investigator believed they would provide a realistic baseline for comparison. The extent to which raters have been familiarized with the rating formats in previous studies is not adequately described by their procedures. In light of the high level of accuracy of the no training group \((\bar{r}=.67)\), it seens likely that a true no-training control would have rated less accurately than the training groups.

The analyses conducted also allowed for a comparison of the effects of rating formats on the quality of performance ratings. For leniency and the halo of a ratee's dimension scores, there were no significant differences between formats. The magnitudes of leniency and halo measures were similar across formats although the signs were in opposite directions. Also, with the correlational accuracy per dimension measure, accurate ratings were obtained which did not significantly differ due to formats. On each of the remaining measures, the results indicated that one of the formats resulted in superior ratings. The BARS format was significantly more accurate on the correlational accuracy per ratee's dimensions measure. In contrast, the MSS format resulted in ratings with less halo for variance of a dimension's ratee scores, and it was more accurate on the distance accuracy measure.

The results with regard to formats are not consistent with previous conclusions that the study of formats is a futile endeavor (Landy \& Farr, 1980). It is suggested that depending on the purpose for rating, different formats will be preferred.

For example, if the purpose for rating is to differentiate between ratees, then the BARS and MSS formats are equally accurate, and none is preferable. Ratings that are used to make administrative decisions (e.g., compensation, selection, promotion) can be made with either format. In contrast, if the purpose for ratings is to differentiate between traits within ratees, then the BARS format yields more accurate ratings, and it is preferred over the MSS format. Ratings that are used to diagnose individual strengths and weaknesses le.g., vocational guidance, performance feedback) should be made with the BARS format.

Finally, the results of this study indicate that distance accuracy is a complex measure of accuracy. It is a composite of the components of leniency, halo, and correlational accuracy. Although the mathematics have not been derived to describe the exact contribution of the components to the composite measure, the results of the present study suggest that the halo for variance of a dimension's ratee scores is a major contributor. Because of the complex nature of distance accuracy, the present author suggests that its use to describe ratings should be avoided. Researchers will obtain more useful information by looking at each of the components separately to locate the exact sources of accuracy and inaccuracy.
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Table 1
F Values, Significance Levels, and the Grand Means for ICCs
\begin{tabular}{|c|c|c|c|c|}
\hline Source & \begin{tabular}{l}
Psychometric \\
Interpretation
\end{tabular} & E-Ratio & \begin{tabular}{l}
Sign. \\
Level
\end{tabular} & \begin{tabular}{l}
Mean \\
ICC
\end{tabular} \\
\hline Rating Source (S) & Elevation Accuracy & 2.061 & 0.093 & -0.009 \\
\hline Ratees (R) & Convergent validity & 2.939 & 0.025 & 0.311 \\
\hline Traits (T) & Trait Bias & 5.952 & 0.000 & -0.024 \\
\hline Methods (M) & Scale Bias & 0.321 & 0.863 & 0.001 \\
\hline \(S \times R\) & Differential Elevation Accuracy & 2.162 & 0.080 & 0.148 \\
\hline \(S \times T\) & Stereotype Accuracy & 0.732 & 0.573 & -0.008 \\
\hline \(S \times \mathrm{M}\) & Differential Scale Bias by Source & 1.478 & 0.216 & -0.001 \\
\hline \(R \times T\) & Discriminant Validity & 2.176 & 0.079 & 0.256 \\
\hline \(R \times M\) & Method Bias & 2.063 & 0.093 & 0.001 \\
\hline \(\mathrm{T} \times \mathrm{M}\) & Trait by Scale Bias & 0.407 & 0.803 & -0.001 \\
\hline \(S \times \mathrm{R} \times \mathrm{T}\) & Differential Accuracy & 0.241 & 0.914 & 0.196 \\
\hline \(S \times R \times M\) & Differential Elevation Accuracy by Methods & 2.074 & 0.091 & 0.020 \\
\hline \(S \times T \times M\) & Differential Stereotype Accuracy by Methods & 2.321 & 0.063 & 0.001 \\
\hline \(R \times T \times M\) & ```
Differential Disciminant validity
    by Methods
``` & \[
0.240
\] & 0.915 & 0.006 \\
\hline
\end{tabular}
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\begin{abstract}
In this work, the experimental apparatus necessary to make laser damage studies of single crystallifine silicon have been nearly completed. The electron diffraction system is now operative, the pulsed dye laser (on loan from AFWL) has been installed and is working, the laser beam handling optics and the beam diagnostic system is still in development. To date, no damage data have been collected, but we anticipate that we will have these data by January 1, 1985.

In the remainder of this report we give a chronological description of our activities to date.
\end{abstract}

REPORT OF RESEARCH ACTIVITY
FROM January 1, 1984 through October 31, 1984.

January 9, 1984 - February 28, 1984. The first two months of research effort was spent designing the experimental arrangement and determining what type of laser and beam diagnostics would be needed to carryout the project. Although \(\$ 9,695.00\) were budgeted for a pulsed \(\mathbf{N}_{2}\) laser and energy meter, we decided instead to accept AFWL's offer to loan us a laser for a three year period. We were advised by AFWL that an HF-DF pulsed laser was available and was to be cleaned, rejuvenated, and shipped to us about April 15, 1984. During this time AFWL also advised us that they would lend us an energy meter in lieu of us purchasing one.

On January 12 my student assistant (Norman Troullier) began working on the project ( \(7 \mathrm{hrs} / \mathrm{wk}\) ) for 2 academic credits of undergraduate research in lieu of a salary, and said that he was willing to commit to a summer
' 84 work schedule calling for a total of not less than 107.5 hrs as specified in the budget.

In early January ' 84 we decided to try cleaning the \(60 \mathrm{l} / \mathrm{s}\) ion pump ourselves instead of contracting with Varian Associated as called for in our budget. On January 21 the ion pump maintenance was complete and the pump was reinstalled, and was found to operate successfully. From January 22 - February 4 the vacuum system was checked for leaks with a He leak detector; several small leaks were found and repaired. From February 15-22 the vacuum system was baked at approximately \(150^{\circ} \mathrm{C}\). After removing the oven the ambient pressure dropped to \(10^{-8}\) Torr.

March. From March 1-14 we tried repeatedly to obtain an electron diffraction pattern and were unsuccessful. We experienced severe difficulties with the electron beams focus and concluded that the problem was 60 Hz pickup in the e-gun circuitry. This resulted in a major task of rebuilding the e gun control circuit to incoporate extensive shielding. This shielding project lasted until early May. On March 28 Allen Stewart of AFWL called and advised us that the HF-DF laser was inoperable, but that a smaller dye laser would be sent instead, and would arrive in late May '84. On March 28 I ordered optical support components, rhodamine dye, and Photrex methanol to be used with the dye laser. The total cost for these orders: \(\$ 1,886.60\).

May. Having completed the task of rebuilding the e-gun control system we again tried to obtain a RHEED pattern but again were unsuccessful. The e-gun control power supply developed a H.V. arcing problem and was sent to the UW-Platteville electronic technician for repair.

On May 24 the power supply was returned and we again attempted to obtain a diffraction pattern with no success. On May 29 we decided to purchase a new e-gun control from Physical Electronics for \(\mathbf{\$ 6 , 4 0 0 . 0 0}\). The delivery date was set (by Phystcal Electronics) at September 15, 1984.

On or about May 25 the dye laser arrived from AFWL.

June. June 1-8 was spent bringing up the laser, which fired successfully on June 8th. The next several days were spent optimizing the Rhodamine 590 dye concentration. The optimium concentration appears to be about \(1.7 \times 10^{-4}\) moles/liters. On June 11 David Johnson (an Electrical Engineering student) joined the research effort for two academic credits of Independent Study. His assignment was to develop a beam diagnostics system which would emply a linear diode array (i.e., RETICON ARRAY) to measure the laser beam profile and diameter. On June 20 Mr. Johnson demonstrated that the diode array was operative with a small He-Ne laser, and proceeded to add a KIM-I micro processor to acquire and store the beam profile data.

June 17-30 was spent making changes in the vacuum chamber to accomodate the input of the laser beam to the Si target. The pumpdown recycling process required about one week.

July. July 6-10 were spent measuring the optical density of 26 neutral density filters which will be used to attenuate the dye laser beam for processing with the RETICON array. On July 19 the Si sample holder was removed from the vacuum chamber for the purpose of installing an improved heating system used to clean the sample. On July 27 the new sample heating unit was installed and the vacuum system recycled.

August. Having completed their summer term commitments on August 3, 1984, the two student research assistants departed for the remainder of the summer. Suspecting that the vacuum system had again developed several small leaks, I spent August 2-10 using a He leak detector to locate them. I concluded that in fact no leaks were present. On August 11 I left for vacation to return September 1.

September. September 1-15 was devoted to introducing a \(\mathrm{He}-\mathrm{Ne}\) laser beam through the flashlamp of the dye laser to be used as an aiming device for the larger laser. This required a reasonable amount of building and construction of mirror mounting system and the purchase of several translation stages. A fair amount of difficulty was encountered in making the He-Ne beam coaxial with the dye laser beam. Also in September the spark gap assembly of the dye laser suffered an electrical breakdown and required the machining of a new (nylon) replacement collar.

On or about Sept 20 the new e-beam controller arrived from Physical Electronics, but was not operative until several weeks after arrival due to an incorrect cable fitting supplied with the instrument.

October. Early in October the proper cable arrived from Physical Electronics. The e-beam controller was checked out and operated successfully. The electron beam current was measured and found to be 22.9 uA at the maximum allowable filament temperature. This amount of current is more than 100 times the amount needed for RHEED. The e-beam controller also offered the advantage of a 5 KV maximum instead
of the 3 KV limit with the previous controller. On October 25 we again attempted to obtain a RHEED pattern and this time we were successful. The RHEED pattern of (100) Si was observed to last 20 minutes from the time of cleaning the Si sample until it became unresolved due to the adsorption of residual gases in the vacuum chamber.

Much time in October has been spent in completing the beam handing optics and RETICON diode array diagnostic system.

Concluding Remarks.
The contract period has seemingly vanished and we have no data to report. All components of the apparatus however are either operative or very nearly so at this time. The RETICON diagnostics are perhaps the farthest from completion, but I am extremely optimistic that we will have data by January 1, 1985. I will make my visitation to AFWL on February 6, 1985 to present our data as required.

Finally, when the results are published, we will gratefully acknowledge SCEEE, AFOSR, and AFWL for supporting this effort.
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As a continuation and extension of research conducted during the 1983 AFOSR/SCEEE Summer faculty Research Program, a time-dependent finite difference technique for analyzing swirling flow in propulsion nozzles has been developed. The geometries which may be analyzed with this code (SNAP) include convergent nozzles, convergent-divergent nozzles, and nozzles with centerbodies. As indicated by preliminary results, the inlet boundary condition has been reformulated in terms of the swirl angle instead of the tangential velocity component, and this inlet condition has been thoroughly investigated. In addition, the time-dependent code has been validated both by internal calculation of conserved quantities and by comparison with experimental measurements. This data has been obtained in a parallel effort in the Ramjet Technology Branch at WrightPatterson Air Force Base, and the agreement between the experimental and numerical results is excellent. Once the code had been developed and validated, it was used to compute the flowfield in several nozzle configurations at various levels of swirl with several inlet swirl profiles. Reductions in the discharge coefficient and vacuum stream thrust efficiency of up to 11 and 13 percent, respectively, have been calculated. At moderate and higher levels, the effect of swirl has also been found to have a very strong influence on the computed nozzle flowfields. Using the many cases calculated in this study, a universal curve has been developed which can be employed to predict the reduction in the discharge coefficient due to swirl.
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\section*{NOMENCLATURE}
\begin{tabular}{|c|c|}
\hline Symbol & Meaning \\
\hline a & speed of sound \\
\hline A & area \\
\hline CA3 & constant angle, \(S=0.3\) swirler designation \\
\hline CA5 & constant angle, \(S=0.5\) swirler designation \\
\hline \(C_{D}\) & discharge coefficient, defined in Eq. (44) \\
\hline D & diameter \\
\hline D/0t & substantial derivative \\
\hline L & length \\
\hline 由 & mass flowrate \\
\hline M & Mach number \\
\hline p & pressure \\
\hline \((\Delta P / P)_{\text {rms }}\) & rms value over the grid of the fractional static pressure change from one time plane to the next, defined in Eq. (48) \\
\hline \(S_{i}\) & inlet swirl number, defined in Eq. (47) \\
\hline \(s_{1}, s_{2}, \ldots ., s_{12}\) & swirl numbers defined in EqS. (49) \\
\hline t & time \\
\hline T & temperature or vacuum stream thrust \\
\hline u & axial velocity component \\
\hline \(v\) & radial velocity component \\
\hline \(\overline{\mathbf{v}}\) & transformed radial velocity component, defined in Eq. (18) \\
\hline w & tangential velocity component \\
\hline
\end{tabular}
```

Symbol Meaning
x
y
Greek
\alpha
\alpha*
B
r
\delta
\zeta
n
nSI
\etavs
\overline{n}
0
\rho
\tau
\phi
\psi },\mp@subsup{\psi}{2}{},···,\mp@subsup{\psi}{10}{
Subscripts
amb
ambient
ave average
c
quantity defined in Eq. (15)
quantity defined in Eq. (36)
quantity defined in Eq. (16)
gas specific heat ratio
quantity defined in Eq. (17)
transformed axial coordinate, defined in Eq. (7)
transformed radial coordinate, defined in Eq. (8)
specific impulse efficiency, defined in Eq. (46)
vacuum stream thrust efficiency, defined in Eq. (45)
quantity defined in Eq. (19)
meridian plane streamline angle, $\theta \equiv \tan ^{-1}(v / u)$
density
transformed time coordinate, defined in Eq. (9)
swirl angle, $\phi \equiv \tan ^{-1}(w / u)$
source terms defined in Eqs. (21)-(23), (29)-(30), (37)-(41)

| amb | ambient |
| :--- | :--- |
| ave | average |
| c | centerbody |

```
\begin{tabular}{ll} 
Symbol & Meaning \\
CL & centerline \\
e & exit \\
i & inlet \\
id & referring to axial and radial gridpoint location \\
max & ideal \\
o maximum \\
\(t\) & stagnation or zero swirl condition \\
\(w\) & throat \\
Superscripts & wall \\
\hline\(n\) & referring to time plane number \\
* & \begin{tabular}{l} 
conditions at \(M=1\)
\end{tabular} \\
\hline
\end{tabular}
1. INTRODUCTION

Swirling flow in nozzles occurs in a number of applications of importance in the aero-propulsion field including the flow in turbofan and turbojet engines and in spin-stabilized rockets. In the former case the tangential velocity component results from the motion of the turbine blades which are immediately upstream, and in the latter by the rocket spin. Another primary application is the exhaust nozzle of integral rocket/ramjets where the swirl is induced by fixed vanes located upstream in the combustor inlet in order to improve combustor performance. Recent studies such as Ref. [1] have demonstrated that higher combustion efficiencies, significantly lower total pressure losses, and shorter combustor lengths are possible for swirled combustors relative to typical flameholder configurations. In each of these applications it is obvious that swirl generated upstream will persist at some level to the inlet of the exhaust nozzle. It is therefore imperative that the effect of swirl on the nozzle flowfield be examined so that important design parameters such as nozzle thrust, mass flowrate, and specific impulse can be accurately determined.

Although it is well known that the qualitative effect of swirl is to reduce the mass flow and thrust of nozzles at given stagnation conditions, the magnitude of these reductions and the effects of swirl on the flowfield details have not been thoroughly investigated. This is particularly true for configurations typical in ramjet and turbojet applications where the nozzles tend to be short, steep, and highly curved so that the flowfield is very nonuniform and the magnitude of the radial velocity component is significant. In other words, in the applications of interest here it is expected that all three velocity components, axial, radial, and tangential, are of importance.

The majority of previous investigations concerned with swirling nozzle flow have been quasi-one-dimensional theoretical studies [2-21] in which the swirl velocity component has been included in an otherwise conventional one-dimensional nozzle analysis. Each of these investi-
gators generally employs a different choking criterion and makes different assumptions about the swirl velocity distribution. As pointed out in Refs. [6] and [17], several of the quasi-one-dimensional formulations were overspecified, and the fact that each of these studies is confined to certain classes of tangential velocity profiles limits their generality. However, the most serious shortcoming of the quasi-one-dimensional approach is that it neglects the radial velocity component and all of its derivatives. As just mentioned, this is a poor assumption for nozzle geometries typical in ramjet and turbojet applications. Based on these considerations, it is concluded that the quasi-one-dimensional theories are inadequate for the applications of interest here.

A limited number of two-dimensional calculations for inviscid, swirling, converging-diverging nozzle flow have been performed. Guderley and his colleagues [22-25] obtained an approximate numerical solution for transonic throat flow with swirl in order to provide a starting line for the method of characteristics analysis of the supersonic diverging portion of the nozzle. Rao's method was employed to determine wall contours for maximum thrust in the presence of swirl. Only the supersonic portion of the flowfield is treated exactly in this analysis; no consideration is given to the subsonic portion of the flow, and the transonic region is treated only approximately. Boerner, et al. [26] have also developed approximate series solutions for swirling flow in the throat region of axisymmetric nozzles. The weak swirl solution includes the effect of the nozzle wall curvature while the strong swirl solution does not and, therefore, cannot be used for short, highly curved nozzles. Pandolfi [27] has obtained two-dimensional, time-dependent calculations of swirling flow in a converging-diverging nozzle with and without a centerbody. In each case only a single level of swirl was considered and since the computations were terminated just downstream from the sonic line, no thrust calculations were reported. The reduction in mass flow due to swirl was computed only for the no-centerbody case. The principal investigator is unaware of any attempts at a two-dimensional solution of swirling flow in convergent nozzles. However, swirling
supersonic free jet calculations, which are generally incorporated in converging nozzle analyses, have been performed. Smith [28] employed the method of characteristics in his calculations, while Carpenter [29] utilized a linearized theory in an investigation of swirling jet noise.

In addition, there is a dearth of experimental measurements of swirling nozzle flow. Norton, et al. [11] and Dunlap [30] used a spinning test apparatus to simulate spin-stabilized rockets. Norton measured only the mass flow reduction due to spin while Dunlap's investigation concentrated on the flowfield in the spinning combustion chamber immediately upstream from the nozzle. Batson and Sforzini [31] and Sforzini and Essing [32] experimentally investigated swirling nozzle flow in single and multiple converging-diverging nozzles. The swirl was generated by injecting cold gas tangentially to a cylindrical chamber upstream from the nozzle test section. For the case of a single nozzle, limited mass flowrate, thrust, and velocity profile data were obtained. Boerner [26] obtained wall static pressure measurements on the inner and outer walls of an annular nozzle which were compared with the results of his series solutions. The swirl velocity component was induced by the passage of the air radially inward between vanes which were set in a tangential direction. The air was then turned into the axial direction by means of a contoured passageway before passing through the annular nozzle test section. Qualitative agreement between the theoretical and experimental results was obtained. Other than the measurements obtained as part of the current investigation, there is no known data available for swirled nozzle flow generated by fixed or rotating vanes where the predominant flow direction through the vanes is axial. This, of course, is the case for the ramjet and turboiet applications mentioned previously.

\section*{II. THEORETICAL FORMULATION}

As a result of the preceding discussion, the computational method chosen to analyze swirling flow through the nozzles of interest must include the calculation of all three velocity components and should correctly consider the entire subsonic/transonic/supersonic regions of the nozzle flowfield. For non-swirling flow, the most successful nozzle analysis method has been the time-dependent technique. In this method the unsteady form of the governing equations is used to avoid the mixed, elliptic/hyperbolic nature of the steady flow equations. An initial value surface for the nozzle flowfield is guessed, the steady flow boundary conditions are applied, and the solution is advanced in time until it converges to the steady state. A disadvantage of this method is the long computing times which are sometimes required. If only the steady state solution is desired, several hundred or thousand time planes must be calculated before this limit is reached. On the other hand, its major advantages are its ability to analyze mixed flowfields and its obvious ability to handle truly transient flows.

Based on these considerations, the approach adopted in this research has been to properly include the effects of swirl in an otherwise conventional time-dependent, non-swirling nozzle flow analysis. As a starting point, a version of the widely used "NAP" code [33-36] written by M.C. Cline has been used. This program has been demonstrated to accurately and efficiently calculate non-swirling nozzle flowfields.

In this analysis it is assumed that the nozzle contains the inviscid, non-heat conducting, axisymmetric flow of a thermally and calorically perfect gas. In this context, "axisymmetric" denotes that all derivatives in the tangential direction vanish while the tangential velocity component, of course, does not. Under these assumptions and using Cartesian coordinate notation where \(x\) and \(y\) are the axial and radial coordinates and \(u, v\), and \(w\) are the axial, radial, and tangential velocity components, respectively, the governing equations can be written in nonconservation form as:

Continuity:
\[
\begin{equation*}
\rho_{t}+u \rho_{x}+v \rho_{y}+\rho u_{x}+\rho v_{y}+\frac{\rho v}{y}=0 \tag{1}
\end{equation*}
\]

\section*{Euler Equations:}

Axial: \(\quad u_{t}+u u_{x}+v u_{y}+\frac{P_{x}}{\rho}=0\)

Radial:
\[
\begin{equation*}
v_{t}+u v_{x}+v v_{y}-\frac{w^{2}}{y}+\frac{P_{y}}{p}=0 \tag{3}
\end{equation*}
\]

Tangential:
\[
\begin{equation*}
w_{t}+u w_{x}+v w_{y}+\frac{v w}{y}=0 \tag{4}
\end{equation*}
\]

Energy:
\[
\begin{equation*}
\left(p_{t}+u p_{x}+v p_{y}\right)-a^{2}\left(\rho_{t}+u \rho_{x}+v \rho_{y}\right)=0 \tag{5}
\end{equation*}
\]
where \(P, \rho, a, t\) are pressure, density, speed of sound, and time, respectively, and the subscripts denote partial differentiation.

The inclusion of the swirl velocity component, \(w\), requires the integration of an additional momentum equation, the tangential Euler equation (4), as well as the appearance of the centripetal acceleration term, \(w^{2} / y\), in the radial momentum equation, (3). The result is a set of five coupled, nonlinear partial differential equations in the five dependent variables: \(u, v, W, P\), and \(\rho\). Knowing these variables and using the ideal gas equation of state, any other quantity of interest can be determined in the flowfield. A point of interest is that the tangential momentum equation can be integrated to:
\[
\begin{equation*}
\frac{D}{D t}(y w)=0 \tag{6}
\end{equation*}
\]
i.e., the angular momentum of the flow is constant along pathlines. This integrated form could be used to avoid the finite difference solution of equation (4). However, to obtain a solution which is consistent in time, pathlines would have to be projected from each gridpoint on the current time plane to the previous time plane and a bivariate spatial interpolation performed to determine \(w\). Since this procedure would be numerically inefficient, the tangential momentum equation has
been solved using the same time-dependent finite difference technique as for the other four equations.

In order that the finite difference calculations be performed on a rectangular grid, the governing equations are transformed from ( \(x, y, t\) ) coordinates to ( \(\zeta, \eta, \tau\) ) coordinates where the \(\eta\) coordinate varies from zero at the nozzle centerline (or centerbody wall) to unity at the outer wall,
\[
\begin{equation*}
\zeta \equiv x \tag{7}
\end{equation*}
\]
\[
\begin{align*}
\eta & \equiv \frac{y-y_{c}(x)}{y_{w}(x, t)-y_{c}(x)}  \tag{8}\\
\tau & \equiv t \tag{9}
\end{align*}
\]

The "c" subscript refers to the centerbody while the "w" subscript to the nozzle wall. Under this transformation, the governing equations corresponding to Eqs. (1) - (5) become
\[
\begin{align*}
& \rho_{\tau}+u \rho_{\zeta}+\bar{v} \rho_{\eta}+\rho u_{\zeta}+\rho \alpha u_{\eta}+\rho B v_{\eta}+\rho v / \bar{\eta}=0  \tag{10}\\
& u_{\tau}+u u_{\zeta}+\bar{v} u_{\eta}+\rho_{\zeta} / \rho+\alpha \rho_{\eta} / \rho=0  \tag{11}\\
& v_{\tau}+u v_{\zeta}+\bar{v} v_{\eta}+\beta p_{\eta} / \rho-w^{2} / \bar{\eta}=0  \tag{12}\\
& w_{\tau}+u w_{\zeta}+\bar{v} w_{\eta}+v w / \bar{\eta}=0  \tag{13}\\
& p_{\tau}+u \rho_{\zeta}+\bar{v} p_{\eta}-a^{2}\left(\rho_{\tau}+u \rho_{\zeta}+\bar{v} \rho_{\eta}\right)=0 \tag{14}
\end{align*}
\]
where
\[
\begin{align*}
& \alpha \equiv \frac{\partial \eta}{\partial x}=-\beta \frac{d y_{c}}{d x}-n \beta\left(\frac{\partial y_{w}}{\partial x}-\frac{d y_{c}}{d x}\right)  \tag{15}\\
& \beta \equiv \frac{\partial n}{\partial y}=\frac{1}{y_{w}-y_{c}} \tag{16}
\end{align*}
\]
\[
\begin{align*}
& \delta \equiv \frac{\partial \eta}{\partial t}=-\beta \eta \frac{\partial y_{w}}{\partial t}  \tag{17}\\
& \bar{v} \equiv \alpha u+\beta v+\delta  \tag{18}\\
& \bar{\eta} \equiv y_{c}+\eta / \beta=y \tag{19}
\end{align*}
\]

The numerical solution of these equations together with the appropriate boundary conditions is discussed in the next section.

\section*{III. NUMERICAL TECHNIQUE}

The \(5-n\) computational plane is rectangular and has uniform spacing in the \(\zeta\) and \(\eta\) directions although \(\Delta \zeta\) and \(\Delta n\) are not necessarily equal. At present the SNAP code is dimensioned to accept a maximum of 41 points in the \(\zeta\) direction and 21 in the \(n\) direction.
A. Interior Points

The interior points in the flowfield are calculated using MacCormack's [37] well known, second order accurate, explicit, predictor-corrector method. First order accurate backward spatial differences are used for the predictor while first order forward spatial differences are employed on the corrector step. When used in this predictor-corrector fashion, the differencing procedure produces second order accuracy in both space and time. Solution of the interior mesh points is very straightforward and occupies only a small fraction of the coding in SNAP.

\section*{B. Boundary Points}

Even though the boundary points are far fewer in number than the interior points, it is well known that an accurate evaluation of them is a necessity in obtaining valid time-dependent solutions, particularly in transonic flowfields. In the present work an accurate reference-plane characteristics scheme is used at all boundary points. In this method, the spatial derivatives in the coordinate direction along each boundary are approximated by finite differences and are treated as source terms in the governing equations. The resulting unsteady, one-dimensional problem normal to the boundary is then solved by a second order accurate method of characteristics scheme.
1. Inlet Points For subsonic flow at the nozzle inlet, there is only one compatibility equation available which applies along a characteristic originating from inside the computational mesh on the previous time plane,
\[
\begin{equation*}
d P-\text { padu }=\left(\psi_{4}+a^{2} \psi_{1}-\rho a \psi_{2}\right) d \tau \quad \text { along } d \zeta=(u-a) d \tau \tag{20}
\end{equation*}
\]

The equation on the left is the compatibility equation which applies along the characteristic, whose equation is on the right. The \(\psi_{1}, \psi_{2}, \psi_{4}\) quantities are source terms which involve \(\eta\) derivatives,
\[
\begin{align*}
& \psi_{1} \equiv-\bar{v} \rho_{\eta}-\rho \alpha u_{\eta}-\rho \beta v_{\eta}-\rho v / \bar{\eta}  \tag{21}\\
& \psi_{2} \equiv-\bar{v} u_{\eta}-\alpha p_{\eta} / \rho  \tag{22}\\
& \psi_{4} \equiv-\bar{v} p_{\eta}+a^{2} \bar{v} \rho_{\eta} \tag{23}
\end{align*}
\]

Since only one compatibility equation is available and there are five unknown flow properties, assumptions must be made about the values of four flow properties at each inlet point, and both the choice of the specified properties, as well as their assumed distributions, are crucial to obtaining accurate solutions. For non-swirling flow Serra [38], Moretti [39], and Cline [33, 34] recommend specifying the stagnation pressure, \(P_{0}\), the stagnation temperature, \(T_{0}\), and the meridian plane streamline angle, \(\theta=\tan ^{-1}(v / u)\). As an alternative, \(C l i n e\) also suggests the specification of the axial and radial velocities, \(u\) and \(v\), and the density, \(\rho\). For swirling flow another property must be specified, and in initial computations [40] the author added the specification of the tangential velocity component, \(w\), to the ( \(P_{0}, T_{0}, \theta\) ) inlet boundary condition. However, for highly swirled nozzle flows this led to presumably unrealistic conditions at the nozzle inlet such as very large swirl angles in the inlet wall region. For this reason, the swirling nozzle flow inlet condition has been reformulated in terms of specified values of \(P_{0}, T_{0}\), \(\theta\), and \(\phi\) where \(\phi=\tan ^{-1}(w / u)\) is the swirl angle. From a purely physical standpoint, it is much more likely that a reasonable assumption about the \(\phi\) distribution can be made as opposed to the detailed distribution of the \(w\) velocity component, especially when the swirl is induced by fixed or rotating vanes.

An iterative technique is required to determine the five dependent variables \(u, v, w, P\), and \(\rho\) from the compatibility condition and the four specified properties \(P_{0}, T_{0}, \theta\), and \(\phi\) at each inlet point. The
procedure is to assume a value for the Mach number and then to use the specified values of \(P_{0}\) and \(T_{0}\), together with isentropic relations, to calculate the static pressure and temperature, \(P\) and \(T\). The density, \(p\), is then calculated from the equation of state and the axial velocity component, \(u\), from the compatibility condition, Eq. (20). The radial and tangential velocity components may then be determined from the specified values of \(\theta\) and \(\phi\) by \(v=u \tan \theta\) and \(w=u \tan \phi\). A new value for the Mach number may now be calculated, and the whole procedure is repeated until convergence is achieved. In solving the compatibility equation, a second order accurate predictor-corrector characteristics technique is used. On the predictor step the coefficients in the compatibility condition are based only on property values from the previous time plane, while on the corrector they are based on average values of properties from the old time plane and predicted properties from the new time plane. The specified properties \(P_{0}, T_{0}, \theta\), and \(\phi\) need not be constant across the inlet, but rather can vary arbitrarily. This is in direct contrast to the quasi-one-dimensional theories which generally make assumptions about the distributions of one or more of these properties.

In some cases, particularly for nozzles with long diverging sections, the nozzle flowfield calculation has been done in two parts: a subsonic/ transonic calculation of the nozzle throat region followed by a supersonic calculation of the diverging section. This has been done since the supersonic computations have been found to converge to the steady state much faster than the subsonic/transonic computations. The inlet boundary conditions used for the supersonic section are fixed values of \(u, v, w\), \(P\), and \(\rho\) where the values are obtained from the last axial location of the converged subsonic/transonic analysis.
2. Exit Points For all of the nozzle computations reported herein, supersonic flow at the exit occurs. In this case the method of characteristics analysis demonstrates that five compatibility conditions must be simultaneously satisfied: three along the pathline and one each along left- and right-running Mach lines, where all of these characteristics
originate from inside the mesh on the previous time plane. Thus, the physically consistent result is obtained that supersonic flow at the exit is completely determined by upstream conditions, and no assumptions about the outflow boundary conditions need be made. The five compatibility equations and the corresponding characteristic equations are given by
\[
\begin{align*}
& d v=\psi_{3} d \tau  \tag{24}\\
& d P-a^{2} d \rho=\psi_{4} d \tau-\quad \text { along } d \zeta=u d \tau  \tag{26}\\
& d w=\psi_{5} d \tau \\
& d P+\rho a d u=\left(\psi_{4}+a^{2} \psi_{1}+\rho a \psi_{2}\right) d \tau \quad \text { along } d \zeta=(u+a) d \tau \\
& d P-\rho a d u=\left(\psi_{4}+a^{2} \psi_{1}-\rho a \psi_{2}\right) d \tau \quad \text { along } d \zeta=(u-a) d \tau
\end{align*}
\]
where
\[
\begin{align*}
& \psi_{3} \equiv-\bar{v} v_{\eta}-\beta P_{\eta} / \rho+w^{2} / \bar{\eta}  \tag{29}\\
& \psi_{5} \equiv-\bar{v} w_{\eta}-v w / \bar{\eta} \tag{30}
\end{align*}
\]
and \(\psi_{1}, \psi_{2}\), and \(\psi_{4}\) are defined in Eqs. (21)-(23). The simultaneous solution of the five compatibility equations yields the five dependent variables of interest. A second order accurate, predictor-corrector reference plane characteristics technique similar to that employed at the inlet is used. Because disturbances cannot propagate upstream in a supersonic flow, many previous investigators \([33,34,38]\) have simply used extrapolation to obtain the properties at supersonic exit points. However, when nozzle thrust calculations are based on the exit property values, or when the exit conditions from the throat region calculation are used as the fixed inlet conditions for the diverging section computation, the more accurate and physically consistent reference plane characteristics technique is preferred [35, 36].
3. Wall and Centerbody Points For the wall and centerbody boundary points, the \(\zeta\) derivatives along the boundaries are approximated by finite differences and treated as source terms. The characteristics analysis
shows that three compatibility equations must be satisfied along the wall pathline and one compatibility condition must be satisfied along either a right- or left-running Mach line depending on whether an outer wall or centerbody point is being analyzed,
\[
\begin{align*}
& \left.\begin{array}{l}
8 d u-a d v=\left(B \psi_{7}-\alpha \psi_{8}\right) d \tau \\
d p-a^{2} d \rho=\psi_{9} d \tau \\
d w=\psi_{10} d \tau
\end{array}\right]- \text { along } d \eta=\bar{v} d \tau  \tag{31}\\
& d p+\frac{\rho \alpha a}{\alpha^{\star}} d u+\frac{\rho B a}{\alpha^{\star}} d v=\left(\psi_{g}+a^{2} \psi_{6}+\frac{\rho \alpha a}{\alpha^{\star}} \psi_{7}+\frac{\rho B a}{\alpha^{\star}} \psi_{8}\right) d \tau  \tag{34}\\
& \text { along } d \eta=\left(\bar{v}+\alpha^{\star} a\right) d \tau \\
& d p-\frac{\rho \alpha a}{\alpha^{\star}} d u-\frac{\rho B a}{\alpha^{\star}} d v=\left(\psi_{9}+a^{2} \psi_{6}-\frac{\rho \alpha a}{\alpha^{\star}} \psi_{7}-\frac{\rho \beta a}{\alpha^{\star}} \psi_{8}\right) d \tau  \tag{35}\\
& \text { along } d n=\left(\bar{v}-\alpha^{\star} a\right) d \tau \\
& \text { where } \alpha^{\star} \equiv\left(\alpha^{2}+\beta^{2}\right)^{\frac{1}{2}} \tag{36}
\end{align*}
\]

For an outer wall point, the four compatibility equations available are Eqs. (31)-(34) while for a centerbody point, Eqs. (31)-(33) and (35) are used. The \(\psi\) source terms are defined by
\[
\begin{align*}
& \psi_{6} \equiv-u \rho_{\zeta}-\rho u_{\zeta}-\rho v / \bar{\eta}  \tag{37}\\
& \psi_{7} \equiv-u u_{\zeta}-p_{\zeta} / \rho  \tag{38}\\
& \psi_{8} \equiv-u v_{\zeta}+w^{2} / \bar{\eta}  \tag{39}\\
& \psi_{9} \equiv-u p_{\zeta}+a^{2} u \rho_{\zeta}  \tag{40}\\
& \psi_{10} \equiv-u w_{\zeta}-v w / \bar{\eta} \tag{41}
\end{align*}
\]

In addition to the four compatibility conditions, the wall tangency boundary condition is applied for inviscid flow,
\[
\begin{equation*}
v=u \tan \theta_{w \text { or } c}+\frac{\partial y_{w}}{\partial t} \tag{42}
\end{equation*}
\]

This, then, gives five simultaneous equations for the five unknowns \(u, v, w, P\), and \(\rho\) which are solved for at each wall point. A predictorcorrector characteristics technique is again used.

For nozzles without centerbodies, the nozzle centerline points are calculated using the interior point algorithm with the proper symmetry conditions enforced. Second order backward differences are used to set the \(\eta\) derivatives of the symmetric quantities \(u, P\), and \(\rho\) to zero. The anti-symmetric quantities \(v\) and \(w\) must vanish on the centerline.
4. Free Jet Boundary Points For the swirling, underexpanded, converging nozzle calculations reported in the next section, it is convenient to continue the calculations into the exhaust plume until an axial location is reached where the flow is supersonic at all mesh points. This procedure avoids the mixed subsonic/supersonic flow conditions which occur at the nozzle exit if the computations are terminated there. As previously mentioned, supersonic exit points are uniquely determined by upstream flow conditions, so that no assumptions need be made about the outflow boundary conditions in that case. However, continuation of the calculations into the exhaust plume requires the solution of free jet boundary points. These points are computed iteratively by the wall point routine in order to satisfy the static pressure boundary condition
\[
\begin{equation*}
P=P_{a m b} \tag{43}
\end{equation*}
\]

This is done by assuming an initial shape for the plume boundary and using the wall routine to calculate the static pressure. The location of each boundary point is then iterated using the secant method until the calculated boundary pressure and the specified ambient pressure agree within a specified tolerance. The plume boundary location is therefore seen to be a function of time which is the reason for the inclusion of the time dependence of \(y_{w}\) in Eqs. (8), (17), (18), and (42).

Of special interest when making free jet calculations is the nozzle exit lip point which is a singularity in the flowfield. An "upstream" solution is first calculated at this point using the wall tangency boundary condition and backward \(\zeta\) derivatives on both the initial and solution planes in the evaluation of the \(\psi\) source terms. A "downstream" solution is then computed using the specified pressure boundary condition, and the stagnation pressure, stagnation temperature, and tangential velocity from the upstream solution. The upstream solution is used when computing the wall grid point immediately upstream from the exit, while the downstream solution is employed for the free jet boundary point immediately downstream from the exit. A third exit lip solution is used for calculating interior points. This solution is obtained by averaging the meridian plane Mach numbers and flow angles of the upstream and downstream solutions and using the stagnation pressure, stagnation temperature, and tangential velocity of the upstream solution to obtain the other properties.

An additional point of interest regarding the numerical technique is that explicit artificial viscosity has not been included in any of the calculations reported herein. Further details concerning the numerical technique, including the method for deriving the compatibility and characteristic equations used at the boundaries, may be found in Refs. [34] and [35].

\section*{:V. RESULTS AND DISCUSSION}

Before proceeding to a detailed discussion of the results, the integral parameters used to judge the nozzle performance will be defined. Results have been obtained for the discharge coefficient, \(C_{D}\), the vacuum stream thrust efficiency, \(n_{v s}\), the specific impulse efficiency, \(n_{S I}\), and the nozzle flowfield as functions of the inlet swirl number, \(S_{i}\), where
\[
\begin{align*}
& C_{D} \equiv \frac{\dot{1}}{\dot{m}_{i d}}=\frac{2 \int_{y_{c}}^{y_{w}} \text { ouydy }}{\left(y_{w t}{ }^{2}-y_{c t}{ }^{2}\right)\left(\partial^{*} u^{*}\right)_{i d}}  \tag{44}\\
& \eta_{v s} \equiv \frac{T}{T_{i d}}=\frac{2 \int_{y_{w e}}^{y c e}\left(p+o u^{2}\right) y d y}{\left(y_{w e}^{2}-y_{c e}^{2}\right)\left(p_{e}+\rho_{e} u_{e}^{2}\right)_{i d}}  \tag{45}\\
& \eta_{S I} \equiv \frac{(T / \dot{m})}{(T / \hbar)_{i d}}=\frac{\eta_{V S}}{c_{D}} \tag{46}
\end{align*}
\]
\[
\begin{align*}
& y_{w i} \int_{y_{c i}}^{y_{w i}} \rho u^{2}{ }^{2} y d y \tag{47}
\end{align*}
\]

The subscripts \(i, t, e\), and id are used to denote inlet, throat, exit, and ideal conditions, respectively, and \(\dot{m}\) and \(T\) are the mass flowrate and vacuum stream thrust. The ideal conditions are defined as one-dimensional, isentropic values at the same stagnation conditions as the actual flow.

Note that the inlet swirl number can be interpreted as the axial flux of angular momentum divided by the inlet wall radius times the axial flux of axial momentum, and is therefore a measure of the level of swirl at the nozzle inlet. As will be discussed in a succeeding section, use of this swirl number definition evaluated at the nozzle inlet is not an optimal choice for correlating the performance of various nozzle geometries with different swirl profiles. However, from a practical viewpoint, the design engineer is concerned with knowing the nozzle performance when a certain level of swirl is imposed at the inlet by upstream conditions and, in addition, the definition given in Eq. (47) is in wide use, e.g. [1] and [41]. For these reasons the results will be presented as a function of the inlet swirl number, \(S_{i}\).

\section*{A. Converging-Diverging Nozzle}

The nozzle geometry used in the first series of computations is shown in Fig. 1. It is a conventional converging-diverging nozzle with a cylindrical inlet, a circular arc transition to a \(35^{\circ}\) conical convergent section, a circular arc throat region, and an \(18.5^{\circ}\) conical divergent section. The area contraction ratio between the nozzle inlet and throat is \(A_{t} / A_{i}=0.668\). This nozzle design is typical of those presently under development for integral rocket/ramjet systems.

In addition to a nozzle geometry, inlet conditions must also be specified. As discussed previously, the specified inlet properties have been chosen as \(P_{0}, T_{0}, \theta\), and \(\phi\). In the present computations it has been assumed that \(P_{0}, T_{0}\), and \(\theta=0\) are uniform across the nozzle inlet ( \(x=-0.9\) ), and the three \(\phi\) distributions shown in Fig. 2 have been used. Away from the centerline, the "constant angle" swirl profile has \(\tan \phi=\) constant, while for the "forced vortex" profile \(\tan \phi\) is proportional to \(y\) and for the "free vortex" profile tan \(\phi\) is proportional to \(1 / y\). The rationale for these choices is that if the axial velocity component, \(u\), is uniform across the inlet these \(\phi\) profiles would translate directly into corresponding tangential velocity profiles, w. Since one of the fundamental assumptions of the numerical technique


Figure 1. Converging-diverging nozzle geometry


Figure 2. Swirl angle inlet conditions for converging-diverging nozzle calculations
is that the flow is spatially axisymetric, \(w\) must vanish on the axis. A linear, forced vortex profile has been used in the centerline region for the constant angle and free vortex profiles in order to enforce this symmetry condition. The radius ratio chosen for the "matching point", \(y / y_{w i}=0.2\), is typical of the radius ratio of the hub of fixed vane swirlers [1]. In order to increase the level of swirl in the nozzle flowfield, the numerical value of \(\phi_{\max }\) is simply increased. Another point of importance is that since the swirl number is proportional to the area under the curve in Fig. 2, for given \(S_{i}\) the numerical value of \(\phi_{\text {max }}\) must be largest near the centerline for the free vortex profile. In these and all succeeding calculations a specific heat ratio of \(\gamma=1.4\) has been used.

Results for the discharge coefficient and vacuum stream thrust efficiency as a function of the inlet swirl number are shown in Fig. 3. For given \(S_{i}\) the reductions in \(C_{D}\) and \(n_{v s}\) are largest for the free vortex profile, followed by the constant angle and forced vortex profiles. As will be shown shortly, the major effect of swirl on the nozzle flowfield is to cause a large increase in the axial velocity near the nozzle centerline. Since large values of \(\phi_{\max }\) are required near the centerline to achieve a given \(S_{i}\) for the free vortex profile, even moderate values of \(S_{i}\) result in a very nonuniform throat flowfield due to the centeriine sensitivity effect. This causes the steep decrease in \(C_{D}\) and \(\eta_{v s}\) as a function of \(S_{i}\) shown in Fig. 3 for the free vortex swirl profile. Interestingly, the specific impulse efficiency, \(n_{S I}\), is very nearly constant for the entire range of cases shown in Fig. 3. This result suggests that for a choked, swirling nozzle flow with fixed stagnation conditions, the reduction in thrust is due solely to the reduction in mass flow through the nozzle. For a constant mass flow device like a ramjet, on the other hand, the introduction of swirl entails essentially no loss in thrust but rather results in an increased combustor pressure. This increased pressure, in turn, requires that more diffusion occur in the inlet. To avoid the loss in mass flow and thrust or the increased diffusion requirement, the nozzle throat may be


Figure 3. Dependence of integral performance parameters on inlet swirl number for converging-diverging nozzle cases
appropriately enlarged. However, an analysis such as the present one must still be performed to determine the magnitude of the throat enlargement in the presence of swirl.

Each of the three series of calculations presented in Fig. 3 were performed at increasing levels of swirl until sonic axial velocities in the inlet centerline region were generated. Under these conditions the characteristics analysis described in the preceding section reveals that all five dependent variables \(u, v, w, p\), and \(\rho\) should be specified at the nozzle inlet. However, an a priori specification of these properties, or even a prediction of which inlet mesh points will be supersonic for a given swirl profile, is virtually impossible. In any event, it is unlikely that in actual applications the combustor will impose supersonic axial velocities in the centerline region of the nozzle inlet.

Total Mach number contour plots are shown for various cases in Figs. 4-7, where \(M \equiv\left(u^{2}+v^{2}+w^{2}\right)^{\frac{1}{2}} / a\). The flowfield shown in Fig. 4 for the no swirl case is typical of that for a conical nozzle. Due to the relatively small wall radius of curvature, a strong expansion of the flow occurs in the throat wall region which greatly leads the expansion occurring along the nozzle centerline. The "wiggles" in the \(M=\) 2.0 and 2.25 contours are due to an oblique shock wave which originates at the tangency point between the circular arc and conical divergent wall sections \((x=0.15)\). A discontinuity in the curvature of the wall contour occurs at this point, leading to a compression of the flow in this region. Comparing the unswirled case, Fig. 4, to highly swirled constant angle, forced vortex, and free vortex cases, Figs. 5-7, the most notable effect is seen to be an upstream shifting of the Mach number contours near the nozzle centerline. In other words, the predominant effect of swirl on the nozzle flowfield is a large increase in the axial velocity near the centerline as compared to the unswirled case. The influence of the tangential velocity component on the flowfield near the wall, on the other hand, is weak. These effects can be seen more clearly in Fig. 8 where the axial distributions of the Mach


Figure 4. Total Mach number contours for unswirled convergingdiverging nozzle flow


Figure 5. Total Mach number contours for highly swirled, constant angle, converging-diverging nozzle flow


Figure 6. Total Mach number contours for highly swirled, forced vortex, converging-diverging nozzle flow
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Figure 7. Total Mach number contours for highly swirled, free vortex, converging-diverging nozzle flow


Figure 8. Comparisons of axis and wall total Mach number distributions for unswirled and highly swirled, forced vortex, convergingdiverging nozzle flow
number along the nozzle centerline and wall are plotted for the unswirled nozzle flow (fig. 4) and for the highly swirled forced vortex flow (fig. 6). Along the axis the flow is smoothly accelerated from subsonic to supersonic conditions, although the axial velocity for the swirling flow is significantly higher than that for the non-swirling flow. At the wall the effect of swirl is very much reduced. In addition, the forced vortex case shown in Fig. 8 is the one for which the effect of swirl at the wall is the greatest; for the constant angle and free vortex cases the effect is even smaller. The discontinuity in the slope of the wall Mach number plots in Fig. 8 is due to the previously mentioned oblique shock wave which originates from the tangency point between the circular arc nozzle throat and the conical divergent section.

The tangential velocity profiles across the inlet, throat, and exit for the highly swirled constant angle, forced vortex, and free vortex flows are plotted in Figs. 9-11, respectively. In each case the local wall radius, \(y_{w}\), has been used to normalize the radial coordinate, and the maximum value of \(w\) at the nozzle inlet has been used to normalize the tangential velocity. With the previously described inlet boundary conditions and nozzle geometry, the axial velocity, \(u\), is found to decrease from the axis to the wall across the inlet in each case. Therefore, the constant swirl angle profile does not result in constant tangential velocity across the inlet, but rather \(w\) falls as the wall is approached. In a similar manner, \(w\) does not increase linearly across the inlet for the forced vortex case, and \(w\) decreases faster than \(1 / y\) across the inlet for free vortex swirl. In each case, however, the profiles at the throat and exit are similar in shape to that at the inlet. Based on the conservation of angular momentum, Eq. (6), it is also expected that the general level of the tangential velocity should be inversely proportional to the wall radius at a given location. Referring to the dimensions given in Fig. 1 , it is seen that the profiles presented in Figs. 9-1l confirm this expectation.


Figure 9. Tangential velocity profiles at inlet, throat, and exit of highly swirled, constant angle, converging-diverging nozzle flow


Figure 10. Tangential velocity profiles at inlet, throat, and exit of highly swirled, forced vortex, converging-diverging nozzle flow


Figure 11. Tangential velocity profiles at inlet, throat, and exit of swirled, free vortex, converging-diverging nozzle flow

\section*{B. Centerbody Nozzle}

In order to demonstrate the ability of the SNAP code to compute swirling flow in annular nozzles with centerbodies, the geometry shown in Fig. 12 has been analyzed. This is the turbojet plug nozzle geometry investigated experimentally under non-swirl conditions by Bresnahan and Johns [42]. The outer wall is a straight, cylindrical one while the inner wall has a circular arc transition to circular arc throat and a \(10^{\circ}\) conical plug section. The area contraction ratio in this case is \(A_{t} / A_{i}=0.327\). As mentioned in a previous section, the inner and outer walls are both treated using a reference plane characteristics technique identical to that used for the wall of a conventional c-d nozzle. This geometry is an interesting one since the computed results are quite different from those of the just discussed \(c-d\) nozzle. For the con-verging-diverging nozzle the swirl velocity component along the wall increases from the inlet to the throat and then decreases to the exit as the wall radius first decreases and then increases (conservation of angular momentum). For the plug nozzle in Fig. 12, however, w should be constant along the outer wall since its radius is constant, and \(w\) should first decrease and then increase as the flow traverses from the inlet to the throat to the exit along the inner wall. The contraction in area from inlet to throat is also significantly larger for the annular nozzle than for the c-d nozzle. For the computations reported here the boundary conditions have been taken as \(P_{0}, T_{0}, \phi_{\text {, }}\) and \(\theta=0\) uniform across the nozzle inlet.

The results for the integral performance parameters as a function of the swirl level are presented in Fig. 13. Over the range of swirl numbers investigated, the reductions in the discharge coefficient and vacuum stream thrust efficiency as compared to the unswirled case are approximately \(11 \%\) and \(13 \%\), respectively. These are the largest reductions computed for any of the cases investigated to date. In addition, the specific impulse efficiency is not constant as for the c-d nozzle, but instead decreases by \(2.3 \%\) at the highest \(S_{i}\) computed. Of particular
plug nozzle geometry


Figure 12. Annular nozzle geometry

interest is the magnitude of the swirl numbers along the abscissa in Fig. 13, values roughly four times those along the \(S_{i}\) axis in Fig. 3 for the c-d nozzle. Because of the large contraction in area, which causes a large increase in the axial velocity from the inlet to throat, and because the tangential velocity decresases from the inlet to throat, the flow must be very strongly swirled at the plug nozzle inlet in order to have a significant effect on the performance parameters. In fact, for the most highly swirled case plotted in Fig. 13, the constant value of \(\Phi\) across the inlet is \(70^{\circ}\). Thus, for this case \(w \cong 2.74 \mathrm{u}\) across the inlet, and the tangential velocity is clearly the dominant component in the inlet region.

Contours of constant total Mach number are plotted in Figs. 14 and 15 for the unswirled and highly swirled cases, respectively. The contours for the unswirled case are fairly uniform in the throat region due to the relatively large throat wall radius of curvature. The difference in shape of the \(M=1.4\) and 1.6 contours near che inner wall is again due to a weak oblique shock which projagatis into the flow from the tangency point between the circular arc throat and the \(10^{\circ}\) conical section ( \(x=0.860\) ). A discontinuity in the curvature of the inner wall occurs at this point. For the highly swirled flow, the Mach number contours in the inlet region are vastly different from those for the no swirl case. As the flow progresses along the inner wall near the inlet, the total Mach number decreases, i.e. the flow is actually bein. 9 compressed, because the tangential velocity, which is the dominant component, is decreasing (conservation of angular momentum). As the throat is approached, however, the axial velocity eventually becomes the largest component, such that in the throat region the Mach number contours become more conventional in shape. These features are clearly seen in Fig. 16 where the axial Mach number distributions along the inner and outer walls are compared for the unswirled and highly swirled cases. Along the outer wall the flow experiences a monotonic acceleration from subsonic to supersonic conditions. The Mach number distribution for the swirled case is higher than that for the unswirled flow,



Figure 15. Total Mach number contours for highly swirled, constant angle, annular nozzle flow


Figure 16. Comparisons of inner and outer wall total Mach number distributions for unswirled and highly swirled, constant angle, annular nozzle flow
especially in the inlet region. Along the inner wall near the inlet, the Mach number for the swirling case is over 7 times that for the no swirl case, and the compression which occurs for \(\times \mathbb{C}-2\) with swirl is clearly evident. The slight change in slope of the inner wall Mach number profiles at \(x=0.860\) marks the location of the circular are throat/ \(10^{\circ}\) conical section tangency point.

The tangential velocity profiles at the inlet, throat, and exit locations are presented in Fig. 17 for the highly swirled nozzle flow. For this nozzle geometry and assumed inlet conditions, the axial velocity component at the inlet is computed to decrease from the inner to the outer wall. Since a constant swirl angle inlet condition has been used, the tangential component, w, decreases across the inlet in a similar way. Interestingly, however, the \(w\) profiles across the throat and exit are found to be virtually uniform. Conservation of angular momentum is also seen to be at least qualitatively satisfied since the centerbody radius is smallest at the inlet, largest at the throat, and intermediate at the exit.
C. Converging Nozzle

The first known two-dimensional calculations of swirling flow in a converging nozzle are presented and discussed next. The geometry which has been analyzed, Fig. 18, has a cyilindrical inlet with a circular arc transition to an elliptically contoured converging section. Except for the small circular arc section, this nozzle is identical to the 0.5 contraction ratio nozzle used at AFWAL/PORT in ramjet combustor tests. The circular arc transition has been added to avoid the infinite wall slope which would otherwise occur at the junction between the cylindrical and elliptical sections. The inlet boundary conditions used in this case are \(P_{0}, T_{0}\), and \(\theta=0\) uniform across the inlet and a "constant angle" swirl profile similar to the one sketched in Fig. 2. In this case, however, the "matching point" between the linear and constant portions of the tan \(\phi\) profile is located at \(y / y_{w i}=0.214\). A stagnation-to-ambient pressure ratio of 3.0 has been used in all of the


Figure 17. Tangential velocity profiles at inlet, throat, and exit of highly swirled, constant angle, annular nozzle flow


Figure 18. Converging nozzle geometry
calculations to be presented. A few of the calculations were repeated at \(P_{0} / P_{\text {anb }}=5.0\) with virtually identical results, demonstrating the back pressure independent nature of this flow. A portion of the swirling exhaust plume has been calculated such that the flow at all the downstream boundary mesh points is supersonic due to the aforementioned advantages of this exit condition. Iterative use of the wall point routine to satisfy the \(P=P_{\text {amb }}\) boundary condition for the free jet points was therefore required.

The swirl number dependence of the discharge coefficient, vacuum stream thrust efficiency, and specific impulse efficiency is plotted in Fig. 19. As for previous cases, \(C_{D}\) and \(\eta_{\text {vs }}\) decrease rather rapidly with \(S_{i}\), reaching values \(8.5 \%\) and \(9.6 \%\) less than for the non-swirling case at the highest swirl level investigated. In this instance the specific impulse efficiency is not constant, but rather decreases by approximately \(1.3 \%\) over the range of \(S_{i}\) studied.

Unswirled and highly swirled total Mach number contours are plotted for this converging nozzle in Figs. 20 and 21. In many respects, the comments made earlier in connection with the convergingdiverging nozzle results also apply here. Comparing Figs. 20 and 21, the most obvious difference is the strong upstream shift in the contours near the centerline for the swirled flow, i.e. much higher axial velocities in the centerline region in this case. For the nonswirling case, the flow in the nozzle exit plane is seen to be mixed, i.e. subsonic near the axis and supersonic near the wall. Use of the nozzle exit plane as the downstream computational boundary would therefore complicate treatment of the outflow boundary condition. Another interesting result is that, even at this high level, the effect of swirl has virtually no effect on the plume shape.

The axis and wall Mach number distributions for these same two cases are shown in fig. 22. As for the c-d nozzle, the flow experiences a smooth acceleration along the axis with the swirled case having significantly higher Mach numbers at a given axial location than


Figure 19. Dependence of integral performance parameters on inlet swirl number for converging nozzle cases
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Figure 20. Total Mach number contours for unswirled converging
nozzle flow


Figure 21. Total Mach number contours for highly swirled, constant angle, converging nozzle flow


Figure 22. Comparisons of axis and wall total Mach number distributions for unswirled and highly swirled, constant angle, converging nozzle flow
the unswirled case. At the nozzle wall the effect of the tangential velocity component is minor. The relatively strong expansion occurring at the exit lip point \((x=0)\) is clearly evident, as is the correct prediction of a constant total Mach number along the free jet boundary.

Figure 23 presents the swirl velocity profiles at the nozzle inlet, exit, and across the plume at the last axial station. As in previous cases, the computed results predict a decrease in the axial velocity component from the axis to the wall across the inlet. For this reason, the "constant \(\Phi\) " inlet condition does not correspond to a "constant \(w^{\prime \prime}\) inlet condition, but rather to the profile shown in Fig. 23. The profiles at the exit and in the plume are qualitatively similar in shape to that at the inlet, although the magnitude of \(w\) is generally larger in both cases. This is consistent with the conservation of angular momentum principle since the boundary radius at the exit and in the plume is smaller than that at the inlet, fig. 18.

\section*{D. Code Validation}

In order to thoroughly validate the SNAP code, an extensive series of calculations of conserved quantities has been added to the program, and these quantities were monitored during the convergingdiverging, annular, and converging nozzle calculations previously discussed. In addition, the numerical predictions from SNAP have been compared to experimental data obtained in the Ramjet Technology Branch (AFWAL/PORT) at Wright-Patterson Air Force Base for swirling flow through a converging-diverging nozzle. The results of these studies are discussed below.
1. Convergence/Conservation Checks Because they are quantities of fundamental importance, the stagnation pressure, \(P_{0}\), and stagnation temperature, \(T_{0}\), are calculated and printed at each gridpoint in the flowfield. In the steady state limit for inviscid, adiabatic, shockless flow, and assuming uniform \(P_{0}\) and \(T_{0}\) across the nozzle inlet as in the previously described computations, the stagnation pressure and stagnation temperature should be constant through the entire flowfield.


Figure 23. Tangential velocity profiles at inlet, exit, and in the plume of highly swirled, constant angle, converging nozzle flow

However, since these conservation conditions are not automatically satisfied by the nonconservation form of the governing equations employed in the numerical technique, their calculation provides a self-check on the accuracy of the finite difference computations. In all of the cases presented so far, \(P_{0}\) and \(T_{0}\) have been very well conserved, usually being within \(0.1 \%\) of the prescribed values at the nozzle inlet. Not surprisingly, the largest variations generally occur at the boundaries of the computational mesh. In addition, if large variations in \(P_{0}\) and \(T_{0}\) were experienced after a given number of time planes, this result usually indicated that the steady state limit had not yet been reached. Therefore, the calculation of the stagnation quantities can also be used as a measure of the convergence to the steady state.

In addition to the stagnation properties, the axial distribution of mass flowrate, \(\dot{m}\), and the flow angular momentum along streamlines, yw , should be constant in steady state. For this reason, \(\dot{m}\) and yw along the inner (if present) and outer wall boundaries (as well as thrust and swirl number) are calculated for every axial station in the grid for the final time plane. Statistical quantities including the mean and standard deviation of \(\dot{m}\) and \((y w)_{\text {wall }}\) are also calculated and printed. Note that the mass flowrate used in the discharge coefficient and specific impulse efficiency results presented previously is the mean value for the grid calculated in this way.

Conservation of mass is demonstrated in Figs. 24-26 where the mass flow deviation, \(\dot{m} / \dot{m}_{\text {ave }}-1\), is plotted as a function of the axial coordinate through the nozzle. Although results have been generated and plotted for each of the cases computed, an interesting result is that mass flow conservation is virtually independent of both the swirl level and swirl profile. Therefore, just a single, highly swirled case is presented for each nozzle geometry. Figure 24 is for the converging-diverging nozzle shown in Fig. 1 , while Figs. 25 and 26 are for the annular and converging nozzles of Figs. 12 and 18 , respectively. As can be seen in these figures, mass flow is very well


Figure 24. Mass flow conservation for a highly swirled, constant angle, converging-diverging nozzle flow


Figure 25. Mass flow conservation for a highly swirled, constant angle, annular nozzle flow


Figure 26. Mass flow conservation for a highly swirled, constant angle, converging nozzle flow
conserved in each case with the fluctuations generally being less than \(\pm 0.5 \%\). The fluctuations are usually larger in the subsonic region near the inlet than further downstream. The "spikes" which occur are at transitions in the nozzle wall geometry. The negative spike which occurs at \(x=0.15\) in Fig. 24 is at the tangency point between the circular arc throat and the \(18.5^{\circ}\) divergent section for the \(c-d\) nozzle; the small negative spike at \(x=0.860\) is at the tangency point between the circular arc throat and the \(10^{\circ}\) conical plug for the annular nozzle; and the spikes at \(x=-3\) in Fig. 26 mark the circular arc transition from the cylindrical inlet to the elliptical converging section for the converging nozzle. In the two former cases an oblique shock wave originates from the tangency point, while in the latter case the slope of the wall contour changes rapidly in a relatively short distance. The negative spike occurring at the exit, \(x=0\), in Fig. 26 for the converging nozzle is due to the relatively strong expansion at the exit lip point, see Fig. 22. In each of these cases the spikes in the mass flow conservation plots are a direct result of the strong flow property gradients present near these points.

Figures 27-30 present the wall angular momentum deviation, ( \(y w\) )/ ( yw ) ave -1 , for the same three cases shown in Figs. 24-26. There are two plots for the annular nozzle; the outer wall is shown in Fig. 28 and the inner wall in Fig. 29. Essentially identical remarks apply in this case as just made for mass flow conservation. The flow angular momentum is well conserved by the numerical computations, and the fluctuations which do occur can generally be associated with transitions in the wall boundary contours. The angular momentum fluctuations in the nozzle inlet region vary more rapidly spatially, but their magnitude is of the same order or less than the mass flow fluctuations for the same case. Note that the flow angular momentum along the outer wall of the plug nozzle, fig. 28 , is virtually constant. Because this wall is straight, it is an "easy" boundary to deal with computationally.

Not only does the monitoring of the axial variations of \(\dot{m}\) and \((\mathrm{yw})_{\text {wall }}\) yield information about the accuracy and truncation error


Figure 27. Wall angular momentum conservation for a highly swirled, constant angle, converging-diverging nozzle flow


Figure 28. Outer wall angular momentum conservation for a highly swirled, constant angle, annular nozzle flow


Figure 29. Inner wall angular momentum conservation for a highly swirled, constant angle, annular nozzle flow
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Figure 30. Wall angular momentum conservation for a highly swirled, constant angle, converging nozzle flow
of the computations, but it is also informative in terms of convergence to steady state conditions. Large variations in these quantities are usually indicative of the fact that the steady state limit has not yet been reached in the time-dependent computations. The flow angular momentum has been found to be particularly sensitive in this regard.

Along the same lines, it is of interest to point out that for every time plane the mass flowrate, vacuum stream thrust, and swirl number at the inlet, throat, and exit planes are calculated and printed. If one is only interested in these performance parameters, significantly fewer time planes need be calculated than if the entire flowfield is of interest. This is because, as integral parameters, these quantities converge to limiting values much more quickly than do the flowfield details.

In order to assess the effects of grid refinement, a highly swirled, constant angle, converging-diverging nozzle calculation, originally done using an \(81 \times 21\) grid, has been repeated using a coarser, \(41 \times 11\) grid. The original \(81 \times 21\) calculations have previously been presented in Figs. \(5,9,24\), and 27 . The results demonstrate that the gross performance parameters, including \(C_{D}, \eta_{v s}, \eta_{S I}\), and \(S_{i}\), are within \(0.15 \%\) of each other using the two grids. However, the \(41 \times 11\) calculation gives local Mach numbers which are consistently \(2-3 \%\) higher than for the \(81 \times 21\) grid. Mass flow and wall angular momentum conservation for the two meshes are compared in Figs. 31 and 32, respectively. For both grids the mass flow and particularly the wall angular momentum are well conserved, although the \(81 \times 21\) calculation is clearly superior. This result is expected due to the smaller truncation error associated with the finer grid. These results, however, do point out the possibility of obtaining results of acceptable engineering accuracy using a relatively coarse, and therefore computationally efficient, mesh.

The primary quantity used in monitoring convergence to steady state is the rms value over the entire grid of the fractional static


Figure 31. Comparison of mass flow conservation for \(41 \times 11\) and \(81 \times 21\) calculations of highly swirled, constant angle, convergingdiverging nozzle flow


Figure 32. Comparison of wall angular momentum conservation for \(41 \times 11\) and \(81 \times 21\) calculations of highly swirled, constant angle, converging-diverging nozzle flow
pressure change from one time plane to the next, i.e.
\[
\begin{equation*}
\left.\left(\frac{\Delta P}{p}\right)_{r m s} \equiv \frac{\overline{p_{i, j}^{n+1}-P_{i, j}^{n}}}{P_{i, j}^{n+1}}\right) \tag{48}
\end{equation*}
\]

In this expression the standard practice of using the ( \(i, j\) ) subscripts to indicate the axial and radial mesh point locations and the superscript to denote the time plane number is adopted. The bar is used to signify that an rms value of the quantity in parentheses is to be found over the grid, i.e. for all ( \(i, j\) ). Rather than continuing computations in the time domain until \((\Delta P / P)_{\text {rms }}\) falls to a specified critical value, Cline's suggestion [43] has been adopted that a fixed number of time planes be calculated to ensure than an "average" fluid particle passes through the computational domain at least 5 times. The quantity defined in Eq. (48) has simply been monitored to see that it falls to an acceptably low value after this number of time planes.

Some details concerning the computations are presented in Table 1. For computational efficiency each converging-diverging nozzle calculation has been done in two parts: a \(41 \times 21\) subsonic-transonic computation followed by a \(41 \times 21\) calculation of the supersonic region. In each case data from the last axial plane of the transonic computation has been used as the fixed inlet condition for the supersonic calculation. Obviously, a \(41 \times 21\) grid will require less computer central memory than an \(81 \times 21\) grid but, in addition, the supersonic calculations converged more than twice as fast as the subsonic-transonic computations. Each transonic calculation was continued through 1000 time planes, and at this point \((\Delta P / P)_{\text {rms }}\) averaged approximately \(1.7 \times 10^{-5}\). In contrast only 500 time planes were computed for each supersonic case and ( \(\Delta P / P)_{\text {rms }}\) was about \(2.2 \times 10^{-9}\) at this point. Since the plug and converging nozzle geometries do not have long supersonic diverging sections, each of these nozzles was analyzed using a single \(41 \times 15\) grid. The annular nozzle computations were continued for 2000 time planes for which
TABLE 1: COMPUTATIONAL DETAILS
\begin{tabular}{|c|c|c|c|}
\hline & \begin{tabular}{c} 
NUMBER OF TIME \\
PLANES
\end{tabular} & \begin{tabular}{c} 
( \(\frac{\Delta P}{P}\) ) *MS
\end{tabular} & \begin{tabular}{c} 
CYBER 74/825 * \\
CPU TIME \\
(SEC)
\end{tabular} \\
\hline \begin{tabular}{c} 
CONVENTIONAL C-D NOZZLE: \\
\(41 \times 21\) SUBSONIC- \\
TRANSONIC COMPUTATION
\end{tabular} & 1000 & \(1.7 \times 10^{-5}\) & 1350 \\
\hdashline \begin{tabular}{c}
\(41 \times 21\) SUPERSONIC \\
COMPUTATION
\end{tabular} & 500 & \(2.2 \times 10^{-9}\) & 650 \\
\hline \begin{tabular}{c} 
PLUG NOZZLE \\
\(41 \times 15\) COMPUTATION \\
(ENTIRE FLOWFIELD)
\end{tabular} & 2000 & \(3.9 \times 10^{-6}\) & 1950 \\
\hline \begin{tabular}{c} 
CONVERGING NOZZLE \\
\(41 \times 15\) COMPUTATION \\
(ENTIRE FLOWFIELD)
\end{tabular} & 1000 & \(3.8 \times 10^{-6}\) & 1050 \\
\hline
\end{tabular}

\footnotetext{
*Average values for each series of calculations
}
\(\langle\Delta P / P)_{\text {rms }}=3.9 \times 10^{-6}\), while 1000 time planes were calculated for the converging nozzle yielding \((\Delta P / P)_{r m s}=3.8 \times 10^{-6}\). In each case, therefore, the convergence to steady state is excellent.

Average computational times on the Texas A\&M University CDC Cyber 74/825 are also shown in Table 1. While these times appear to be relatively long, the Cyber \(74 / 825\) is a slow machine in comparison to most mainframes. The SNAP code has also been run on a CDC Cyber 175, and computation times approximately one-sixth of those listed in Table 1 were required. Therefore, on a Cyber 175 the CPU times shown in Table 1 translate to more modest (and reasonable) values of \(3-5 \frac{1}{2}\) minutes.
2. Comparison to Experiment In order to further verify the numerical method described herein, results calculated using SNAP have been compared to wall static pressure measurements obtained in the Ramjet Technology Branch at Wright-Patterson Air Force Base for swirling and non-swirling flow through a converging-diverging nozzle. As mentioned in the introduction, this is the first known swirling nozzle data in which the tangential velocity is produced by axial-flow vanes, which is the case for both ramjet and turbofan/turbojet engines.

The nozzle design which has been built and tested is shown in fig. 33. It is very similar to the c-d nozzle previously discussed with a cylindrical inlet, a circular are transition to a \(35^{\circ}\) conical converging section, a circular arc throat, and an \(18.5^{\circ}\) conical divergent section. The contraction in area occurring between the nozzle inlet and throat is somewhat larger in this case, however, \(A_{t} / A_{i}=0.249\). The short circular arc section near the inlet has been added to the computational geometry to provide a smooth transition between the cylindrical inlet and conical convergent portions of the nozzle.

In all of the experiments discussed here, the nozzle was mounted immediately downstream from a sudden enlargement (dump) combustor with a length-to-diameter ratio of \(L / D=3\). Cold, dry, compressed air was supplied to the combustor facility from centrifugal compressors, and this air passed through the nozzle test section before entering the


Figure 33. Experimental converging-diverging nozzle geometry
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exhauster system. Fixed vane swirlers, located in the inlet to the dump combustor, were used to produce the tangential velocity component. A five-hole Pitot probe was traversed across the nozzle inlet in order to measure the inlet profiles of stagnation pressure and swirl angle. The wall static pressure distributions have been determined by means of 22 pressure taps, each \(0.010^{\prime \prime}\) in diameter, which were carefully drilled normal to the nozzle wall at various axial locations. Individual pressure transducers were connected to each of the wall static taps. Further details concerning the Ramjet Combustor Test Facility at AFWAL/PORT, its instrumentation, and data acquisition and reduction capabilities may be found in Ref. [1].

Numerical computations have been compared to the experimental measurements for three cases: (1) no swirl, (2) moderate swirl, denoted by CA3 (constant angle, \(S=0.3\) ), and (3) high swirl, referred to as CA5 (constant angle, \(S=0.5\) ). In the swirler designation the swirl number is the nominal, design value based on Eq. (47) evaluated in the combustor inlet not at the inlet to the nozzle. The boundary conditions used in the computations were \(T_{0}\) and \(\theta=0\) uniform across the nozzle inlet, together with the measured inlet distributions of \(P_{0}\) and \(\phi\). The experimental inlet stagnation pressure profiles for the three cases and the swirl angle profiles for the two swirled cases are presented in Figs. 34 and 35 , respectively. In each case the flow has been probed from one wall, through the centerline, to the opposite wall, so that conclusions regarding the symmetry of the inlet flow can be drawn. As shown in Fig. 34, the \(P_{0}\) distributions are relatively symmetric for the three cases, and for the unswirled and moderately swirled cases the variation in \(P_{0}\) from the centerline to the nozzle wall is small (< \(3 \%\) ). Interestingly, however, the total pressure decreases from the centerline to the wall for the unswirled case while it increases for the two swirled flows. The \(P_{0}\) distribution is also fairly nonuniform for the highly swirled case, approaching a \(10 \%\) variation from the centerline to the wall. The swirl angle profiles in Fig. 35 demonstrate that while \(\phi\) is relatively symmetric, some fairly large asymmetries were also

Inlet Stagnation Pressure Profiles


Figure 34. Experimental inlet stagnation pressure profiles for unswirled and swirling, converging-diverging nozzle flow

Inlet Swirl Angle Profiles


Figure 35. Experimental inlet swirl angle profiles for swirling convergingdiverging nozzle flow
measured, particularly near the nozzle wall for the CA3 swirler. These \(P_{0}\) and \(\phi\) distributions were used as input for the axisymmetric SNAP code by averaging the two centerline-to-wall profiles for each case and using linear interpolation as necessary.

The experimental results presented in Figs. 34 and 35 are important in their own right because they provide needed information concerning assumptions which can be made for the inlet flow property distributions for swirling nozzle flow calculations. In particular, at least for the case in which the nozzle is just downstream from a relatively short dump combustor, the axisymmetric assumption is reasonable, although for highly swirled flow the uniform \(P_{0}\) assumption may not be adequate. This latter assumption is inherent in most of the previous quasi-onedimensional theories. Another point of importance is that the swirlers employed in these experiments were fesigned [1] to produce "constant angle" swirl profiles in the combustor inlet. Figure 35 shows that, except for one of the CA3 profiles, approximately constant angle swirl profiles have survived to the nozzle inlet.

The Mach number contours computed for the three experimental cases are shown in Figs. 36-38. Qualitatively, these contours are quite similar to those for the previousily discussed \(c-d\) nozzle, since the two designs are so similar. Except in the inlet region, there is little difference between the contours for the non-swirling and CA3 swirler flows. For the highly swirled CA5 case, on the other hand, the characteristic upstream shift of the contours at the centerline is seen. This again indicates larger centerline axial velocities for the swirled case as compared to unswirled flow. These details can be seen more clearly in Figs. 39 and 40 where the axial distributions of Mach number along the nozzle axis and wall are compared for each of the swirled cases with the unswirled nozzle flow. Figure 39 shows that for the CA3 swirler the effect of swirl is significant only in the inlet region ( \(x \leq-0.5\) ), although it is at least as large at the wall as at the centerline. In addition, the unswirled centerline Mach numbers are larger in the inlet region than for the swirled flow.
\[
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Figure 36. Total :ach number contours for unswirled, experinental, convercing-diverging nozzle flow



Figure 38. Total Mach number contours for CA5 swirler/experimental converging-diverging nozzle flow


Figure 39. Comparisons of axis and wall total Mach number distributions for unswirled and CA3 swirler/experimental convergingdiverging nozzle flow


Figure 40. Comparisons of axis and wall total Mach number distributions for unswirled and CA5 swirler/experimental convergingdiverging nozzle flow

Although these results are different from those discussed previously, one must remember that a uniform inlet stagnation pressure profile has not been assumed for these cases. Instead, the measured, nonuniform profiles presented in Fig. 34 have been employed as the inlet \(P_{0}\) boundary condition. The results in Figure 40 demonstrate that the effect of swirl is significant near the inlet for the wall Mach numbers and for the entire length of the nozzle for the centerline Mach numbers. In contrast to the CA3 case, the Mach numbers for the CA5 swirler are larger than those for no swirl along both the centerline and wall.

The computed and measured wall static pressures are compared in Figs. 41-43 for the three cases. The static pressures have been nondimensionalized with the stagnation pressure at the nozzle inlet centerline location. As a reference, the conventional, non-swirling, isentropic, one-dimensional solution has also been included. Clearly this solution is in serious disagreement with the data, especially just downstream from the throat. On the other hand, the SNAP-computed results agree very well with the data in all three cases. There is a slight underprediction of the wall pressure downstream of the tangency point between the circular arc throat and conical divergent section ( \(x=0.2\) ). As previously mentioned, a weak oblique shock originates at this location, which results in the discontinuity in slope of the wall pressure distributions in Figs. 41-43. The underprediction may be due to inadequate numerical resolution of the gradients which occur near the shock or to a rapid thickening of the wall boundary layer in this region of neutral pressure gradient. The growth of this boundary layer would act to reduce the effective nozzle area, thereby raising the wall pressure over the predicted inviscid value. The excellent agreement between the numerical and experimental results near the nozzle inlet ( \(x \leq-0.5\) ) is particularly gratifying since it indicates that the effects of swirl are being correctly predicted by the numerical method reported here.

\(\because\)

Figure 41. Comparison of SNAP computations with experimental wall static pressure measurements for unswirled convergingdiverging nozzle flow


Figure 42. Comparison of SNAP computations with experimental wall static pressure measurements for CA3 swirler/convergingdiverging nozzle flow


Figure 43. Comparison of SNAP computations with experimental wall static pressure measurements for CA5 swirler/converging-diverging nozzle flow

The computed tangential velocity profiles across the inlet, throat, and exit of the nozzle are shown in Figs. 44 and 45 for the two swirling flows. For the CA3 swirler the tangential velocity increases monotonically from the centerline to the wall at all three axial locations. However, for the CA5 swirler the swirl velocity component is relatively constant in the region away from the nozzle centerline. Therefore, for this nozzle geometry and the measured inlet \(P_{0}\) and \(\phi\) distributions shown in Figs. 34 and 35, the CA5 "constant angle" swirler is predicted to produce relatively uniform \(w\) profiles throughout the nozzle. As for the previous converging and c-d nozzle cases, the w profile retains approximately the same shape as the flow progresses through the nozzle. The magnitude of \(w\), however, first increases and then decreases from the inlet to the throat to the exit in agreement with the conservation of angular momentum principle.

The computed integral performance parameters for the three experimental cases are presented in Table 2. The specific impulse efficiency is again found to be virtually constant, which is the same result obtained for the previously discussed c-d nozzle geometry. For the CA3

Table 2: Computed Performance Parameters for Experimental Cases
\begin{tabular}{|l|l|l|l|l|}
\hline & \(C_{D}\) & \(\eta_{v s}\) & \(n_{S I}\) & \(S_{\mathfrak{i}}\) \\
\hline No Swirl & 0.9792 & 0.9501 & 0.9703 & 0.0 \\
\hline CA3 Swirler & 0.9636 & 0.9355 & 0.9709 & 0.3976 \\
\hline CA5 Swirler & 0.9389 & 0.9115 & 0.9708 & 0.6596 \\
\hline
\end{tabular}
swirler the discharge coefficient and vacuum stream thrust efficiency are both reduced by about \(1.6 \%\) over the unswirled case while for CA5 the reduction is about \(4.1 \%\). For both swirled cases the swirl number at the nozzle inlet is significantly higher than the nominal, design


Figure 44. Tangential velocity profiles at inlet, throat, and exit of CA3 swirler/experimental converging-diverging nozzle flow


Figure 45. Tangential velocity profiles at inlet, throat, and exit of CA5 swirler/experimental converging-diverging nozzle flow
value in the combustor inlet ( 0.3 and 0.5 , respectively). This result is expected since the axial velocity in the combustor inlet is higher than that at the inlet to the nozzle. The swirl angles plotted in Fig. 35 and the inlet swirl numbers given in Table 2 are relatively high, although the reductions in \(C_{D}\) and \(\eta_{v s}\) due to swirl are very moderate. This result is due to the large contraction in area which occurs between the inlet and throat for the experimental nozzle geometry. Because of this contraction, the axial velocity at the throat is very much larger than at the inlet, so that the relative effects of swirl at the throat, and in the rest of the nozzle, are much weaker than at the inlet.

The calculations described above were performed on a \(63 \times 21\) grid in two parts with a \(41 \times 21\) subsonic-transonic computation followed by a \(23 \times 21\) calculation of the supersonic diverging portion of the nozzle. The transonic computations were continued over 2000 time planes while the supersonic calculations required only 500 time planes to reach the steady state. As usual, the mass flowrate and flow angular momentum at the nozzle wall were well conserved by the calculations.

\section*{E. Correlation of Results}

Using the results from the many swirling nozzle flow calculations which have been performed during this investigation, an attempt has been made to identify a "universal" swirl number. Ideally, this parameter would collapse the discharge coefficient, thrust efficiency, and specific impulse efficiency curves for the various swirl profiles and nozzle geometries investigated onto single curves when it is used as the independent variable. At the outset it is expected that the inlet swirl number \(S_{i}\) defined in Eq. (47) will not be appropriate in this regard. This is because, in addition to \(S_{i}\), the nozzle area contraction ratio also has a strong effect on the discharge coefficient and vacuum stream thrust efficiency. If such a correlation parameter can be discovered and the universal curves developed, the mass flow and thrust penalties for any geometry and swirl profile can be estimated. Obviously, this would be an extremely useful result.

The 12 swirl number definitions shown below have been investigated:
\[
\begin{align*}
& s_{1} \equiv \frac{2 \int_{y_{c}}^{y_{w}} \frac{w}{a^{x}} y d y}{\left(y_{w}^{2}-y_{c}^{2}\right)} \\
& s_{2} \equiv \frac{\int_{y_{c}}^{y_{w}} w y d y}{\int_{y_{c}}^{y_{w}} u y d y} \\
& s_{3} \equiv \frac{2 \int_{y_{c}}^{y_{w}}\left(\frac{w}{a^{\star}}\right)^{2} y d y}{\left(y_{w}^{2}-y_{c}^{2}\right)}  \tag{49}\\
& S_{4} \equiv \frac{\int_{y_{c}}^{y_{w}} w^{2} y d y}{\int_{y_{c}}^{y_{w}} u^{2} y d y} \\
& S_{5} \equiv \frac{2 \int_{y_{c}}^{y_{w}} \frac{w}{a^{x}} y^{2} d y}{y_{w}\left(y_{w}^{2}-y_{c}^{2}\right)} \\
& s_{7} \equiv \frac{\int_{y_{c}}^{y_{w}} \text { ou } \frac{w}{a^{\star}} y d y}{\int_{y_{c}}^{y_{w}} \text { ouydy }} \\
& s_{8} \equiv \frac{\int_{y_{c}}^{y_{w}} \text { ouwydy }}{\int_{y_{c}}^{y_{w}} \text { ou }{ }^{2} y d y} \\
& S_{9} \equiv \frac{\int_{y_{c}}^{y_{w}} \text { ou }\left(\frac{w}{a^{x}}\right)^{2} y d y}{\int_{y_{c}}^{y_{w}} \text { ouydy }} \\
& s_{10} \equiv \frac{\int_{y_{c}}^{y_{w}} \text { ouw }^{2} y d y}{\int_{y_{c}}^{y_{w}} \text { ou }^{3} y d y} \\
& S_{11} \equiv \frac{\int_{y_{c}}^{y_{w}} \rho u \frac{w}{a^{\star}} y^{2} d y}{y_{w} \int_{y_{c}}^{y_{w}} \text { guydy }}
\end{align*}
\]


The physical interpretation of the swirl number pairs on each line is identical except that area averaging is used for the definitions on the left and mass averaging on the right. Note that swirl number \(S_{1}\) has been used by Boerner et al. [26], \(\mathrm{S}_{3}\) is recommended by Carpenter [18-21], and \(\mathrm{S}_{12}\) is commonly used in swirling combustor work [1, 41]. Swirl number \(S_{12}\) evaluated at the nozzle inlet is also the one which has been used in the presentation of all of the previously discussed results.

Presumably the mass flowrate is determined at the nozzle throat. Therefore, the reduced discharge coefficient (discharge coefficient divided by no swiri discharge coefficient for the same geometry) has been plotted against each of the 12 swirl numbers evaluated at the throat for each of the 28 swirling nozzle flow cases computed during this study. Swirl numbers \(S_{1}\) and \(S_{7}\) have proven to do the best job of collapsing the results onto a single curve. Interestingly, the commonly used swirl number \(S_{12}\) is very poor in this regard. Since its definition is somewhat simpler, the reduced discharge coefficient results are shown plotted against \(S_{1}\) in Fig. 46. Considering the variety of geometries and swirl profiles embodied in these results, the curve defined in Fig. 46 can be considered to be at least reasonably "universal". Obviously, a larger number of cases would help to verify this conclusion.

In contrast very little success has been obtained in correlating the thrust and specific impulse results. The reduced vacuum stream thrust and specific impulse efficiencies have been plotted as functions of each of the 12 swirl numbers evaluated at both the throat and exit for the 28 cases of interest. In no case was a correlation obtained as good as that presented in Fig. 46 for the discharge coefficient. The


Figure 46. Universal correlation for reduced discharge coefficient as a function of throat swirl number \(S_{1 t}\) for swirling nozzle flow
specific impulse results were anticipated since \(\eta_{S I}\) was found to be nearly independent of swirl for the converging-diverging geometries while it monotonically decreased with swirl for the annular and converging nozzles. As shown in Fig. 47, the best (although not particularly good) correlation for the reduced vacuum stream thrust efficiency has been obtained using \(s_{1}\) evaluated at the throat. The increased scatter in Fig. 47 compared to that in Fig. 46 is due to the just mentioned variations in the specific impulse for the converging and plug nozzle geometries.

In comparison, Boerner [26] found from his approximate series analyses that \(S_{1}\) evaluated at the throat gave a nearly universal correlation for the reduced discharge coefficient for various swirl profiles in a conventional \(c-d\) nozzle. However, when he analyzed an annular nozzle geometry, the annular and c-d nozzle results did not coincide. Figure 46 , on the other hand, demonstrates a good correlation for con-verging-diverging, annular, and converging nozzle geometries with several swirl profiles. In addition, the results of Fig. 46 predict a somewhat less rapid decrease in the reduced discharge coefficient with swirl than predicted by Boerner's c-d nozzle analyses. The present results are generally in better agreement with Boerner's annular nozzle predictions and with the c-d nozzle data of Farquhar [44] (quoted in [26]). Carpenter [18] has used a quasi-one-dimensional theory and found that swirl number definition \(S_{3}\), Eq. (49), correlated the reduced discharge coefficient very well for various swirl profiles. The reduced specific impulse coefficient, however, was not universally correlated using \(\mathrm{s}_{3}\). Carpenter's results are similar to those obtained here although swirl number \(S_{1}\) has been found to be somewhat superior to \(S_{3}\) in defining a universal curve for the reduced discharge coefficient. In addition, Carpenter predicts a much greater rate of decrease of \(\mathcal{C}_{D} / C_{D_{0}}\) with \(S_{3}\) than that obtained with the present method. It is to be emphasized that the time-dependent computations reported here consider the entire subsonic/transonic/supersonic regions of the nozzle and correctly treat the two-dimensional details of the nozzle geometry including the effects of the nozzle wall curvature. These aspects are

\(1\)
treated either only approximately or not at all by the analytical methods of Boerner [26] and Carpenter [18].

As a result of this study, it is concluded that fig. 46 may be employed to obtain a good estimate of the reduction in the discharge coefficient due to swirl. Figure 47 may be used with much less confidence to obtain a first approximation to the reduction in the vacuum stream thrust efficiency. The preferred approach, however, is to use the timedependent SNAP code to determine the thrust results. To use either Fig. 46 or Fig. 47, however, swirl number \(S_{1}\) must be known at the nozzle throat. In contrast, the nozzle designer is more likely to be faced with the problem of knowing the swirl level imposed at the nozzle inlet and therefore having to estimate the throat swirl number from this information. As previously mentioned, this is one of the reasons the commonly used swirl number definition \(S_{12}\) evaluated at the nozzle inlet has been used in the presentation of the results.

\section*{V. SUMMARY AND CONCLUSIONS}

The results and conclusions of this investigation of swirling nozzle flow can be summarized as follows:
(1) A time-dependent finite difference code (SNAP) for analyzing inviscid swirling flow in converging, converging-diverging, and annular/plug nozzle geometries has been developed, and computations have been performed over a range of geometries, inlet swirl angle profiles, and swirl levels.
(2) For the cases considered, reductions in discharge coefficient and vacuum stream thrust efficiency as large as \(11 \%\) and \(13 \%\), respectively, have been calculated. For a given inlet swirl number, the free vortex swirl angle profile has been found to cause the largest reductions, followed by the constant angle and forced vortex profiles.
(3) For the conventional c-d nozzle cases investigated, the specific impulse efficiency has been found to be essentially constant regardless of the swirl angle profile or swirl level. For the converging and plug nozzles, however, increased swirl resulted in reductions in specific impulse efficiency of up to \(1.3 \%\) and \(2.3 \%\), respectively.
(4) For the converging and converging-diverging geometries the major effect of swirl on the flowfield is to cause a large increase in the axial velocity near the centerline while the effect of swirl at the nozzle wall is much less pronounced. As a result, the nozzle flowfield and performance are sensitive to the tangential velocity magnitude in the vicinity of the centerline.
(5) The nozzle area contraction ratio is an important parameter affecting the flowfield and performance. For a nozzle whose throat area is much smaller than its inlet area, very strongly swirled conditions must exist at the inlet to cause significant changes from the unswirled case.
(6) For the converging and converging-diverging nozzle cases little distortion of the tangential velocity profile shapes occurs as the flow progresses through the nozzle. The magnitude of \(w\) at a particular axial station is generally inversely proportional to the wall radius in agreement with the conservation of flow angular momentum principle.
(7) Conservation checks reveal that stagnation pressure, stagnation temperature, mass flowrate, and wall angular momentum are all well conserved by the computational method.
(8) Calculations on \(41 \times 11\) and \(81 \times 21\) grids for a convergingdiverging nozzle case give nearly identical results for gross performance parameters such as \(C_{D}, \eta_{\text {vs }}\), and \(S_{i}\). However, local flowfield information, such as the Mach number, may differ by a few percent between the two computations.
(9) Experimental measurements of the stagnation pressure and swirl angle profiles across the nozzle inlet for a non-swirling and two swirling cases indicate that the flow is fairly axisymetric, although for highly swirled conditions the uniform stagnation pressure assumption may not be adequate. In these experiments a conventional c-d nozzle was located immediately downstream from a relatively short ( \(\mathrm{L} / \mathrm{D}=3\) ) dump combustor.
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1. Buckley, P.L., Craig, R.R., Davis, D.L., and Schwartzkopf, K.G., "The Design and Combustion Performance of Practical Swirlers for Integral Rocket/Ramjets," AIAA Paper No. 80-1119, 1980.
2. Binnie, A.M., "The Passage of a Perfect Fluid Through a Critical Cross-Section or Throat," Proceedings of the Royal Society, Series A, Vol. 197, 1949, pp. 545-555.
3. Mager, A., "Approximate Solution of Isentropic Swirling flow Through a Nozzle," ARS Journal, Vol. 31, Aug. 1961, pp. 1140-1148.
4. Bastress, E.K., "Interior Ballistics of Spinning Solid-Propellant Rockets," Journal of Spacecraft and Rockets, Vol. 2, No. 3, May June 1965, pp. 455-457.
5. Manda, L.J., "Spin Effects on Rocket Nozzle Performance," Journal of Spacecraft and Rockets, Vol. 3, No. 11, Nov. 1966, pp. 1695-1696.
6. King, M.K., "Comment on 'Spin Effects on Rocket Nozzle Performance'," Journal of Spacecraft and Rockets, Vol. 3, No. 12, Dec. 1966, pp. 1812-1813.
7. Manda, L.J., "Reply by Author to M. King," Journal of Spacecraft and Rockets, Vol. 3, No. 12, Dec. 1966, pp. 1813-1814.
8. King, W.S., "On Swirling Nozzle Flows," Journal of Spacecraft and Rockets, Vol. 4, No. 10, Oct. 1967, pp. 1404-1405.
9. Glick, R.L., and Kilgore, M.S., "Effect of Specific-Heat Ratio on Mass Flow for Swirling Nozzle Flow," Journal of Spacecraft and Rockets, Vol. 4, No. 8, Aug. 1967, pp. 1098-1099.
10. Lewellen, W.S., Burns, W.J., and Strickland, H.J., "Transonic Swirling Flow," AIAA Journal, Vol. 7, No. 7, July 1969, pp. 12901297.
11. Norton, D.J., Farquhar, B.W., and Hoffman, J.D., "An Analytical and Experimental Investigation of Swirling Flow in Nozzles," AIAA Journal, Vol. 7, No. 10, Oct. 1969, pp. 1992-2000.
12. Hsu, C.T., "Swirling Nozzle Flow Equations from Crocco's Relation," AIAA Journal, Vol. 9, No. 9, Sept. 1971, pp. 1866-1868.
13. Hsu, C.T., "Errata: 'Swirling Nozzle Flow Equations from Crocco's Relation'," AIAA Journal, Vol. 10, No. 3, March 1972, p. 368.
14. Hsu, C.T., "Mass Blocking of Swirling Flow in Nozzles," Journal of Spacecraft and Rockets, Vol. 8, No. 12, Dec. 1971, pp. 1232-1234.
15. Hsu, C.T., and DeJoode, A.D., "Inviscid Swirling Flows Through a Choked Nozzle," AIAA Journal, Vol. 11, No. 11, Nov. 1973, pp. 1564-1566.
16. Wolfram, W.R., and Walker, W.F., "Swirling Flow of a Dissociated Gas," ASME Journal of Fluids Engineering, Vol. 97, March 1975, pp. 122-124.
17. Carpenter, P.W., and Johannesen, N.H., "An Extension of OneDimensional Theory to Inviscid Swirling Flow through Choked Nozzles," Aeronautical Quarterly, Vol. 26, May 1975, pp. 71-87.
18. Carpenter, P.W., "A General One-Dimensional Theory of Compressible Inviscid Swirling Flows in Nozzles," Aeronautical Quarterly, Vol. 27, Aug. 1976, pp. 201-216.
19. Carpenter, P.W., "Effects of Swirl on the Subcritical Performance of Convergent Nozzles," AIAA Journal, Vol. 18, No. 5, May 1980, pp. 600-602.
20. Carpenter, P.W., "Supercritical Swirling Flows in Convergent Nozzles," AIAA Journal, Vol. 19, No. 5, May 1981, pp. 651-660.
21. Carpenter, P.W., "The Effects of Swirl on the Performance of Supercritical Convergent-Divergent Nozzles," Aeronautical Quarterly, Vol. 32, May 1981, pp. 126-152.
22. Guderley, K.G., and Tabak, D., "On the Determination of Optimum Supersonic Thrust Nozzles of Given Length for a Flow with Swirl: Theoretical Part," Aerospace Research Laboratories Report No. ARL 66-0013, Jan. 1966.
23. Guderley, K.G., and Breiter, M.C., "Approximation for Swirl Flows in the Vicinity of the Throat of a Laval Nozzle," Aerospace Research Laboratories Report No. ARL 70-0009, Jan. 1970.
24. Guderley, K.G., and Breiter, M.C., "On the Determination of Optimum Thrust Nozzles of a Given Length for a Flow with Swirl: Numerical Results," Aerospace Research Laboratories Report No. ARL 70-0161, Aug. 1970.
25. Guderley, K.G., Tabak, D., Breiter, M.C., and Bhutani, O.P., "Continuous and Discontinuous Solutions for Optimum Thrust Nozzles of Given Length," Journal of Optimization Theory and Applications, Vol. 12, Dec. 1973, pp. 588-628.
26. Boerner, C.J., Sparrow, E.M., and Scott, C.J., "Compressible Swirling Flow through Convergent-Divergent Nozzles," Wärme- and Stoffübertragung, Vol. 5, No. 2, 1972, pp. 101-115.
27. Pandolfi, M., "Transonic Swirling Flow in Axisymmetric Nozzles," Meccanica, Vol. 11, Sept. 1976, pp. 157-161.
28. Smith, R., "An Investigation of Supersonic Swirling Jets," Aeronautical Quarterly, Vol. 24, 1973, pp. 167-178.
29. Carpenter, P.W., "A Linearized Theory for Swirling Supersonic Jets and Its Application to Shock-Cell Noise," AIAA Paper No. 80-1449, July 1980.
30. Dunlap, R., "An Investigation of the Swirling Flow in a Spinning End-Burning Rocket," AIAA Journal, Vol. 7, No. 12, Dec. 1969, pp. 2293-2300.
31. Batson, J.L., and Sforzini, R.H., "Swirling Flow through a Nozzle," Journal of Spacecraft and Rockets, Vol. 7, No. 2, Feb. 1970, pp. 159-163.
32. Sforzini, R.H., and Essing, J.E., "Swirling Flow through Multiple Nozzles," Journal of Spacecraft and Rockets, Vol. 7, No. 11, Nov. 1970, pp. 1366-1369.
33. Cline, M.C., "NAP: A Computer Program for the Computation of TwoDimensional, Time-Dependent, Inviscid Nozzle Flow," Los Alamos Scientific Laboratory Report No. LA-5984, Jan. 1977.
34. Cline, M.C., "VNAP: A Computer Program for Computation of TwoDimensional, Time-Dependent, Compressible, Viscous, Internal Flow," Los Alamos Scientific Laboratory Report No. LA-7326, Nov. 1978.
35. Stiles, R.J., and Hoffman, J.D., "Analysis of Steady, Two-Dimensional Chemically Reacting Nonequilibrium Flow by an Unsteady, Asymptotically Consistent Technique, Volume I - Theoretical Development," AFWAL-TR-81-2127, vol. I, Sept. 1982.
36. Stiles, R.J., and Hoffman, J.D., "Analysis of Steady, Two-Dimensional Chemically Reacting Nonequilibrium Flow by an Unsteady, Asymptotically Consistent Technique, Volume II - Computer Program Manual," AFWAL-TR-81-2127, vol. II, Sept. 1982.
37. MacComack, R.W., "The Effect of Viscosity in Hypervelocity Impact Cratering," AIAA Paper No. 69-354, April 1969.
38. Serra, R.A., "Determination of Internal Gas flows by a Transient Numerical Tecnnia.e," AIAA Journal, Vol. 10, No. 5, May 1972, pp. 603-611.
39. Moretti, G., "A Physical Approach to the Numerical Treatment of Boundaries in Gas Dynamics," Numerical Boundary Condition Procedures, NASA Conf. Pub. 2201, Oct. 1981, pp. 73-95.
40. Dutton, J.C., "Time-Dependent Calculations of Swirling Nozzle Flow," Final Report for 1983 USAF-SCEEE Summer Faculty Research Program, Contract No. F49620-82-C-0035, Aug. 1983.
41. Beer, J.M., and Chigier, H.A., Combustion Aerodynamics, Halsted Press, New York, 1972.
42. Bresnahan, D.L., and Johns, A.L., "Cold Flow Investigation of a Low Angle Turbojet Plug Nozzle with Fixed Throat and Translating Shroud at Mach Numbers from 0 to 2.0," NASA TM X-1619, Aug. 1968.
43. Cline, M.C., "VNAP2: A Computer Program for Computation of TwoDimensional, Time-Dependent, Compressible, Turbulent flow," Los Alamos National Laboratory Report No. LA-8872, Aug. 1981.
44. Norton, D.J., Farquhar, B.W., and Hoffman, J.D., "An Analytical and Experimental Investigation of Swirling Flow in Nozzles," Report No. F-67-9, Jet Propulsion Center, Purdue University, West Lafayette, Indiana, Oct. 1967.

1983-84 USAF-SCEEE RESEARCH INITIATION PROGRAM
Sponsored by the AIR FORCE OFFICE OF SCIENTIFIC RESEARCH Conducted by the SOUTHEASTERN CENTER FOR ELECTRICAL ENGINEERING EDUCATION

FINAL REPORT
ANALYSIS OF CONUENSATION PHENOMENA FOR CONVENIIONAL HEAT PIPES

Prepared oy: Dr. Amir raghri

Academic Rank: Associate Professor

Department and
University: Mechanical Systems Engineering Department Wright State University

Research Location: Air Force Aero Propulsion Laboratory

Date: December 1934

\section*{Analysis of Condensation Phenomen for Conventional Heatpipes}

\section*{by}

\section*{ABSTRACT}

Experimental investigation conceming the locsl heatflux variation alons the condenser section of different heatpipes were undertaken to obtain better understanding of the condensation phenomenen inside heatpipes. The design consists of installing circular fins along the condenser section of double-wall, conventional and axially-grooved heatpipes. The trends for heatflux, heat transfer coefficient, and the wall teuperature were obtained and show a random behavior. In general the trend for local heat flux variaton is more uniform for axially grooved heat pipes compared to double-wall heatpipes. The experimental results show an over-all energy balance.
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\section*{Introduction}

Since the invention of heat pipes in 1963 by Grover [1] dramatic growth in the developmant and research in this area has taken plece. The majority of investigators have used a water circulating cooling jecket in experimental evaluation of the condenser performance. Using this conventional technique, no information can be obtained on local values. Other cooling systems such as droplet/forced sir evaporation or fins mere used with heat pipes, but no cooling rate in the condenser wes measured. A new technique was devaloped very recently [2] to experimentally meagure local heat flux along the condenser section of a heat pipe. This dasign consists of installing circular fins alone the condenser section of a double wall heat pipe. There have been numarous experimental and theoretical studes [3] concecning the effect of non condensible gases on the condensation phenomena of heat pipes. In genaral. experimental observation which indicates the effect of non condensible gases on the local variation of heat flux are lackins. This information is vory important, because one purposefully introduces a non condensible gas into the heat pipe for the control of the tomperature. In the early stse of heat pipe development. Musselt theory [5] was used to describe the condensation phenomena in heat pipes. Because of the liquid flow in the conventional wick (porous media) or axially grooved wicks, as well as its interaction with the ges flow, the above model is too simplified to be used considerins the fact that the heat pipe is also a closed systom. Soban and Fashri [6] considered the laminar reflux condensation in a closed two phese thermoyphon (sravity assisted wicklese heat pipe) for both constant wall tempecature and constant heat flux at the wall by accounting for
the shear strese at the interface due to vapor friction and suction. Theoretical prediction was compared with experimental prediction and shows a good agreement. Unfortunctely theoretical prediction for turbulent flow does not exist for closed systens. The theory of condensation was also extended for axially grooved heat pipes [7,8,9]. In axially grooved heat pipe analysis, the following assumptions were made:
a. Zero-gravity condition.
b. Vapor mainly condenses in the land area between the grooves where
the liquid film thickness is lowest.
c. Liquid condensed is sucked into srooves by capillery setion and then flows along the groove to the evaporator section. In both the gravity assisted wickless heat pipe and the axially grooved heat pipes the results were compared with overall heat transfer coefficients which were obtained by a cooling jacket.

The problem of heat pipes with porous wick with an annular liquid flow between the wick and the solid pipe wall was considered by \(H\). Hang-Bo and W.E. Hilding [20]. Hot only ace the assumptions made in solving the probleas not true, but because of the annular liquid flow and reduction of totel resistance, it is not of practical interest. An effort is now underway to analyze and make a parametric atudy of the condensation phenomena in the condenser section of conventional heat pipe accounting for the porous media etructure as well as the variation of the contact angle alons the axial direction.

It is interesting to note that for axially grooved heat pipes the liquid thickness is decrasing along the axial direction toward the end of the condenser. Therefore the heat \(f\) lux, or heat transfer, hes an
increasins effect in the sane direction. The trend is completely the opposite for conventioncl heat pipes because the resistance thickness is fixed by the thickness of the wick; however, the effective thermal conductivity is decreasing toward the end of the condenser.
2.A. Previous experimental investigation by the author sumer 1983. Introduction

A new, simple technique was developed by the author for the prediction of the axial variation of local heat flux along the condenser section of a double-wall artery high capacity heat pipe. This work wes performed by the author wile he was workins as a visiting scientist at the Thermi Enersy Lab, Aero Propulsion Lab, Wright Patterson AFB, in the eummer of 1983 for ten weoks. The work was presented at the Fifth International Heat Pipe Conference in Japan (2) and will be duplicated in part here for completion of this report.
2.8. Experiments

The heat pipe experimental set-up consists of three main components. These ace the heat pipe itself, the power supply and monitoring equipment, and the instrumentation and data collection devices. The basic setup is the same that coported by R. Ponnappan and E.T. Mahefkey [4]. The only difference is in the design and instrumentation of the condenser section.

This double-wall artery high capacity heat pipe incorporstes two concentric copper tubes. The inner tube has exial external grooves. the outer tube has internal circumferential grooves, and finally, there is an interannular screanmesh wick. The pipe ltself is 1.2 long with an 0.2 mevaporator and condenser section.

Since the overall experimental objective was to investigat the behevior of the local heat transfer coefficient along the condenser section. we had to design a completely new instrumentation package to manare the local heat Elux. This consists of circular fins clamped to the heat pipe and instcumented to meamure the tempersture gradient along the radius at the base of the \(f\) in. This desisn is shown in Pigures 1 and 2. The heat flux for each fin was calculated using
\[
q_{x}=\left.x \frac{d T}{d r}\right|_{r}=r_{i}
\]
where \(K\) is the thermal conductivity, and \(\left.\frac{d T}{d r}\right|_{r=r}\) is the temperature gradient at the base of the fin. This temperature gradient was also obtained analytically for a constant well temperature. It was shown that this temperature gradient was linear up to 0.1 inches from the base of the \(f\) in for most metals and boundary conditions considered.


Pigure 1. Fin orientation on pipe


Figure 2. Condenser Section orientation

Anslytical remults for the temperature distribution, fin effectiveness and fin efficiency mere obtained for a circular fin for constant wall temperature at the base of the fin. The applicable differential equation with the appropriate boundary conditions for this case are the following
\[
\begin{aligned}
& \frac{d^{2} T}{d r^{2}}+\frac{1}{r} \frac{d T}{d r}-\frac{2 h}{K E}\left(T-T_{\infty}\right)=0 \\
& r=r_{i} \quad r=T_{0} \\
& r=r_{0} \quad \frac{d T}{d r}=0
\end{aligned}
\]

The result of the above analysis for constant heat transfer coefficients \(h\), was only used for the purpose of design analysis to find the best appropriate \(f\) in dimensions and material.

There were several advantages to this design. First was the relative simpliciy to manufacture the fins. Second was the ability to measure an actual local heat flux. Energy balance is the only method of checking the validity of the data. In other words, the power entering the evaporation section should be equal to the sum of the heat soing out of each fin. It was also shown theoretically, using \(f\) in effectiveness, that the amount of power loss through the part which is not covered with \(f\) in was neslisible.

For design analysis, we considered an overall transport capacity limit of 1500 W-m for the present heat pipe which wes used for our investigaiton. Besed on design limitation and the fin efficiency calcultions, we decided to use aluminum fins, . 125 inches thick and 3.0 inches in radius. This radius is defined as the distance between the pipe wall and the tip of the fin. We also assumed that the effects of the steel clamp at the edge of the fin wes negligible.

A Dynatech Kodel 316 TIG welder was used for obtaining uniform beads from 0.005 inch ( 36 fine gage), type J, thecmocouple wires. This method brought the ability to keep the wire insulation right up to the bead to prevent extre junctions between the wires themselves or between
the wires and the fin. Each fin was drilled with 0.0225 inch holes. One was at 0.1 inch and 0.0625 inches deep. The second hole wes drilled through the side of the \(f\) in to the well of the heat pipe. The thermocouples mere dipped in slyptal to provide extra insulation to prevant extra functions. These were then held in place using Dow Corning silastic Silicon Rubber. Finally. Dow Corning 340 heat ink material was used between the \(f\) in and the pipe to improve thernal contact.
2.C. Results and Discussion

Figures 3, 4, and 5 show the wall temprature profile for 8, 15 and 13 fins respectively. Each of these graphs show a concave shape with Figure 6 showing this phenomenon most clearly. This is probably due to the better thermal contact afforded by using the aluminus putty as the interstitial material.

In the book, Heat Pipes by Dunn and Reay [5]. they list seversl different failure modes of a hat pipe. In certain of these failure modes it is mentioned that stagnant water in the end of the condenser section serves as an insulation blanket resulting in cooler well teaparatures and lower heat flux in the condenser. Based on this observation and the profile in Figure 5, it is hypothesized that the higher wall temperstures at the end of the condenser section were due to lower water levels in that end of the condenser section. In other words, the end of the condenser section is not being optimally used.


Figure 3. Wall Temperature profile in Condenser Section, 8 fins


Figure 4. Wall Temperature Profile in Condenser Section, 15 fins


Figure 5. Wall Temperature Profile in Condenser Section, 23 fins.
If this was true, a negative tilt angle test, where the condenser section is lower than the evaporetor secion, should force water to stay in that region of the condenser. This is because the capillary pressure in the wick has to fight againgt sravity to return the water back to the evaporator section. Then the additional water in the end of the condenser should bring these end temperstures down and slighty raise the temperatures at the besinning of the condenser. The results of this experiment are shown in figure 6 for 250 W and 400 W . The results were exactly as predicted.


Figure 6. Wall Temperature Profile in Condenser Section, 13 fins, \(-2^{\circ}\) tilt


Figure 7. Hall Temperature Profile in Condenser Section, 13 fins, \(+2^{\circ}\) tilt.

\begin{abstract}
A positive tilt experiment wes elso perfored th \(+2^{\circ} t i l t\). The wall temperature profile is ahown in Figure 7. The positive tilt had the affect of leveling out the temperature profile, however, you can still observe the concave behavior prevalent in the other tests.

The most important general trend is axial variaiton of local heat flux. Heat flux variation is shown for 8 fins, 15 fins, and 13 fins for various power settings in Figures 8, 9, and 10 reapectively. Fron these graphs it can be seen that there is general trend from high value to low value of the heat flux. There is about a 10 percent drop in heat flux at the end of the condenser section compared to that at the besinning of the section. This seeme to be valuable conclusion since it existed for each power setting and shows a basic characteristic of the condenser section for this cooling method. In addition the heat transfer coefficient
\end{abstract}


Figure 8. Local Heat Flux Variation in Condenser Section, 8 fins.
along the condenser length showed proportional reault to the heat flux. It should also be noted that the total heat lose calculated from all the fine are within 10 percent of the energy input in the evaporator. THis enersy balance was shown for eisht, fifteen, and thirteen fins.

The reaults of the negative tilt tests for the variation of the locel heat \(f l u x\) alons with condenser section is shown in Figure 11 for 250w and 400W. The 400 W curve is much steeper then tho 250 W curve as would be expected. The heat flux follows the same general trend as the wall temperature profile shown in Figure 6. The positive tilt test results showing the local heat flux varistion is shown in Figure 12. Wote once again for the positive tilt the leveling affect thet corresponds to the trend in the wall temperatre shown in Figure 7.


Figure 9. Local Heat Flux Variation in Condenser Section, 15 flne


Figure 10. Local Heat Flux Variation in Condenser Section, 13 fins


Figure 11. Locel Heat Flux Variation in Condenser Section, 13 fins, -2* tilt


Figure 12. Local Heat Flux Variation in Condenser Secton, 13 fine. \(+2^{\circ}\) tilt
3.

Previous experimental investigation by the author sumear of 2984
3.A. Experimental design, setup and per. utmance

Four different heat pipes mere deaigned and built in order to test and compare the result of local variation of heat \(f\) lux along the condenser section. Theses heat pipes are conventionel heet pipes with screen-mesh wick, axially grooved heat pipe and two gravity assisted wickless heat pipes. The major part for the sumer of 1984 was spent in designing the heat pipes, base construction and levoling of the heat pipes, calibration of therwcouples and the both boards of the Fluke 2280A, calibration of measuring equipment for power and building the heating parts for the evaporation secton of the heat pipes.

The heat pipes were made of copper, were 1.2 long with .2 m ovaporation and condenser sections. Eighteen circular fins of aluminum were press fitted according to Figure 13. The heat flux and heat transfer coefficient for each fin was calculated using

\section*{Installation of thermocouples}


Every thermocouples in Sins are installed by using alumiaum putty after 0.5 mm drilled. The others are just used aluminum putty.

\[
\begin{aligned}
& q_{x}=k \frac{T_{w a l l}-T_{u}}{U_{r}} \\
& h=\frac{q_{x}}{T_{w a l l} I_{z e t}}
\end{aligned}
\]

Where Twall is the wall temperature of the pipe, \(t_{u}\) is the temperature at \(.1^{\circ}\) from the base of a fin along the redial direction of the fin, \(T_{\text {gat }}\) is the vepor temperature inside the heat pipe and \(\Delta r=.1 "\). Four thermocouples were installed in each fin to analyze the effect of heat flux circumferentially.

For design analysis, we considered an overall capacity limit of 1200 W -n for all the heat pipes. Since all of the analysis used to evaluate the heat \(f\) lux were based on the assumption of one dimensional flow. This was obviously very important criteria. Physically, the longer the fin is relative to the width, the more accurate this assumption will be. On the other hand, however, there are practical considerations such as buckling limits and thermoangle attachments.

Based on these considerations and fin efficiency calculation, we decided to use aluminum fins 3 mm thick at 76 m in radius. This radius is defined as the distance betwaen the pipe wall and the tip of the fin. All pipes have an approximate outside diameter of 25 mm .

Experimental setup meh as leveling, ineulation, calibration etc. are siven in the interim report. The experimental procedure, however, should be included here. The basic idea was to obtain steady state data for each pipe at power input ranges from \(100-1000\) watts. Steady state conditions were determined by negilsible temperature change over a 40 minute period; commonly, it took \(21 / 2\) hrs to reach steady conditions. Data was taken on a 40 channel Fluke DVE(2280A). The
first few teste, w choose to record only one thermocouple pair per of \(f i n\), on 1118 fins, but due to the seater encountered, we later decided to record both TC pairs on every other \(f\) in, and average their results. In addition the vapor core temperature wea measured at two locations, 50 and 100 m from the condenser and. The adiabstic section well temperature was recorded at two locations. The evaporation wall temperature was masured with therwocouples embedicd in the cerale case surrounding the heating coils. These meamurements lead to unexpectedly large differences in the evapor stion wall temperature, and a large axial scetter in the evaporation section. The reading of the evaporator section thermocouples were deened unceliable due to thair close and variable proximity to the heating coile. The power apply is a staco 5020-P variac, with output of \(0-240\) volts and \(0-28\) amps. The wett meter and ameter are Weston Mircor Meters and the voltage is mensured by Koithly disital multimoter. The overall energy belance was made by celculating heat per fin, as mentioned above, using an average \(\frac{d T}{d x}\) for every fin when possible, then lineacly interpolatins across unmeasured fins, and taking the resulting sun over all fins. This total was of course, cospared with the input power.

\section*{3.B. Result and Discussion}

Up to now, seven experisental tests were performed only with the axially grooved heat plpes. The first five tests were done on low power inputs and the lest two at high power. Unfortunately, some amount of gas was discovered in the lest two teste. This was obeerved by the eanll differences betwoen the two temperetures in the vapor core of the condenser section.


Fialsi 2,51
ENA OF Pips



The wall tempersture distributions alons the condenser section of axially grooved heat pipe is shown in Figure (14) and (15) for all the tests. Exiatance of sone gas in the heat pipe can be seen from the vall temperature distribution. The variation of heat flux is show in Figure ( 16 ) for the sase tests. The following conclusions can be made concerning these tests.
1. Gas did leak into the systen betmeen test 5 and 6 , as shown by the temperature distribution.
2. The energy balance error is a maximin of \(20 \%\).
3. Heat flux show some random scatter. This scatter is mininized by using thermocouples per fin and averaging.
4. Heat flux and heat transfer coefficient are generally higher for the upper half of the fin.
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\begin{abstract}
The U.S. Air Force is developing an integrated commications, navigation, and identification avionics system known as ICNIA for use in tactical aircraft. Designers of ICNIA as well as the Air Force need to be informed of the rellability of proposed designs. Hence, the Air Force contracted The Analytic Sciences Corporation (TASC) to develop a model of ICNIA and to develop alogithms for determining various system performance measures such as the system reliability. TASC developed the ICNIA model and developed MIREM which analyzes ICNIA. Unfortunately, due to the complexity of ICNIA, the developers of MIREM were forced to incorporate several approximations in MIREM. In Foley (1983), we showed that these approximations may grossly overestimate the system reliability in some simple examples. Their accuracy on realistic examples is unknown.

We have developed and implemented two algorithms for analyzing ICNTA. The algorithms do not use any approximations and are computationally feasible on realistic sized examples. It is recommended that MIREM be modified to use the algorithms described in this paper.
\end{abstract}



Overview. The U.S. Air Force is developing an integrated communication, navigation, and identification avionics ( \(=\) aviation electronics) system known as the ICNLA satem for use in tactical aircraft. Design work is currently being done at both ITT and TRW. Designers of ICNIA as well as the Air Force need to know the reliability of proposed designs. Hence, the Air Force contracted The Analytic Sciences Corporation (TASC) to develop a model of the ICNIA system and to develop algorithms for computing various performance measure such as the system reliability.

TASC developed a model of ICNIA and a computer package MIREM which computes various performance measures. Unfortunately due to the complexity of ICNIA, the direct ways of analyzing ICNIA were computationally impossible. Hence, the designers of ICNIA were forced to incorporate several approximations in MIREM to reduce the amount of computation to reasonable level. In Foley (1983), we showed that chese approxinations may grossly overestimate the system reliability in some simple examples. Their accuracy on realistic examples is unknown. By realistic examples, we mean the systems being developed at ITT and TRW.

We have developed two algorithms for analyzing ICNIA neither of which uses approximations. The algorithms have been implemented and tested on several examples including the ITT and the TRW designs. The design details of the ITT and TRW systems are propietary information and cannot be disclosed in this document. The algorithms required little computational effort even on realistic examples. In fact, the computational effort was so small that we always used WATFIV and the "// Yuickie job card" for small batch jobs of less chan 20 seconds.

Reader's Guide. In the remainder of this section, we briefiy describe the performance measures of interest, our results, and our recomendations. We urge the reader to look over these topics before jumping ahead. Section 2 describe the ICNIA model in detail. Readers who are familiar with the ICNIA model may choose to skin or skip Section 2. Readers who wish to know none of the details of ICNIA should skip to Section 6, the Summary.

We cannot take credit for the rodel described in Section 2. TASC devoted an enormous amount of time poring over blueprints and discussing the problem with the U.S. Air Force, TRW, and ITT in developing the model. We merely describe the model for the reader's convenience. Sections 3 and 4 are the heart of this document. They describe the mathematical basis for our Algorithms I and II. Readers who wish to take mathematics on faith may jump to Section 5 in which we report our computational results on variety of examples. Section 6 contains a sumary and suggests further research topics.

There is little literature devoted to the reliability of ICNIA. Veatch, Calvo, and Myers (1983) and Veatch (1983) describe the ICNIA model and the mathematical basis of MIREM. Foley (1983) describes some of the assumptions of the ICNIA model, points out the difficulties with MIREM's approximations, describes an approach to the rission-phasing problem which will be described later, and makes some initial suggestions for improving the algorithms analyzing ICNIA.

Performance Measures of Interest. There are three basic performance measures: the system rellability, the mean time until system failure, and a measure of the fault tolerance of the system. We assume that the ICNIA system is initially in perfect working condition. During the course of a mission various components may fail until eventually the ICNIA systen is unable to
perforn its tasks satisfactorily. Let \(T\) be the length of time that ICNIA is working. The designers of ICNIA and the Air Force wish to be able co compute the systen reliability
\[
\begin{equation*}
R(t)=P\{I>t\} \tag{1.1}
\end{equation*}
\]
\(R(t)\) gives the probability that the ICNLA system performs satisfactorily on a mission of length \(t\) hours. It would be nice if a closed form expression for the function \(R(t)\) could be found. Unfortunately that seems irapossible. The best that can be done seems to be to have a computer program which given the ICNIA system specification and the length of the mission \(t\), computes a single number \(R(t)\).

The next performance measure of interest is the mean time until the ICHIA system fails
\[
\begin{equation*}
\mathrm{E}[\mathrm{~T}] \cdot \tag{1.2}
\end{equation*}
\]

Since
\[
\begin{equation*}
E[T]=\int_{0}^{\infty} R(t) d t, \tag{1.3}
\end{equation*}
\]
the reliability function \(R(t)\) determines \(E[T]\). However, since we do not have a closed form expression for \(R(t)\), we are forced to numerically integrate the r.h.s. of ( 1.3 ) over \([0, \infty\) ) which is difficult especially without qualitative knowledge of the behavior of \(R(t)\) for large \(t\). Thus, we would prefer to avoid numerically integrating the \(r\).h.s. of (l.3) if possible.

A third performance measure of interest known as the failure resiliency attempts to capture the amount of fault tolerance of the system. The ICNIA system is intelligent enougn to detect failures of components and reconfigure itself in order to continue performing required tasks. The failure resiliency is defined as the mean time uncil system failure \(E[T]\) divided by the mean time
until the first component failure. Large failure resilicency values are supposed to correspond to systems. with more fault tolerance. However, the failure resilience does not really capture the fault tolerance. For example, one could add superfluous components which would decrease the mean time until the first component failure without affecting the time until system failure reaulting in an increased failure resiliency. A better measure of fault-tolerance which we call the modified failure resilience and defined roughly as the mean time until system failure divided by the mean time until systen failure without allowing ICNIA to detect errors and reconfigure itself. We will define it more precisely later.

Results. We have developed and implemented two Algorithas, I and II, which analyze an ICNIA model. Algorithm I requires as input the specifications of the ICNIA system and the length of the mission \(t\). The algorithm determines the exact system reliability \(R(t)\) without using approxinations. The only source of error is computer round-off error.

Algorithm II requires as input only the specifications of the ICNIA system. Algorithm II detemines two functions \(a\left({ }^{(\cdot)}\right.\) and \(b\left({ }^{()}\right.\)such that for every t
\[
a(t) \leqslant R(t) \leqslant b(t) \text {. }
\]

Algorithm II also determines two number \(u\) and \(v\) such that \(u \leqslant E[T]<v\).

Thus we have upper and lower bounds for the system reliability function \(R(t)\) and for the mean time until system failure E[T]. In practice the upper and lower bounds have been extremely close to each other. In addition, the functions \(a(t)\) and \(b(t)\) are siaple closed fort equations which can be evaluated on a hand-held calculator.

Both algorithms have been implemented and used on a variety of examples including the ITT and TRW architectures. In all cases, the algorithms have required little computational effort.

Recommendations. MIREM should be modified to use Algorithms I and II in analyzing ICNIA models. In addition, instead of computing the failure resiliency MIREM should compute the modified failure resiliency.

\section*{2. Model Description}

We give a top-down description of the ICNLA model. At the top level ICNLA is a black box which performs all of the navigation, identification, and comanication avionics functions. A subset of these functions is designated as the set of critical functions. The ICNLA system attempts to support all of the critical functions for as long as possible. The time at which ICNIA can no longer support all of the critical functions is the time at which ICNIA falls and is denoted by \(T\). The set of critical functions may change from one mission to another or even within the different phases of a single mission. However, we will assume in this paper that the set of critical functions does not change during a mission, i.e., single-phase mission. Multi-phase aission can be analyzed as described in Foley (1983) once single phase missions can be analyzed.

At the next level, we divide the ICNIA system into s stages as shown in Figure 2.1. The critical functions must be supported at each stage in order for ICNIA to be working.

Each stage consists of either a gingle chain or a parallel chain as shown in Figures 2.2a and 2.2b. In a parallel chain, each critical function is assigned to either the upper or lower chain. In a single chain, all critical functions are assigned to the only chain in that stage. Thus, each critical function is routed through ICNIA. At each parallel stage, there are \(2^{C}\) ways of allocating where \(c\) is the number of critical functions. There are \(2^{c^{n}}\) ways of allocating functions through ICNLA where \(n\) is the number of parallel chain stages.

Each chain contains several pools. A pool contains several components of the same type. We assume that each pool in a parallel chain has a


Figure 2.1. The stages of ICNIA.
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corresponding pool in the other chain which contains components of the same type but not necessarily the same number. In reality, there may not be a corresponding pool containing components of the same type. In this case, we assume that there is, but it is empty.

The components are the basic resources required by the critical functions. Each critical function has some requirement, possibly zero, for each of the types of components. Pools are classified into several different types depending on how the functions compete for the components in that pool. A contending pool is a pool in which the pool must have sufficient working components to satisfy the sum of all the requirements for that component by all of the critical functions assigned to that chain. Thus, if there are two critical functions assigned to that chain and one needs 3 units of a particular type of component and the other needs 4.7 units of that component, there needs to be at least 8 working components to satisfy the demand of the two critical functions. The opposite of a contending pool is a non-contending pool in which the critical functions can use the same components in a pool without interference. Thus, if we have the same example with only two critical functions, one requiring 3 and the other 4.7 units of a particular component, there only needs to be five working components. Thus, with non-contending pools, there only needs to be a sufficient number of components to meet the demand of the critical function placing the highest demand on the pool.

In a parallel chain, some of the corresponding pairs of pools may be physically linked to each other, e.g., through a data bus, such that critical functions allocated to one of the parallel chains can use the corponents in the corresponding pool in the other chain. Pools physically iinked in this
fashion are called sharing pools. In theory, there could either be sharing, contending pools and sharing, non-contending pools. In practice, we have only encountered sharing, contending pools.

The last pool type has to do with the power supply. Each chain has a power supply and if the power supply fails, none of the components in phat chain can be used. The power supply is treated as a non-contending pool containing a single component, and every critical function allocated to that chain needs one urit of power supply. We have to be especially careful of the sharing pools. A critical function allocated co one chain in a parallel chain can use components in sharing pools in the other parallel chain only so long as the power supply is working in the other parallel chain. Thus, in order for any critical function to take advantage of the sharing feature, both power supplies in the patallel chains must be working.

Now we can classify the four pool types in ICNiA
C - contending, but not sharing

N - non-contending, excluding the power supply
\(S\) - sharing, contending pools
F - the power supply.
Since we have not encountered sharing, non-contending pools, we have not bothered to include them.

We assume that all of the components are initially working. The components have independent, exponentially distributed lifetimes. All of the components within a pool have identically distributed lifetimes. To describe the system, we need to know the number of gtages, whether each stage is a single or parallel chain, the number of pools (or pairs of pools in parallel chains), the number of components in each pool, the parameter for the
distribution of the lifetimes in each pool, the type of each pool, the number of critical functions, the requirements of each critical function from each pool or (pair of pools in parallel chains), any any special restrictins on the allocation of functions in parallel chains. That is, there may be special restrictions requiring a particular critical function to be allocated through a particular chain of a parallel chain.

\section*{3. Algorithm I}

The goal of this section is to develop a computationally feasible algoritha for deteraining the reliability of the model described in Section 2 . To give a rough idea of the size of the problem, Realistic examples right have 50 to 100 pools and anywhere from 4 to 8 critical functions. With 8 critical functions, there are \(2^{8}=1024\) ways of allocating the critical functions in each parallel chain stage.

The first step in analyzing the system is to note that each stage can be analyzed separately. Since each of the stages behave independently, the reliability of the syster is the product of the rellabilities at each stage.

Single-chain stage. The reliability of a single-chain stage can be computed without too much difficulty as follows. Assume that stage is a single-chain stage. Let \(R_{1}(t)\) denote the reliability of stage \(i\), \(n\) the number of pools in stage \(i\), \(c\) the number of critical functions, and \(r_{j k}\) the requirement on pool \(j\) by critical function \(k\). The total demand \(d_{j}\) on pool \(j\) is
\[
d_{j}=\left\{\begin{array}{l}
{\left[\begin{array}{ll}
\sum_{k=1}^{c} & r_{j k}
\end{array}\right] \text { for type C pools, }} \\
\left\lceil\max _{1 \leqslant k \leqslant c}\left\{r_{j k}\right\}\right\rceil \text { for type } N \text { or } F \text { pools, }
\end{array}\right.
\]
where \(\lceil x\rceil\) denotes the least integer greater than or equal to \(x\). In a singlechain pool, there are no type \(S\) pools. Let \(N_{j}(t)\) denote the number of working components in pool \(j\) and \(1 / \lambda_{j}\) the mean lifetime of each component in pool \(j\). Note that \(N_{j}(0)\) is the number of components in pool j . Then
\[
P\left\{N_{j}(t)=k\right\}=\binom{N_{j}(0)}{k}\left(e^{-\lambda_{j} t}\right)^{k}\left(1-e^{-\lambda_{j} t}\right)^{N_{j}(0)-k}
\]
and
\[
R_{i}(t)=\prod_{j=1}^{n} P\left(N_{j}(t) \geqslant d_{j}\right\}
\]

Parallel chain stage. Parallel chain stages are substantially more complicated than single-chain stages. Assume that is a parallel chain stage and that there are c critical functions. Then there are \(2^{c}\) possible allocations of the critical functions since each function can be assigned either to the upper or lower parallel chain stages. A feasible allocation is an allocation that satisfies all of the constraints at each of the pools and any special restrictions. The allocations create dependencies among the pairs of pools. A particular allocation might appear to be feasible when considering only one pool but turn out to be infeasible after considering another. A feasible allocation must simultaneously satisfy the constraints at each pair of pools. Let \(A_{k}\) denote the event that allocation \(k\) is feasible. Then in Foley (1983), the reliability of stage 1 was expressed as
\[
\begin{equation*}
R_{1}(t)=P\left(A_{1} \text { or } A_{2} \text { or } \cdots \text { or } A_{2} c\right) \tag{3.1}
\end{equation*}
\]
where \(2^{\text {c }}\) is the number of allocations. Equation (3.1) was rewritten as
\[
\begin{align*}
R_{1}(t)= & P\left(A_{1}\right)+P\left(A_{2}\right)+\cdots+P\left(A_{a}\right) \\
& -P\left(A_{1} A_{2}\right)-P\left(A_{1} A_{3}\right) \cdots+P\left(A_{a-1} A_{a}\right) \\
& +P\left(A_{1} A_{2} A_{3}\right)+\cdots+P\left(A_{a-2} A_{a-1}, A_{a}\right) \\
& \vdots  \tag{3.2}\\
& \cdot \\
& +(-1)^{a+1} P\left(A_{1} A_{2} \cdots A_{a}\right)
\end{align*}
\]
where \(a=2^{c}\). Each one of the terms in (3.2) can be evaluated with roughly the same amount of work as analyzing a single-chain stage. Unfortunately, the
number of terms on the r.h.s of (3.2) is \(2^{a}=2^{2^{C}}\) where \(c\) is the number of cricical functions. Since \(c\) might vary from 4 to 8 , the amount of work evaluating the r.h.s. of (3.2) may vary substantially as can be seen from Table 3.1
\begin{tabular}{|c|c|c|}
\hline c & \(2^{\text {c }}\) & \(2^{2}{ }^{\text {c }}\) \\
\hline 4 & 16 & 65,536 \\
\hline 5 & 32 & 4,294,967,296 \\
\hline 6 & 64 & - \(1.8 \times 10^{9}\) \\
\hline 7 & 128 & \(-3.4 \times 10^{38}\) \\
\hline 8 & 256 & - \(1.1 \times 10^{77}\) \\
\hline
\end{tabular}

Table 3.1. \(2^{2}\) is the number of cerms on the r.h.s. of (3.2).
Clearly, evaluating the r.h.s. of (3.2) becomes doubtful very quickly.
It was hoped that (3.2) might be computed cutting down on the number of terms in realigtic examples through using only feasible allocations instead of all possible allocations, through truncating (3.2) after an entire row is zero, or through truncating (3.2) in order to obtain bounds on the reliability. These measures proved unnecessary since a rather simple measure, to be described shortly, dramatically reduced the number of terms.

To analyze this parallel chain stage 1 , we will first eliminate a couple of easy cases. If both power supplies are down, stage is down. If one power supply is up and the other is down, the chain with the working power supply can be treated as a single chain stage. Note that none of the sharing pools in the other chain can be used, and all of the critical functions must be allocated to the chain with the working power supply. In the remainder of
this section, we assume that and use an asterisk to emphasize that \(R_{i}^{*}(t)\) is the reliability of stage conditional on both power supplies working.

Let \(n_{s}\) denote the number of sharing pools in stage 1 . The demand on the jth pair of sharing pool is
\[
d_{j}^{s}=\left\lceil\sum_{k=1}^{c} \quad r \quad{ }_{j k}\right\rceil
\]
where \(\lceil x\rceil\) denotes the least integer greater than or equal to \(x\) and \(r_{j k}\) the requirement on pool-pait \(f\) by critical function \(k\). Let \(N_{j}^{s}(t)\) denote the cotal number of working components, upper plus lower, in the jth pair of sharing pools. Then
\[
P\left\{N_{j}^{s}(t)=\ell\right\}=\binom{N_{j}(0)}{\ell}\left(e^{-\lambda_{j} t}\right)^{\ell}\left(1-e^{-\lambda_{j} t}\right)^{N_{j}(0)-\ell}
\]
and
\[
\begin{gather*}
R_{j}^{*}(t)=\left[\prod_{j=1}^{n_{s}} P\left\{N_{j}^{s}(t) \geqslant d_{j}^{s}\right\}\right] P\{a \text { feasible allocation exists on the contending } \\
\text { and non-contending pools }\} \text {. } \tag{3.3}
\end{gather*}
\]

Thus we need to determine the \(P\) fa feasible allocation exists on the contending and non-contending pools\}. Let us redefine \(A_{k}\) as the event that the \(k t h\) allocation is feasible on for the contending and non-contending pools. Let \(d_{j}^{u}(k)\) denote the demand on the upper pool of pool-pair \(j\) under allocation \(k\). We have
where \(r_{j m}^{u}\) is the demand on the upper pool of pool-pair \(j\) by the moth critical function. Similarly on the lower pool

Now,
P fa feasible allocation exists on the contending and non-contending
\[
\begin{equation*}
\text { pools }=P\left(A_{1} \text { or } A_{2} \text { or••or } A_{2} c^{)}\right. \tag{3.4}
\end{equation*}
\]
which can be expanded as in (3.2): Terms such as \(P\left(A_{k}\right)\) can be computed
\[
\begin{equation*}
P\left(A_{k}\right)=\prod_{j=1}^{n_{c}+n}\left[P\left\{N_{j}^{u}(t)>d_{j}^{u}(k)\right\} P\left(N_{j}^{\ell}(t)>d_{j}^{\ell}(k)\right\}\right] \tag{3.5}
\end{equation*}
\]
where \(n_{c+n}\) is the number of contending and non-contending pools. More complicated terms are computed as
where \(V\) denotes "maximum of".

Thus, in principal, we can determine the system reliability using the above approach but we have not yet eliminated the problem of too many terms to evaluate. The problem occurs only when trying to evaluate the r.h.s. of (3.4) using the expansion shown in (3.2). Again, since the number of allocation is \(2^{c}\), the total number of terms to be evaluated is \(2^{c}\) where \(c\) is the number of critical functions. The number of allocations can be reduced by noting that two allocations may result in the same demands on the contending and noncontending pools. That is, two events \(A_{k_{1}}\) and \(A_{k_{2}}\) are substantively identical if for every contending or non-contending pool \(J\) in the parallel chain
\[
d_{j}^{u}\left(k_{1}\right)=d_{j}^{u}\left(k_{2}\right) \text { and } d_{j}^{\ell}\left(k_{l}\right)=d_{j}^{l}\left(k_{2}\right) .
\]

If two allocations are substantively identical, one of the allocations can be eliminated from the r.h.s. of (3.4). This rather simple observation dramatically reduced the allocations that need to be considered. On the realistic examples with 6 cricical functions, the number of allocations was reduced from \(2^{6}=64\) to anywhere between 3 and 8 . This reduces the number of terms that need to be evaluated from \(2^{2} \cong 1.8 \times 10^{19}\) to anywhere between \(2^{3}=8\) and \(2^{8}=256\). Thus, elisinating substantively identical allocations from the r.h.s. of (3.4) reduces the number of terms that needs to be computed from an unreasonable level to a relatively small number which can be computed without much difficulty.

A rough sketch of Algorithm I. In order to implement the alogorithm, one needs to know the substantively different allocations. The easiest way is to simply build a small data structure which will contain the demands \(d_{j}^{u}(k)\) and \(d_{j}^{\ell}(k)\) on the contending and non-contending pools of the substantively different allocations. To build the data structure, loop through all possible allocations. With each allocation check if it is substantively identical to an allocation already in the data structure. If it is, throw it away; if it isn't, insert it in the data structure. Conveniently, the substantively different allocations do not depend on the number of components in a pool or the rellability of the components in a pool. Thus the data structure does not need to be modified if the number of components in a pool or the reliability of the components is changed. In addition, if the algorithm is capable of computing the rellability a particular system, the algorithm should still be able to compute the reliability after changing the rellability of the components of the number of components in various pools since this has very little effect on the computational effort. The sall number of substantively
different allocations has other implications which will be discussed in the Suanery.

A rough sketch of the Algoritha is:
For 1 - 1 to stages;
If stage is is a single chain stage then compute
\(R_{1}(t)\) as described in the beginning of this section;
If stage \(1 s\) a parallel chain stage then
Begin break it into 4 cases depending on the states of the 2 power supplies; Compute the rellability in 3 of the 4 cases easily; In the fourth case (both power supplies are up) build the data structure; determine the reliability of the sharing pools; compute the reliability of the contending and non-contending pools; compute the reliability of the fourth case as the product of the reliability of the sharing pools with the contending and non-contending pools; compute the reliability of the parallel stage as the weighted sum of the rellabilities of the 4 cases;

End;
Endloop;
Compute the system reliability as the product of the stage reliabilities.
Algorithm I has been implemented and has computed the reliability in all of the examples as described in Section 4.

\section*{4. Algorithm II}

Algorith II was initially developed since we thought that Algorithm \(L\) would prove to be computationally infeasible on some realistic problems. Even though Algoritha I has proved to be computationally feasible on all problems attempted so far, Algorithm II is still useful and, in fact, may be the more valuable of the two.

Algorithm II requires as input the description of the ICNIA model. It does not require the length of the wission \(t\). It produces two functions \(a\left({ }^{*}\right)\) and \(b(\cdot)\) such that for all \(t \geqslant 0\)
\[
a(t) \leqslant R(t)<b(t)
\]
and two numbers \(u, v\) such that
\[
u \leqslant E[T] \leqslant V
\]

That is, it produces upper and lower bounds on the reliability function of the system and on the mean liferime of the system. More specifically, there exists two sequences of functions \(a_{1}, a_{2}, \cdots, b_{1}, b_{2}, \cdots\) such that
\[
a_{1}(t) \leqslant a_{2}(t) \leqslant R(t) \leqslant b_{2}(t) \leqslant b_{1}(t)
\]
and two sequences of numbers \(u_{1}, u_{2}, \cdots, v_{1}, v_{2}, \cdots\), such that
\[
u_{1} \leqslant u_{2} \leqslant \cdots \leqslant E[T] \leqslant \cdots \leqslant v_{2} \leqslant v_{1}
\]
and, in addicion,
\[
\begin{aligned}
R(t) & =\lim _{n \rightarrow \infty} a_{n}(t)=\lim _{n \rightarrow \infty} b_{n}(t) \\
E[T] & =\lim _{n+\infty} u_{n}=\lim _{n \rightarrow \infty} v_{n} .
\end{aligned}
\]

In our implementation, we have computed \(a_{2}\left({ }^{\circ}\right), b_{2}(\cdot),{ }_{2}\), and \(v_{2}\) which have provided very good bounds on the quantities of interest. Algorithm's II advantages over I is that it gives functions which provide good bounds on the
syaten reliability over all times \(t\) ather than siaply the reliability at one point in time. In addition, the bounds on the mean system lifetime can be obtained without nuerical integration.

Our approach is as follows. Assume that in the \(j t h\) pool there are \(n_{j}\) components and each components' lifetime is exponentially distributed with mean \(1 / \lambda_{j}\). Suppose that each component has a bell which rings according to a Poisson process with rate \(\lambda_{j}\). The first bell rings at a component when the component fails. Even when it is broken, the bell still goes off according to a Poisson process. The Poisson processes at each component are mutually independent. Since the superposition of independent Poisson processes is a Poisson process, the bell process in the fth pool is a Poisson process with rate \(n_{j} \lambda_{j}\). We can either analyze the entire system or a stage. We will assume that we are analyzing stage 1 ; the extension to an entire system is straightforward. The bell process for the stage 1 is a Poisson process with rate \(\lambda=\sum_{j} n_{j} \lambda_{j}\) where the sumation is over all pools \(j\) in the subsyster. The reliability of the ith stage can be expressed as
\[
\begin{equation*}
R_{i}(t)=\sum_{k=0}^{\infty} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!} p_{k} \tag{4.1}
\end{equation*}
\]
where \(p_{k}\) is the probability that stage is still working at time \(t\) given that \(k\) bells were heard from stage \(i\) during \((0, t\) ]. If \(k\) bells have been heard, there may have been anywhere from 1 to \(k\) fallures. The functions \(a_{n}(*)\) and \(b_{n}(\cdot)\) are defined by
\[
\begin{equation*}
a_{n}(t)=\sum_{k=0}^{n} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!} p_{k} \tag{4.2}
\end{equation*}
\]
and
\[
\begin{align*}
b_{n}(t) & =\sum_{k=0}^{n} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!} p_{k}+\sum_{k=n+1}^{\infty} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!} p_{n} \\
& =\sum_{k=0}^{n} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!} p_{k}+p_{n}\left(1-\sum_{k=0}^{n} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!}\right) \tag{4.3}
\end{align*}
\]

The function \(a_{n}(t)\) is clearly a lower bound since we are merely truncating the series in (4.1) and all of the terms are non-negative. The function \(b_{n}(t)\) is an upper bound since \(p_{k}\) is non-increasing in \(k\). The functions \(a_{n}(\cdot)\) and \(b_{n}(\cdot)\) can be easily computed once \(p_{k}\) can be compured. Suppose there are \(m\) pools in stage 1 . Let \(k_{1}, \cdots, k_{m}\) be non-negative integers such that \(k_{1}+\cdots+k_{m}\). Let \(p_{k}, \ldots, k_{m} \mid k\) denote the probability that \(k_{j}\) bells were heard fros pool \(j\) given \(k\) bells were heard from stage \(i\) during \([0, t]\). Then \(P_{k_{1}}, \ldots, k_{p_{1} / k}\) has a multinomial distribution
\[
\begin{equation*}
p_{k_{1}, \cdots, k_{m} \mid k}=\binom{k}{k_{1} \cdots k_{m}}\left(\frac{n_{1} \lambda_{1}}{\lambda}\right)^{k_{1}} \cdots\left(\frac{n_{m} \lambda_{m}}{\lambda}\right)^{k} \tag{4.4}
\end{equation*}
\]
where \(k_{1}+\cdots+k_{m}=k\). Now let \(f_{r_{j} \mid k_{j}}^{n}\) denote the probability that \(r_{j}\) components failed in a pool given that \(k_{j}\) bells were heard from a pool with \(n_{j}\) components. Clearly, if \(k_{j}>0\), then \(1<k_{j} \leqslant r_{j}\), and if \(k_{j}=0\), then \(r_{j}=0\).
where \(\phi\left(x_{1}, x_{2}, \cdots, x_{m}\right)\) is 1 if stage 1 can function with \(x_{j}\) working components in pool \(f\) for each of the pools, and zero otherwise. The only terms left to compute is \(f_{r}^{n}{ }_{j} \mid k_{j}\) which is the probability of \(r_{j}\) real fallures given that \(k_{j}\) bells were heard from a pool with \(n_{j}\) components.
\[
\begin{aligned}
& \mathbf{f}_{r_{j} \mid 0}^{\mathbf{n}_{j}}=\left\{\begin{array}{lll}
1 & \text { if } & r_{j}=0 \\
0 & \text { if } & r_{j} \neq 0
\end{array}\right. \\
& \mathbf{f}_{r_{j} \mid 1}^{n_{j}}=\left\{\begin{array}{lll}
1 & \text { if } & r_{j}=1 \\
0 & \text { if } & r_{j} \neq 1
\end{array}\right.
\end{aligned}
\]

Other values can be computed from the recurrence relation
\[
f_{r_{j} \mid k_{j}+1}^{n_{j}}=\frac{r_{j}}{n_{j}} f_{r_{j}}^{n_{j}} k_{j}+\frac{n_{j}^{-r_{j}+1}}{n_{j}} f_{r_{j}}^{n_{j} \mid k_{j}}
\]

Thus, the \(p_{k}\) 's can be computed from (4.5) and inserted in (4.2) and (4.3) to get the bounds. The amount of effort in computing \(p_{k}\) grows quickly in \(k\). Hence, it's hoped that we can use small values of \(n \operatorname{In}(4,2)\) and still get good bounds.

As mentioned the above procedure can be implemented on the whole syster or on each stage. We implemented the procedure on each stage in order to get bounds on the rellability and the expected lifetime of each stage. The results for each stage can be combined in the following fashion to get the results for the system. Basically, we need to compute the corresponding quantities \(p_{k}\) for the system fron the information at each stage. Let \(p_{k} \mathcal{L}^{1}\) denote the probability that stage is still working given that \(k\) bells were heard from stage 1 . The quantities \(p_{k}\) can be computed by using (4.5) on stage 1. Let \(p_{k}^{*}\) denote the reliability of the entire system given \(k\) bells were heard from the system during \([0, t]\). If we let \(\lambda_{i}\) denote the total rate at which bells ring in stage \(1, P_{k}^{*}\) can be expressed as
\[
p_{k}^{*}=\underset{\substack{k_{1}, \cdots, k_{s} \\
k_{1}+\ldots+k_{s}=k}}{ }\left(\begin{array}{lll}
k \\
k_{1} & \cdots & k_{s}
\end{array}\right)\left(\frac{\lambda_{1}}{\lambda}\right)^{k_{1}} \cdots\left(\frac{\lambda_{s}}{\lambda}\right)^{k_{s}} p_{k_{1}}^{1} \ldots p_{k_{s}}^{s}
\]
where \(\lambda=\lambda_{1}+\cdots+\lambda_{s}\). Now using \(p_{k}^{*}\) in place of \(p_{k}\) in (4.2) and (4.3) and letting \(\lambda\) denote the total rate at which bells ring in the system yields upper and lower bounds for the rellability of the entire system.

Bounds on the mean lifetime. Now we will describe how upper and lower bounds on the mean liferime of either a stage or the system can be computed without numerical integration. Assume that we already have upper and lower bounds \(a_{n}(\cdot)\) and \(b_{n}(\cdot)\) such that
\[
\begin{equation*}
a_{n}(t) \leqslant R(t) \leqslant b_{n}(t) \tag{4.6}
\end{equation*}
\]
where \(a_{n}(\cdot)\) and \(b_{n}(\cdot)\) are defined in (4.2) and (4.3). We are trying to find \(u_{n}\) and \(v_{n}\) such that
\[
\begin{equation*}
u_{n} \leqslant E[T]=\int_{0}^{\infty} R(t) d t \leqslant v_{n} \tag{4.7}
\end{equation*}
\]

We haven't specified whether we are bounding the mean lifetime of a stage or the system since in either case we have an expression of the form where
\[
a_{n}(t)=\sum_{k=0}^{n} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!} p_{k}
\]
and
\[
b_{n}(t)=\sum_{k=0}^{n} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!} p_{k}+p_{n} \sum_{k=n+1}^{\infty} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!}
\]

From (4.6) and (4.7), we have
\[
\int_{0}^{\infty} a_{n}(t) d t<E[T] \leqslant \int_{0}^{\infty} b_{n}(t) d t .
\]
\[
\begin{aligned}
._{0}^{\infty} a_{n}(t) d t & =\int_{0}^{\infty} \sum_{k=0}^{n} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!} p_{k} d t \\
& =\sum_{k=0}^{n} p_{k} \int_{0}^{\infty} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!} d t \quad \text { (Tone111' B Theorem) } \\
& =\frac{1}{\lambda} \sum_{k=0}^{n} p_{k} .
\end{aligned}
\]

Thus we have a lower bound with a rather pleasant form
\[
\begin{equation*}
u_{n}=\frac{1}{\lambda} \sum_{k=0}^{n} P_{k} \tag{4.8}
\end{equation*}
\]

Repeating the procedure for the upper bound yields
\[
\begin{aligned}
\int_{0}^{\infty} b_{n}(t) d t & =\int_{0}^{\infty}\left[\sum_{k=0}^{n} \frac{e^{-\lambda t} \lambda t^{k}}{k!} p_{k}+p_{n} \sum_{k=n+1}^{\infty} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!}\right] d t \\
& =\frac{1}{\lambda} \sum_{k=0}^{n} p_{k}+p_{n} \sum_{k=n+1}^{\infty} \int_{0}^{\infty} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!} \\
& =\frac{1}{\lambda} \sum_{k=0}^{n} p_{k}+\infty \\
& =\infty
\end{aligned}
\]
which does not help a whole lot. Our upper bound on the reliability is too
coarse to obtain an upper bound on the mean lifetime. We can refine our upper bound on the system reliability to obtain \(b_{n}^{*}(\cdot)\) as follows.

From Brown (2983) \(\rho_{k}^{1 / k}\) is non-increasing in \(k\). Hence
\[
p_{n+k} \leqslant p_{n}^{(n+k) / n}
\]

Thus,
\[
\begin{aligned}
R(t) & =\sum_{k=0}^{\infty} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!} p_{k} \\
& =\sum_{k=0}^{n} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!} p_{k}+\sum_{k=1}^{\infty} \frac{e^{-\lambda t}(\lambda t)^{n+k}}{(n+k)!} p_{n+k} \\
& \leqslant \sum_{k=0}^{n} \frac{e^{-\lambda t}(\lambda t)^{k}}{k!} p_{k}+\sum_{k=1}^{\infty} \frac{e^{-\lambda t}(\lambda t)^{n+k}}{(n+k)!} p_{n}^{(n+k) / n}=b_{n}^{*}(t) .
\end{aligned}
\]

We could have used \(b_{n}^{*}(t)\) as our upper bound since
\[
R(t) \leqslant b_{n}^{*}(t)<b_{n}(t)
\]
except that \(b_{n}(t)\) worked sufficiently well in practice and is simpler to compute than \(b_{n}^{\star}(t)\). However, \(b_{n}^{*}(t)\) works rather well for obtaining an upper bound on the mean lifetime
\[
\begin{aligned}
\int_{0}^{\infty} b_{n}^{*}(t) d t & =\frac{1}{\lambda} \sum_{k=0}^{n} p_{k}+\sum_{k=1}^{\infty} \int_{0}^{\infty} \frac{e^{-\lambda t}(\lambda t)^{n+k}}{(n+k)!} p_{n}^{(n+k) / n} d t \\
& =\frac{1}{\lambda} \sum_{k=0}^{n} p_{k}+\frac{1}{\lambda} \sum_{k=1}^{\infty} p_{n}^{(n+k) / n} \\
& =\frac{1}{\lambda}\left(\sum_{k=0}^{n} p_{k}+\frac{p_{n}^{\left(1+\frac{1}{n}\right)}}{\left(1-p_{n}^{1 / n}\right)}\right)
\end{aligned}
\]

Thus, we have a relatively simple upper bound on the mean lifetime
\[
v_{n}=\frac{1}{\lambda}\left(\sum_{k=0}^{n} p_{k}+\frac{p_{n}^{(1+1 / n)}}{\left(1-p_{n}^{I / n}\right)}\right)
\]

A rough sketch of Algorithm II is to compute the \(P_{k}\) 's at each stage, obtain upper and lower bounds on the rellability and mean lifetime of each stage, combine the \(P_{k}\) 's to get bounds for the system reliability, and lastly, obtain bounds on the mean lifetime of the system.

\section*{5. Implementation and Examples}

Implementation. Both algorithms were fiaplemented and tested on a variety of problems including the realistic examples, l.e., the TRW and ITT architectures. The algorithms were implemented in WATFIV-S, a dialect of FORTRAN which produces relatively inefficient code but good diagnostics, and run on an IBM 3081 computer at Virginia Tech. Double precision was used throughout. We made little effort to be clever and write efficient code. Basically, we faithfully implemented the equations appearing in the previous sections. For the bounds, we computed \(a_{2}(\cdot), b_{2}(\cdot), u_{2}\), and \(v_{2}\). The examples were run under "// Quickie" which handles small batch jobs of less than 20 seconds. The longest example required only 3.77 seconds of execution time to execute both algorithms. In other words, we made virtually no effort to implement the algorithms efficiently, yet in all of the examples, little computational effort was required.

Example 1. Example 1 appeared in Foley (1983). The system consists of two parallel chains containing \(n\) pools in each chain. There is a single component in each pool and a single critical function which requires one component from each of the \(n\) pools in the chain that it is allocated to as shown in Figure 5.1.
\begin{tabular}{|lll|}
\hline Chain 1 & \((1)\) & 1 \\
\hline Chain 2 & \((1)\) & 1 \\
\hline
\end{tabular}

Figure 5.1. Example 1 contains \(n\) pairs of pools.

The failure rate of each component is \(-\frac{1}{3} \ln .9\). Hence the reliability of each component during a 3 hour mission 18.9 . We reported the results of MIREM' approximation and the true system reliability, which can be analytically deterwined, for a 3 hour mission in Foley (1983), and the results are shown in Table 5.1 along with the true mean lifetime \(E[T]\).
\begin{tabular}{|c|c|c|c|}
\hline n & \[
\begin{gathered}
\text { MIREM's } \\
\text { Approximations }
\end{gathered}
\] & \(R(3)\) & \(E[T]\) \\
\hline 1 & .9900 & . 9900 & 42.7 \\
\hline 2 & . 9801 & . 9639 & 21.4 \\
\hline 3 & . 9703 & . 9266 & 14.2 \\
\hline 4 & . 9606 & . 8817 & 10.7 \\
\hline 5 & . 9506 & . 8323 & 8.5 \\
\hline 10 & . 9044 & . 5758 & 4.3 \\
\hline 15 & . 8601 & . 3694 & 2.8 \\
\hline 20 & . 8179 & . 2284 & 2.1 \\
\hline
\end{tabular}

Table 5.1. MIREM's approximation vs. the correct answer for Example 1.

The results we obtained using Algorithms I and II are shown in Table 5.2.
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(\pi\) & \(\mathrm{a}_{2}(3)\) & R(3) & \(\mathrm{b}_{2}(3)\) & \({ }^{\mathbf{u}}\) & \(\mathrm{v}_{2}\) \\
\hline 1 & . 9896 & . 9900 & . 9904 & 35 & 53 \\
\hline 2 & . 9617 & . 9639 & . 9663 & 17 & 26 \\
\hline 3 & . 9205 & . 9266 & . 9337 & 11 & 18 \\
\hline 4 & . 8696 & . 8817 & . 8967 & 8 & 14 \\
\hline 5 & . 8128 & . 8323 & . 8580 & 7 & 11 \\
\hline 10 & . 5127 & . 5758 & . 6889 & 3 & 6 \\
\hline 15 & . 2823 & . 3694 & . 5882 & 2 & 4 \\
\hline 20 & . 1427 & . 2284 & . 5385 & 1.7 & 2.7 \\
\hline
\end{tabular}

Table 5.2. Results from Algorithms I and II on Example I.

Note that the computed values for \(R(3)\) in Table 5.2 agree with the true

\footnotetext{
lFor this simple example, the current version of MIREM would be able to compute the system reliability. However, this same behavior would occur on slightly more complicated examples. Rather than complicate the example, we will stick with the simple example to illustrate the problem.
}
values appearing in Table 5.1. In addition, the computed value for \(R(3)\) always lies between the upper and lower bounds \(a_{2}(3)\) and \(b_{2}(3)\), and the true value for \(\mathrm{E}[\mathrm{T}]\) always lies betwen the bounds \(\mathrm{u}_{2}\) and \(\mathrm{v}_{2}\).

Exanple 2. The following example appears in Veatch (1983). The system architecture is shown in Figure 5.2 .


Figure 5.2. A Simplied Fault-Tolerant Architecture (Recelve Functions) - from Veatch (1983).

The input data appears In Table 5.3.

Veatch (1983) uses MIKEM to analyze the system under two different mission scenario. In Scenario \(A\), only UHF and SINCGARS are critical functions. In Scenario B, all three functions are critical functions. From Figure 1, it appears that GPS (Glotal Positioning System) mast be allocated to the upper chain, Chain II, since GPS uses Pool \(A\) and the line going out of pool A goes directly to pool \(C\). However, this is not mentioned in the text,
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \multirow[b]{2}{*}{POOL} & \multirow[b]{2}{*}{CHAl \({ }^{\text {H }}\)} & \multirow[b]{2}{*}{DESCRIPT \({ }^{\text {ON }}\)} & \multicolumn{3}{|c|}{UTILIZATION} & \multirow[b]{2}{*}{CAPACITY} & \multirow[b]{2}{*}{\begin{tabular}{l}
COMPONENT \\
FAILURES PER \(10^{6}\) MRS
\end{tabular}} & \multirow[b]{2}{*}{\[
\begin{aligned}
& \text { POOL } \\
& \text { TYPE }
\end{aligned}
\]} \\
\hline & & & GP5 & UHF & SINC GARS & & & \\
\hline A & 1 & L-Band Receive Front End & 1 & * & - & 1 & 50 & N \\
\hline \(B\) & 1 & Low-Band Receive Front End & - & 1 & 1 & 2 & 100 & N \\
\hline c & 11 & Preprocessor & 2 & 1 & 1 & 3 & 300 & C \\
\hline 0 & 111 & & & & & 2 & & \\
\hline \(E\) & 11 & Signal Processor & 0.8 & 0.1 & 0.4 & 1 & 100 & S \\
\hline \(F\) & 111 & & & & & 1 & & \\
\hline G & 11 & Power Supdy & 1 & 1 & 1 & 1 & 20 & F* \\
\hline H & 111 & & & & & 1 & & \\
\hline 1 & 11 & Secure Data Unit & - & - & 1 & 1 & 20 & \(N\) \\
\hline J & 111 & \[
1 / 0
\] & & & & 1 & & \\
\hline K & 11 & Controller & 1 & 1 & 1 & 1 & 100 & \(N\) \\
\hline \(\ell\) & 111 & & & & & 1 & & \\
\hline
\end{tabular}

In veatch (1983), this F was on N. wo assum that was a typo.

Table 5.3. Input Data - from veatch (1983). The three functions are GPS, UHF, and SIMCGARS.
so we are not sure if Scenario \(B\) has the extra constraint or not. We will divide Scenario 8 into two cases: Scenario BW which is Scenario 3 with the conatraint, and Scenario BWO which is Scenario B without the extra constraint. In Veatch (1983), the system reliability and mean time until system failure are reported as shown in Table 5.4.
\begin{tabular}{|c|c|c|}
\hline & R(3) & E[T] \\
\hline Scenario A & . 999999 & 3,357 hrs. \\
\hline Scenario B & . 9989 & \(448 \mathrm{hrs}\). \\
\hline
\end{tabular}

Table 5.4. MIREM's results - from Veatch (1983).

Our results for the same system are shown in Table 5.5.
\begin{tabular}{|c|c|c|c|c|c|}
\hline & \(a_{2}{ }^{3}\) ) & \(R(3)\) & \(b_{2}(3)\) & \(\mathrm{U}_{2}\) & \({ }^{\mathbf{v}} 2\) \\
\hline Scenario A & . 99987912 & . 999879158 & . 99987916 & 1,304 hrs. & 11,980 hrs. \\
\hline Scenario BW & . 99852275 & . 998522759 & . 99852276 & 904 hrs . & 1,004 hrs. \\
\hline Scenario BWO & . 998522919 & . 998522920 & . 998522924 & 907 hrs. & 1,012 hrs. \\
\hline
\end{tabular}

Table 5.5. Our results for the same system.

Our bounds for the mean time in Scenario A are quite loose, but tighten up substantially in Scenarios \(B W\) and \(B W O\). These are a function of \(P_{2}\). The smaller \(P_{2}\) is; the tighter the bounds.

Now in comparing Tables 5.4 and \(S . S\), note that the system reliability is consistently overestimated by MIREM and clearly falls above the upper bound under both scenarios. The difference appears to be substantially larger than the amount of round-off error occurring. These results are consistent with

Foley (1983) which points out that MIREM's approximations result in overestimating the system reliability. In comparing MIREM's mean time until byten fallure with our bounds in Scenario B, note that MIREM's approximation of 448 hours falls way below our lower bound of roughly 900 hrs. This is a little surprising. First, since the systen reliability is overestimated, one would guess that the mean lifetime would be overestimated. However, the mean lifetime has been grossly underestimated. The reason for this is that even though the reliability is overestimated, che numerical approximations used in integrating the reliability do not overestimate the integral. Hence, it is not clear whether the mean lifetime will be over or underestimated in general.

Example 3. This is one of the realistic examples which cannot be described in detail since the information is proprietary. There were 6 critical functions. It took .27 seconds of execution time, and our results are shown in Table 5.6.


Example 4. This is another realistic example on different architecture than Example 3. Again there were 6 critical functions, and the execution time was 3.77 seconds. Our results appear in Table 5.7.
\begin{tabular}{|c|c|c|c|c|}
\multicolumn{1}{c}{\(a_{2}(3)\)} & \multicolumn{1}{c}{\(R(3)\)} & \(b_{2}(3)\) & \(u_{2}\) & \(v_{2}\) \\
\hline .997378100 & .997378109 & .997378115 & \(753 \mathrm{hrs}\). & \(1,122 \mathrm{hrs}\). \\
\hline
\end{tabular}

Table 5.7. Our results for Example 4.

\section*{6. Summary}

The existing version of MIREM should be modified to incorporate both of the algorithne described in this paper. The system reliability currently produced by MIREM should only be considered as an upper bound on the system relisbility, and the mean lifetime of the system produced by MIREM should only be considered as a rough approximation. The algorithms described in this paper appear to work well, require little computational effort, and should be used.

As we pointed out in Section 3, many of the allocations of the critical functions between the upper and lower chains were substantively identical; i.e., they resulted in exactly the same amount of resources being needed from each pool. In fact, eliminating substantively identical allocations in the realistic examples \(i\) ssulted in the number of allocations decreasing from \(2^{6}\) - 64 to anywhere from 3 to 8 . Even some of the remaining allocations may be eliminated since they are infeasible. There are several implications of this large decrease in the number of allocations. The first we used in order to calculate the exact system reliability in Section 3 . The second and third luplications concerns reallocating functions between parallel chains when errors occur. If there are few substantively different allocations and even fewer feasible, substantively different allocations, it will be mach sirapler to reallocate functions than had been anticipated. Instead of having to develop a clever algorithm to quickly locate another allocation supporting all of the critical functions, the few feasible, substantively different allocations can be checked. With so few, there should be no need to be fancy. The third implication is that there may be little reason to reallocate functions between parallel chaine. That is, the cost of having the ability
to reallocate functions between parallel chains may exceed the benefit of a slight increase in rellability. This can be investigated in the following vay •

Define a ninor reallocation to be a reallocation which allows critical functions to be reallocated among the components in a pool but does not allow reallocating critical functions between parallel chains. Define a major' reallocation to be reallocation which allows reallocating functions both between parallel chains and among components in pools. A measure of the increase in realiability due to allowing major reallocations is the modified failure resiliency mentioned in the introduction. The modified failure resiliency is the ratio of the mean system lifetime allowing major reallocations to the mean system lifetime without allowing any reallocations. The mean lifetime without reallocations is not yet well defined since it depends on the initial allocation. It seems reasonable to start with a best allocation initially. A best allocation is easy to find since the mean lifetime is the inverse of the sum of the failure rates of all the components used in the allocation. The modified failure resiliency is a more accurate measure of the ablifty of the system to overcone failures of components.

Similarly we can compute the modified failure resiliency allowing minor reallocations which is the mean system lifetime allowing only minor reallocations. The denominator is the same as in the previous paragraph. The mean lifetime allowing minor reallocations can be computed by restricting critical functions to the chains that they are initially allocated to. Again we should start off with best initial allocation. In this case, we will probably have to check the mean lifetime of all substantively different allocations without allowing major reallocations in order to locate a best

\begin{abstract}
initial allocation between parallel chains.
If the two ratios are close to each other, then there would be little advantage in allowing major reallocations over minor reallocations. if the ratios are close to each other and close to one, then there would be little advantage in allowing reallocations at all.

The two algorithms are clearly useful for designers of ICNIA. They can see the affect of adding a component to a pool or changing a pair of pools from contending to sharing, etc. However, these changes are discrete, It would also be useful to know the partial derivative of the system reliability \(R(t)\) with respect to the failure rate of components in the fth pool, i.e., \(\partial R(t) / \partial \lambda y\). These quantities would allow designers to know which components should have their reliability improved in order to obtain greatest increase in the system reliability. This approach is philosophically more in step with the overall concept of ICNLA since ICNIA was designed in order to use fewer components reducing the weight and volume of the avionics system.
\end{abstract}
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\section*{ABSTRACT}

This report presents an executive summary followed by three sections that cover four communications network simulation topics. Section I discusses computer network graphical methods, network measures of effectiveness (MOE), and a computer network simulation model with a User's Manual and example "run". Section II discusses simulation validation, network MOE, and the DELPRI sequence to identify and prioritize network MOE. Section III discusses network MOE and the applicability of factor analysis to analyze moE.
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1.0 Introduction. This is an executive sumary of the topics presented in considerable detail in the three sections that follow. The executive summary topics presented are: comminications network measures of effectiveness (MOE), MOE development methodology using DELPHI techniques and factor analysis, and communications network simulations. This portion of the report summarizes the researchefforts of three graduate students [8, 11, 12] and the author.
1.1 Research Motivation. The military mission of the United States Air Force (USAF) requires it to have a research interest in communications network degradation resulting from nuclear detonations and/or electronic warfare (EW). This research interest can further be defined as desiring to develop improved analysis techniques to: quantify degradation levels and effects; and, suggest mitigation techniques to reduce the level of degradation.
1.1.1 The present analytical techniques for quantifying network degradation are time consuming, costly, and yield results with high levels of uncertainty. Two specific analytical technique problems are: massive computer simulation programs that defy validation; and, non-standard MOE upon which to structure the simulation program.

\subsection*{1.1.2 These two problems are created by the following situations.}
1.1.2.1 There exists only limited or no empirical data to use for simulation validation purposes. Atmospheric testing of nuclear weapons has been outlawed for many years and the atmospheric test substitutes have been very poor.
1.1.2.2 No Department of Defense (DoD) agency has developed a set of standard analytical validation procedures for massive computer simulation programs.
1.1.2.3 No DOD agency has approved a standard set of MOE upon which to structure a massive simulation.
1.1.2.4 For massive simulations, serially interfaced modules have orders of magnitude differences in aimulation levels of resolution so that output errors in one module may become primary input data for a follow-on module.
1.1.2.5 High resolution modeling for massive simulations require an excessive number of simulation parameters for some (or all) modules and these cause the simulation to manifest the "chaos factor".
1.1.2.6 High resolution modeling for massive simulations require excessive pre- and post-processing times (manmonths) along with excessive \(C P U\) run time and cost.
1.1.2.7 Results from massive aimulation runs are so slow
coming that they have no significant impact on early system
design and procurement.
1.1.2.8 No approved "quick and dirty" (Q\&D) computer simulations exist.
1.2 Research Objectives. Based on the motivations described in Para. l.1.2, the following research objectives were established and are discussed in this report.

\begin{abstract}
1.2.1 Review and become familiar with some present USAF communications network degradation simulations. From this review, identify presently used simulation MOEs, structures, techniques, levels of resolution, input output parameters, run times, pre- and post-processing times, val-
\end{abstract} idation techniques, and applications.
1.2.2 Develop a technique for identifying appropriate moz upon which to structure a communications simulation.
1.2.3 Develop a technique for determining the relationships among proposed MOE to be used in a communications network simulation.
1.2.4 Develop a Q\&D communications network simulation that
is valid, user friendly, timely, and runs on an inexpensive
desk top computer.
1.3 previous work. Many USAF studies have been conducted
and documented on nuclear environment analysis, models, and
system design. Because of the abundance of documents in
these areas, Appendix \(A, B i b l i o g r a p h y, ~ h a s ~ b e e n ~ i n c l u d e d ~ i n ~\)
this report to record those documents identified in the ifterature survey that was conducted.
1.3.1 Appendix A, Section I-PNAC is dedicated to documentation associated with the OSAF communications network simulation, "Propagation Network Analysis Code (PNAC)". Section II is dedicated to module modeling that supports PNAC, Section III is dedicated to satellite systems in nuclear environments, and Section IV is dedicated to nuclear environment models and design. Three different contractors accomplished the development of the most of this documentation. They are: Mission Research Corporation (MRC), Berkeley Research Associates (BRA), and, Computer Sciences Corporation (CSC). As will be noted, most of these documents contain classified information.
1.3.2 Nuclear and EW caused degradation of communications networks has been studied from a graph theory aspect by Deckro [4] and from a simulation aspect by Fowler [5] and Thomas [10] for the USAF. Much of the above work is based on the previous work of Tanenbaum [9], Christofides [2], and Frank and Frisch [6].
1.4 Research Efforts. The following paragraphs of the re-
port summarize the research efforts and results accomplish-
ed during the 1984 summer at AFWL. Topics include a review
of PNAC, techniques for developing communications network
MOE, and the development of a communications network com-
puter simulation.
2.0 Propagation Network Analysis Code (PNAC). A review of the documentation listed in Appendix A, Sections I and II, is the basis for the following presentations of PNAC characteristics, validation procedures, and deficiencies.
2.1 PNAC Characteristics. The PNAC characteristics reflect a message oriented simulation. All of the following message oriented outputs are available for any message at any time represented in the simulation: probability of reception, time of reception, time delay between source and destination, message routing, and message throughput rate. In other words, a detailed audit trail of each message is available if so desired. All of these outputs are calculated even if they are not desired as outputs. As might be suspected, the inputs must describe all message protocols and node processes. The PNAC output data must be characterized as having a high level of resolution. Even though PNAC is a message oriented simulation, its output data implicitly contain network robustness quantification. And a network robustness quantification can be obtained by properly analyzing the audit trail data for all messages. This analysis would be in addition to the post-processing of output data already required. Thus it must be concluded that PNAC can be modified to also be a network oriented simulation besides being a message oriented simulation.
2.2 PNAC Validation Technique. The validation procedure for PNAC was to use a building block technique. First the nuclear phenomenology was developed in the MICE/MELT code
and approved by the Defense Nuclear Agency as a benchmark for any simulation requiring nuclear phenomenology. The basis for validating the MICE/MELT code was empirical data collected from the STARPISA and barium release high altitude atmospheric tests. The equipment performance data base was developedfrom laboratory tests conducted on individual components of communications network equipment and this data base was approved for use in network simulations by AFWL. Next the link performance module was validated by comparing empirical data collected while transmitting a RP signal through four different sets of homogeneous media with that output from the simulation.
2.3 PNAC Deficiencies. The PNAC deficiencies are characterized as user deficiencies and analytical deficiencies. Each are discussed below.
2.3.1 PNAC is not user friendly for policy, doctrine, operational, or procurement users for the following reasons. Users are suspicious or uncertain of the simulation results because a simulation technician has to interpret (post-process) the output data before it can be comprehended by the user. PNAC has such a long "turn-around" time that it is not amenable to playing "what if" games. It will not "fit" on a personal (desk top) computer for intimate interaction with the user.
2.3.2 The PNAC analytical deficiencies are associated with processing time, a mismatch in levels of resolution, and
validation uncertainty. The pre- and post-processing effort and time appears to be excessive because of the cost involved. This cost in time and money makes PNAC impractical for use in what would be considered as most candidate systems. Next the SCENARIO and MICE/MELT module codes use a one-dimensional, one-fluid Lagrangian hydrodynamics algorithm (to reduce grid distortion effects) to simulate a three-dimensional magnetohydrodynamic disturbed environment. This results in a mismatch of levels of resolution between the simulationand theprocess to be simulated. Becauseof this mismatch, the MRC authors of the SCENARIO module documentation stated that the code should be viewed with a healthy skepticism. The next deficiency topic is based on validation uncertainty. The equipment performance data base was developed by each component of equipment being tested individually. Combining the MICE/MELT data with the equipment performance data base, the SCENARIO code developes a RF propagation environment. Then the simulation interfaces all of the module outputs using the individual component data and SCENARIO data. This results in a feeling of uncertainty with respect to the simulation validity. Last PNAC only considers nuclear phenomenology effects upon the RF propagation of the signal. The near blast effects and electromagnetic pulse (EMP) effects are not considered in PNAC.
3.0 Measures of Effectiveness (MOE). MOE's used to quantify communications network robustness, degradation, survivability, etc. have several characteristics which need to be
discussed. The first is level of resolution.
3.1 Level of Resolution. When studying MOE's it becomes apparent that they can be characterized by their level of resolution, or level of meaningfulness as Bightower [8] describes it. Hightower has even quantified, in a tabular form, the level of resolution of several candidate MOE. mOE's that quantify a message's time delay obviously have a high level of resolution. MOE's that quantify a whole network's connectivity obviously have a low level of resolution. Thomas [10] labels high level resolution mOE as source node-to-destination node mOE and low level resolution MOE as network MOE. ziegler [12] uses component MOE and network moE. Network and simulation design specifications will be based on whether the mission objectives or operational requirements call for high or low resolution mOE's.

\subsection*{3.2 Information Throughput MOE. Information (or data)}
throughput MOE is probably the most universal comunications network MOE. It is a low level of resolution MOE that implies two other MOE, i.e., source to destination transmission time and connectivity. From this point on, the lineage tree distinctions become hopelessly blurred. And so the need for standardization.
3.3 MOE Definitions. Measures of survivability (MOS), measures of degradation (MOD), component measures of effectiveness (CMOE), and degree of meaningfulness are different titles for MOE. However when MOS, CMOE, or MOD terminology is
used, a special application of MOE is being considered. Thus unless otherwise specified, MOS, CMOE, and MOD will be considered subsets of the universal set, mOE. Since there is no standardization of MOE, it is useful to list the mOE definitions presented by Thomas [11], ziegler [12], and Hightower [8] as a basis from which to work. The low level resolution MOE will be listed first, followed by the high level resolution MOE.
3.3.1 Thomas [11] provides the following low level resolution MOE definitions and has developed a FORTRAN program, GRAFTHY, for calculating each. Similar programs have been reported by Deckro [4]. Many of the graph theory and network concepts are taken from Frank and Frisch [6] and Tanenbaum [9].
3.3.1.1 Average Delay - The average of the time delay for every possible source-to-destination node pair.
3.3.1.2 Average Throughput - The average of the maximum throughput rate for every possible source-to-destination node pair.
3.3.1.3 Average Reliability - The average of the probability that at least one path exists between every possible source-to-destination node pair.
3.3.1.4 Connectivity - The sum of communicating node pairs after degradation divided by the sum of communicating node pairs prior to degradation.
3.3.1.5 Connected Network Reliability - The probability that every connected node pair before degradation is atill connected after degradation.
3.3.1.6 Reliable Throughput - The sum of all link and node reliable throughput probabilities after degradation divided by the sum of all link and node reliable throughput probabilities before degradation.
3.3.1.7 Network Reliability - The product of the Connectivity MOE and Reliable Throughput MOE.
3.3.2 Thomas [11] provides the following high level resolution MOE definitions and has developed a FORTRAN program, GRAFTHY, for calculating each.
3.3.2.1 Shortest Delay Path - The shortest time delay path between a given source-to-destination node pair.
3.3.2.2 Highest Reliable Path - The highest reliability path between a given source-to-destination node pair.
3.3.2.3 Reachability - Affirmation that a given destination can be reached from a given source node along any path of any number of links.
3.3.2.4 Limited Reachability - Affirmation that a given destination node can be reached from a given source node along any path in less than a given number of links.
3.3.2.5 Maximum Throughput (Min-Cut Max-Flow) - The maximum throughput rate between a given source-to-destination
node pair.
3.3.2.6 Number of Link Independent Paths (Arc Connectivity, Degree) - The number of link independent paths between a given source-to-destination node pair.
3.3.2.7 Number of Node Independent Paths (Node Connectivity) - The number of node independent paths between a given source-to-destination node pair.
3.3.2.8 Reliability - The probability that at least one path exists between a given source-to-destination node pair.
3.3.2.9 Availability - The mean-time-between-failures (MTBF) for a given node, link, source-to-destination node pair path, etc.
3.3.3 Ziegler [12] and Hightower [8] developed the high level resolution moz - Local Connectedness (LC). LC is defined as a measure of the local topological connectedness, link traffic, and link survival probability of a given network link. Since this is a new MOE, Ziegler has presented its development in detail and has developed a FORTRAN program for calculating it.
3.4 Comparison of Three MOE. ziegler [12] has compared three MOE [local connectedness (LC), network reliability (NR), and average reliability (AR)] for four different network topologies (maximally connected, star, linear, and ring). The results show the LC program running 20 times faster than the AR program, but that the AR MOE has a higher
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level of resolution of its quantification, while NR comparatively seems to be a middle-of-the-road" MOE.

\subsection*{3.5 DELPBI and MOE Classification. Since there is no} standardization of MOE definition, identification, or prioritization, ziegler [12] has presented in detail a DELPRI process that could be used for satellite communications network MOE. The DELPEI process presented follows that which was suggested by Boroson [1] and Dalkey et al [3].
3.6 Factor Analysis and MOE Relationships. Hightower [8] has presented a factor analysis approach [using techniques presented in Fruchter (7)] for determining the clustering relationship or correlation between 9 MOE when applied to 10 different networks. The results verify that link flow MOE are clustered and have essentially no correlation with the cluster of link probability MOE. Hightower [8] has written FORTRAN programs to implement the factor analysis processes.
4.0 Summary. This report considers several network simulation topics and presents an extensive bibliography. The first topic is a review of the Propagation Network Analysis Code (PNAC) simulation, its characteristics, validation technique, and deficiencies. This review points out several reasons for additional research being required in communications network simulation. The second topic is measures of effectiveness (MOE). MOE levels of resolution, definitions, calculation programs, and a newly developed mOE were dis-
cussed. An analytical and graphical comparison of three MOE was discussed. Also presented was a DELPHI sequence to classify MOE and a factor analysis technique to obtain MOE correlation relations. The details of the MOE topics are included in three companion reports [8], [11], and [12].
5.0 Future Research. The development and execution of a DELPBI sequence to identify and classify MOE for a satellite communications network aimulation is a prime candidate for future research. A much more nebulus research topic is the development of a factor analysis methodology to show the correlation between simulation inputs and outputs. This technique would be used to validate massive simulations.
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\section*{Abetract}

\begin{abstract}
The objective of the research was to develop and evaluate scales for the Organizetional Aseasement Packege (OAP) using work groups as the unit of analysis and to compare theae rasults to thoae obtained using within-group, devistion ccores. OAP data for four functional groups of non-supervisory, Air Force personnel were selected. They included Civil Engineering (M=3308), Supply (M=1664), Tranaportation (K=937), and Pereonnel ( \(\mathrm{N}=347\) ). For eech functional group, mean 1 ten acores were computed, ea well ea within-group, deviation acorea. The OAP data were then used to obtain factors using factor analytic techniques, scales obtained through item analyais techniques, and reliability estimates on these sceles. It was concluded that the use of the work group as the unit of analysis is velid on logical grounde and, from this perepective, our resulta suggested that the uae of the individual as the unit of the analyais would tend to distort expiricel findinge.
\end{abstract}
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\section*{Development and Evaluetion of Scelea for the Orgenizationel} Asseasment Packege with Work Groups as the Unit of Analyais
Conmultative services are offered by the Lesdership and Henagenent Development Center (LMDC). The goels of these mervices are to improve the leaderahip and managenent skills of A1F Force paraonnel and, in the long run, to enhence combet effectivaneas through incraesed motivetion and productivity. The conaultative process used to achleve theae goals involves five stope: (a) request by unit comander for consultative cervices; (b) ascasament of organization using priaarily the Orgenizational Ascoasment Peckage Survey (OAP): (c) evaluation by coneultante of the organization's strengthe and waekneacea baced upon the assessment: (d) improvenent effort, which escentialiy consists of providing feedbeck of mean OAp scores of work groups to their supervisors: and (e) follow-up aseasament of the orgenization using primarily the OAP. Because the OAP playa major role whin this process, the effectivenese of the improvenent effort 1s directly dependent upon the paychonetric quelity of its scales.
The OAP is an attitudinal measure and is completed by a stratified, randon sample of pereonnel within on organization. It contains 109 itens thet are divided into seven modules: (a) Background Informetion (16 1tems), (b) Job Inventory (34 items). (c) Job Desires (7 items), (d) Supervision (19 iteas). (e) Work Group Productivity (5 itams), (f) Organization Cliante (19

\begin{abstract}
1tene), and (g) Job Related Iacues (9 iteme). Except for the items on the first module, reapondents give their attitudes by reaponding on a seven-point scale, most frequently anchored at the extreane by "atrongly disagree" and "atrongly agree." Computer analysis of the OAP yields date on the 109 itess, on 20 factora based on a factor analyais of the items, and on 7 factore based on non-stetistical, rational cluetering of iteas.

The paychonetric characteriatica of the OAP have been evaluated extenaively in the past (e.g., Conlon, 1982; Hendrixe Halverson, 1979: Hightower, 1982: Hightower G Short, 1982; Short f. Hightower. 1981: Short G Hanilton, 1981: Short 6 Wilkereon. 1981). These anelyses used exclusively the individual rather than the work group as the unit of analysis and, consequently, the concluaiona that may be drawn from them are limited to individual scoras. In contrast in application, mean scores of work group are used to describe the strengths and weaknesses of that group to its supervisor and individual scores are rarely if ever interpreted. The objective of the current research is to re-evaluate sone of the paychometric characteristics of the OAP using the work group as the unit of analysis. Specifically, OAP scales are developed based upon work-group mean scores and these results are compared to those obtained using within-group, deviation acores obtained by subtracting from each individual'a score the meen score for hls/her group. Aleo, internal conciatency estiactes of reliabliity are computed for mean and deviation scale scores.
\end{abstract}

\section*{OAP_E_Etors_end_Past_Recearch}

Fector acorea are mont frequently used by LMDC conaultants. although iten scores are available on the computer printout and, prosuaably, occasionally interpreted in prectice. Because the attitudinal itena addrese interreleted lsaues, it would be inefficient for conaultants to diecuse item scores with the supervisors. Conaultante need a wey to aumarize these ites acores, and factor acorea which are sunsed item scores serve thia purpoce. Ideally, factor ahould include itemathet asease a aingle construct. The sumaed score should repreant nore adequately this construct than any one of the itea scores withia the coaposite and, therefore, also should posees greater accuracy or reliability.

Although e nuaber of aethode exist for the development of factors or ecales, LHDC reseerchers have used excluaively factor analytic techniquea. The reaults of their factor analyees are reviowed below. This reviow serves two purposes. (a) a correlation matrix baced upon individual acores, the totel matrix, is partially e function of two correlation metrices, the between-group aetrix baced upon work-group meane and the within-group matrix based upon within-group, deviation acores (Pedhazur, 1982). Coneequantly, the fector anelyeee of totel correlation matrices by previous recearchars nay euggeat whet factor could be obtained in the precent atudy. (b) A eritical review of theae atudies could euggent what mathodological probleas we are likely to encounter.

\begin{abstract}
 analyaed the iten reaponees (last aix OAP modules) of individuals and obtained the 20 factore that ere currentiy reported on the computer anelyats of the OAP. The large number of fecters thet they found suggented that Alr Force personnel heve very multlfecoted perepective of their jobs, their work group, and the lerger organization. Later atudies (Conion, 1982; EIghtower, 1982; Bightower E Short, 1982) indicated that fewer factoris nay be neceacary; however, the nuaber of extracted factors varied ecroas these atudies. Although the different reeulta nay raflect actual changee in attitudee towarde work and the organization, it ia more likely that the diecrepency reaulted from ampling error and from the different methode amployed by the reaearchers. This later explanation scens plausible because the analyaes were conducted within a short period of tine and at leat some of the analyaen were conducted on overlepping samples. LHDC remarchers heve unad mont frequently the -igenvalue-greater-than-one eriterion (Raicer. 1960) for deteraining the number of extractable factors. Although it is the default option for many fector analytic computer prograns. straightforward in application, and supported by some reaearch with sinulated data (Hakistian, Rogers, \(f\) Catteld, 1982), It 10 not well-accopted within the factor analytic literature in general (e.g., Zwick G Velicer, 1982). Whon Conlon (1980) applied the eigenvalue-greater-than-one criterion with individuel OAP seores. he found 14 factors, but chose to interpret only
\end{abstract}
nine of then. He dropped the reanining five fectort on the basis of their lack of interpretability. saced on his reaeareh. it sens justified to conclude that tten acoree from individuele mey be repreanted by fewar then the twenty or nore factors currently ecored. Howner, the nunber of fectora neceanary for this type of data may differ drastically fron the munber appropriate for analyeee with work-group meen seoree.

The above diecucaion probebly over-drenetizee the iaportance of the judgtent involving the nuabar of fectore and inpliee that - correct number of facters truly axists. In practice, this ascunption eeas unwarranted. For omemple, e typieal fector froa the Hondrix and Honderson anelyais did include itean that ceand related conceptuelly and, therefore, did sumanarize the item scores without loaing much iten information. On the other hand, If a fever nuaber of factors were used, the reaults nay be preaented even more efficiently with little additional loes of information. In other words some of the Hendrix and Hendereon factore could be combined tegether to yield better defined factora. For example, Kightower (1982) reported efector celled Task Characteristics in her analyaes which mbauned four of the factors from the original factor analyees (with the axception of 0 (1ten).
 divereity exists within the Air Force. Some individuels work withln hoepitale, others fly, while etill other meintein supplies. It seens quite likely that these individusis who

\begin{abstract}
perfore dreaticelly different duties aight not require the sene sedes to sumarize theif itel seores. Movertheleas, Hightower and Short (1992) were able to denonstrate reaconable consistency of factor analytic reaulte acroas different groups of individuels who perform different functions and acroas various demographic groupe. Factore which tended to heve only a few elent (large) loedinge did show poorer replicability acrose groups.
\end{abstract}

Interpretebility_of_fector_englyees. One difficulty with exploratory factor analysia is that the factors are defined solely on the corraletional pattorn anong itoms. What has sometimea occurred with factor analysea of the OAP is that items have selient loadings on the same fector oven though these iteas seen to aseess distinctiy different concepts. Hore specificelly, the modules on the OAP are conceptually distinct ( with a few exceptiona). For example. the Job Inventory Module addrecees queations about apereon's job, while the Job Desires Module asks questions ebout the job that a respondant would like to have. It would seem ineppropriate to combine ecrocs these two types of itom regardleae of the correlational pattern among the itome.

Relleblilty_of_OAP_fgetore. Short and Heallton (1901) inveatigated the teat-reteat reliability of the OAP fector scores. A five week interval eeparated the two teatings. The correlations were moderate in aegnitude. Seventy-ifive pereent

> of then ranged in value froe . 70 to .90. Howover, the ample size was vory eandi (18 ot 19 aubjects). They also reported reaulte with a mich larger maple. Thece tent-retent coeffielente were obtained with a six-month interval between the two teatings. They were uniforaly low noae of the coefficienta exceaded .60. On this came campla, Short and Blaniton computed a second type of reliebility confficient, Cronbech's alphe. As expected, the alphes were relativaly high for factors with e large number of lteme and aubatantially lower (below .60) for factor with few number of itens. Thoee resulte aupported the conmonannicel notien thet two or threa iten meales canot edequately repreant an iten deadn.
> In general. it would appear that factor seores for individuals baced on only fow iteas ohould not be interproted becauce they are unrelieble. However, theae reaulte do not necesearily laply that mean fector ecores for work groups would be un ureliable. In fact, becaued theae ecoren involve an averaging process. wo would hypotheaize that their reliebility would be greater.

\section*{Sygurx_end_Ieplications_of_Pat_Reacerch}

Previous reearch with the OAP using individuels se the unit of the analyais indicated that its iten cen be cluntored into relatively homogeneous ceales. The sceles which contaln fever iteme (1.e.. less then 5 itens) did not posease good paychomotric characteristic. Specifically, they tonded to have low
reliabilitiea and did not generalize ecroes functionel and doaographic groupe. On the other hand, the ecales which heve a greater nuaber of iteas did eppear to be relatively reliable and gonersilzable acrose groups.
Two nothodological problens appeared to flaw the previous reaearch. One concerns the focus of the prosent study, the ute of the individual as the unit of analyais. The seond was en under-relience on subjective judgment. This problea ves most ovident in the development of scalee or factors. With few exceptions, correletion matrices were computed among itensi factore were extracted using principal components; they were retained if their eigonvalues were greater then one; the retained factors were rotated using varimax rotations and the rouviting factor structure metrin interpreted. In other worda, subjective judgrent wea reserved for the lest step. We believe that this over-reliance on statisticel analysis yields results that are more difficult to interpret. In the precent study, we will atteapt not to rely solely on etatistical techniques, but rather try to integrate our judgeents with these techniques. For example, not only will factor analytic mothods be used to derive scales, but also statistically simplor methods thet require judgments by the investigator.

\section*{Method}

\begin{abstract}
Subugcte
The sample, 6256 Air Force personnel, was drawn fron the protest OAP date bace. Four typee of personnel were selected in order to obtain reaulte that would be generalizable ecroge functionel groupe. They were Civil Engineering (h=3308), Supply (M=1664), Tranaportation (Ma937), and Parmonnel (Ine347). Theae particular groupa were chomen becauce it was bolioved that their jobe tended to be relatively sindlar ecross beses.

Individuala were included in the ample only if they were non-supervisory perconnal and belonged to work groupe which had four meabers who hed taken the OAP. Theee criterie were impoesd for few reacons. (s) The objective of the study wen to escees the OAP using the work group as the unit of analyais. (b) LIDC gives OAP feedback to auperviacre only if they have four subordinctes who have taken the arvey. Coneequently, the unit of enalyais should be reatricted to work groups with four or more reapondente. (c) Mon-supervieory personnel were chosen to avold the conceptual and stetistical probleas aseociated with dete from hierarchical organizations.

The number of work groups varied greetly ecrose the four functional groupa: Civil Engineering, 476; Supply, 261; Transportation, 150: and Parsonnel, 70. The average number of individur lithin a work group differed sonewhat acrose
\end{abstract}
```

functionel groupa: Civil Engineering, 6.95; Supply, 6.37;

```

Traneportation. 6.25; and Parsonnol. 4.96.

\section*{Meequre_end_Date_Preparation}

Only the attitudinal items of the OAP were analyzed in the present study. These included 93 itens from six of the seven sodules: Job Inventory, Job Desires, Supervision, Work Group Productivity, Organization Climate, and Job Related Issues.

Two data seta were created for each of the four functional groups. One set was obtained by computing itea means for each work group. The cecond aet was obtained by aubtracting fron each individual's iten score the mean iten score for his/her work group. Data analyeas were conducted eaparataly for the work-group mean moores and the within-group devietion scores. Analymes conducted on the former scores use the work group as the unit of analysis. while the latter scores use the individual as the unit of andyais (with the effect due to work group removed through the aubtraction process).

\section*{Subiective_Scele Developgent}

In order to une simple item analysis mothods and not to rely solely on eapiricel reaulte, we developed nineteen OAP scales, primarily by carefully reading all OAP itens and sorting then into groupa on the basis of their content. However, these judgeents were influanced by the previous reeearch on the oap
and, to a leseer extent, on mon prelininary analysea conducted on this atudy's ample. Thea 19 sealea and an abbroviated form of their items are precented in Table 1.

Although thee sceles were developed aubjectively, we did use sone guidelines to help us sake our judgaents. First, we attenpted to develop scales within nodules prinarily because the modules appear to cseese different components. Also, previous factor analytic reanech tonded to indicate that correletions between items within modules tended to be highor than thoee betwen modules. Secondly. if module had more than eight or nine itens. we attompted to develop multiple sealee for that aodule to allow us to aseas if it was multidimencionel. Finally, we wanted aultiple iten sceles for pracision, but did not want to cecrifice the meeningfulneas of the scele by conbining itens which seened to aseese distinctly different coaponents.

Scale scores were computed by sumning iteas aseociated with each seale. Hean scele scores were computed for each work group and added to the mean iten scores for the four functional groups. In addition, within-group deviation scores were computed for the scales and added to the data sote containing the within-group deviation seores for the items.

\section*{4gelyens}

The date anclyses can be divided inte three types. Item scores were factor analyzed. The subjectively derived eceles
were itea analysed using bivariste corrolational methods. Finelly. reliabilitiec were computed on eceles developed in the firat two stepe.

Factor_sgilyses. Factor analyaes wara conducted aeparately on the mean and deviation iten scorea with two of the four functional groupe, Civil Enginearing and Supply. The remalning two functional groups ware not analyzed becauce of the anall nuaber of work-group nean ecorea (150 for Transportation and 70 for Personnel). Even the ample sizee associated with mean scores for the other two Eunctional groups were rather smell (476 for Civil Engincering and 251 for Supply) given the large nuaber of itens. ninoty-three. However, the date sets containing the devietion scoren for thete two groupe were very large and should have yielded very etable reaulte (3500 for Civil Engineering and 1664 for Supply).

For ach of the four analyaen (two functional groupa and two types of data, means and deviation ecores), factors ware axtrected fron a correlation matrix with aquared multiple correlations elong the diagonal es eatimated of communalities using principal-axes eolution. A number of criteria ware used to determine the number of factors to rotate and interpret. They Included eigenvalue-greater-than-one eriterion, parallel analysis method (Hontanalli \& Huaphreys, 1976), seree technique (Gorsuch, 1982), and interprotablitty of renults. Although the four analyees suggented different number of factors. the sene number of factors were rotated in order to compare resulte. The nine

\begin{abstract}
factors were roteted using varimax. (Relatively good siaple structure was achieved with the variaan colution so thet the extra coaplexity involved with oblique solutions was succeanfully avoided.)
\end{abstract}

Sigele_Itenanalyais. Iten analyaie of the aubjectively developed seales was conducted on the mean and deviation scores for all four functional groups. We alght be criticized for using thear techniques on the maan data sots becauce of the amal number of observations, but whow, novertholeas, to perfora these enslyees for a couple of reasons. First, beonues wo ued subjective judgements to conbine itens into sedes prior to the anelyeen, we reduced the degree that the analyeen capitalized on chance in coaparison with the factor analysee. Seeondy, wo minimized capitalization on chance by requiring replication acrose functional groupe.

The iten anclyais was performed in two ateps. (a) Three of the modules (Job Inventory. Supervision, and Organization Climate) contained more than one scele. The scales for each of these nodule were analyzed soparately to detereine if they should be elimineted, combined, or kept intact. (b) The three seales which eseentielly reprecented the renalning three modules (Job Desires, Work Group Productivity, and Job Related Isaues) and the scalea thet reaulted fron the firat stage of the iten anelyze vere then analyzed together to yield e Elael eot of eceles.

\begin{abstract}
For each stage, an 1 ten was correleted with its own scale and each of the other seales. Whon an iten was corralated with its own scale, the sunand seale seore ercluded the score for that iten: otherwise, the correlation would be spuriously high. For all other correlations. acale score was the sum of all itens belonging to that meal. These correletions were inspected to deternine if they were high betweon an iten and its own scale (convergent validity) and lower betwen an itel and the other seales (discrimination validity). A scale which adequately sumarizen the itence on it should correlate highly vith those 1tens. In addition, two ecalos should beobined if the itens on their respective scales correlate highly with the other ecele ecore.

Given the large number of correlations, theen resulte were sumarized three waye. To produce e more linear seale, all correlations were transforned using the Fisher E-to-z transformation. Mext, the trensformed correlations between a scele' itens and its total coce were averaged. Also, the transforned correlations betwon a scale's itens and total scores for each of the other aceles were everaged Thee evereged values were then tabled epparately for ech functional group.

A second type of table included son of the nate information: the averege transforind correlation between a scale's itese and its total score for och functionel group. In addition, a second statlatic wan computed for eeh functionil group by (a) averaging the trensforind correlations betwean a cale' 1 ten scores and the total scores for all othor cales and
\end{abstract}

\begin{abstract}
(b) euptracting the reaulting value from the average tranformed corralation batween the sam itens and its own acale scores The two statistice ettempt to esease, reapectively, the convergent and diacriainant velidity of the itens for aech acale.

The third type of table is siailer to the first except rather than presenting the reaults eaparately for each functional group, they are everaged ecrose the four groupe.

\section*{Reluebllity}

Coefficient alphas. an internal consistency estisate of reliability, ware computed on the sceles derived from the item analyais procedures. Thece reliebilities were coaputed emparately for the four functional group's meen scores and with-group deviation scores.
\end{abstract}

\section*{Resulte_end_Dlecuesion}

Fector_Anelysea
The man and deviation item scores for Civil Engineering and Supply were factored. The various criteria for establishing the number of factor to oxtract did not yield consistent results. For example, the parailel anclyais for the mean ecores indicated 13 and 8 factors for Civil Engineering and Supply, respectively. With the deviation scores, it indiceted more than 20 factors for both groups. On the other hand, the elgenvalue-greater-then-one criterion suggented 15 and 13 factors with the meen scores for

Civil Engineering and Supply, respectivaly. The ane criterion Fielded 16 fectora with the deviation scores for both groupe. On the other hand, the ecree technique euggested from 6 to 9 fectors ecroas the four dete sets. Finelly, different number of fectors were rotated and evaluated for interpretability. Based priaarily on the letter two criterie, we decided to preeent the nine factor solutions. Admittedly, the decision vas somewhet arbitrary.

The selient losdinge for the rotated solutions are presented in Tables 3 and 4 . The salient loadinge are the highest correlations between the itens and the factors. The fector atructurea for the mean scores ware relatively similar. The niae factors as numbered in the table tanded to have salient loadings on the following sets of itens: (1) Supervision Module. (2) Organization Climate and, to a lesser extent, Job Related Issues Modules, (3) Goals and Skill/Wholeness Scales, (4) Autonomy Scale, (5) Work Group Productivity Module. (6) Job Desires Module. (7) Pronotion/Recognition Scele, (8) Repetiveness Scale, and (9) Interference Scale.

The factor structures for the within-work-group, deviation acores differed to some extent with each other and also from thoee for the work-group mean ecores. For example, a Satiafaction factor which was aparate from Climate onerged only for the Supply deviation ecores (factor 8). Aleo, the itens on the Interference and Repetiveness Scales merged into a single fector for Civil Engineering. On the other hand, the factor struetures based on deviation scores in general did show a

\begin{abstract}
reemonable degre of overlep with thoe for mean seored. For example, the fectore repreenting the modules of Supervision, Orgenization Clinate, and Work Group Productivity were found with both the mean and deviation acores.

In genersi, the factor anelytie realts for the nena seores eppeared interprateble and they raplieated acron both functionel groups. Those asociated with the deviation ecores eleo were falrly interpretahle, although they did not appear to raplicate es well. Finally, iten on e subjectively derived scale tended to cluster on single factor. This finding tands to support both the meaningiulnees of the etpiricelly derived fectore and the subjectively derived ecele
\end{abstract}

\section*{Itea_Anslyges}

Igb_Inyentory_hodyle. The 1 ten analysis tatistice boed on the work-group nean ecores aro preented in Tables through 6 for the Job Inventory Module, while the compareble atatifties based on the within-group deviation scores are given in Tables 7 through 9. Only the itene on the Interference Scale tended to show low convergent validity. In teras of diseriminate velidity, the 1 tens on the Interference, Physicel Cherecteristies, and Repetitivenase Scales tended not to correlate very highly with any other scele bosides their own mele. Baesd on thase statisticg, we decided to elisinate thee three seales. sereuan they did thow relatively good diecrininete velidity, they could
not be combined with any other acale. Yet each of theae acales hed too fow itens to remain intact even though two of then poseeseed good convergent validity.

For the Goals, Skill, Autonony, and Promotion Scales, not only were the item correlations relatively high within scales, but also moderate in magnitude between scalea; however, the corralations between the iteme of the Autonomy Scale with the othar three scalea were silghty lowar. Nevertheless, it should be noted that all four scales did show discrininate validity; that is, the iten on each scele correlated more with its oun scale than with the other scales.

We decidad that it might be reaconeble to reach two different conclusione for thece reaults. Goals, Skill, and Autonony night be combined togother to make an Enrichaent Scale and Pronotion/Recognition kept as an intact acale. Alternativaly, ell four sceles could ramain separate. These deciaions nead not be mutually exclusive. Enrichment could be viewad an scale and Goale, Skill, and Autonony could be considered ita subecales. Coneequently, Enrichment, Goals, 5kill, Autonomy, and Promotion were retained for the second stage of the iton analysis.

The correlations for the work-group means, on the average. were larger in megnitude than thoce for the within-group, deviation scores. The patterna of the correlations for the two types of deta were relatively siniler, although the correlations
based on the mean iten acores did produce sonewhet better discriminate validity.

Suparyisign_igdule. The iten anclysia statistics based on the work-group mean scores are presented in Tables 10 through 12 for the Supervition Hodule, while the compareble statistics based on the within-group, deviation scores are given in Tabled 13 through 15. The itema on all four Supervieion Scales showed high convergent validity. On the other hand, they did not demonstrate adequate discriminant velidity. The lack of diserimination for the General Scale was expected in that its iteng tended to be broad in nature, rather than aseasa any specific aspect of supervision. For the reaaining Supervision Scales, the item correletions within a scale, on the average, ware only slighty higher than the iten correlations with other scales. These results held across functional groups. Also although the correlations were in generel higher for the correletions based on mean scores than those beeed on deviation scores, the leck of discriaination replicated across type of dets. Given these date. wo decided to make a single scale celled Supervision fron the four scales on the Supervision Hodule. This conclusion is consistent with the factor analytic reaults.

Qxganization_Ghinta_Hodyle. The iten analysis statistics based on the work-group sean scores are preaented in Tables 16 through 18 for the Orgenization Climate Module, while the comparable statiaties based on the within-group, devietion scoras are given in Tables 19 through 21. The resulte for the seales on

\begin{abstract}
this module ware siailar to thoee for the Supervision Module. The iteme on all five Organization Climate Scales ghowed high convergent velidity, but three of the five did not demonstrate edequate diecriminant validity. Feedback/Recognition and, to a lesear extent, Downward Commuication showed sone degree of discriaination. We decided to combine all five acelee together into a single Organization Climete Scale, although we could heve kept Feedback/Recognition es an intact scale. Although the correlationa were in general higher for those based on mean scores then thoee based on deviation scores, the patterns of correlationa scross the mean and deviation scores ware aiailar.
 The iten analy=is stetistice based on the work-group mean scores are presented in Tables 22 through 24. The scales for these analyeen included those not evaluated in the first stage of the item analyais and the males that reaulted from the first atage except Enrichment. The comparable statistice based on the within-group, deviation acores are given in Tables 25 through 27. The Organization Climate and Suparvision Scales showad excellont convergent and discriminant validity. The decision to conbine scelea to produce these two sealea would appear appropriate given the resulta. In eddition, Work Group Productivity also appeared to poasess excellent paychometric cheracteristics. The reasining aix scalea showed adequate convergent and discriminant validity
\end{abstract}

In mont caele the correlations for the work group neans were higher than thore for the deviation seores. Aleo. for Organdsation Cilnate. Suporvision. Satistaction. and Work Group Productivity, diserininant velidity ues consistentiy better for the mean wores than for the deviation soores. On the other Mand, for sone menlet buch at Job beniret, the dincriminant validity wes opproximetely the sale for two types of ccores. It
 as Supervision or Work Group Productivity, yield teteistics thet Faried in megnitude with the choim of the unt of anolyeis. Thoee seales which tend to maect individusi constructer, buch en Job Desires. did not yiuld ftatisties that wer greaty affected by the choice of tho undt of andysis.

Tables 28 also presents atatistics for the mean scorea eseociated with the second tigge of the itel andyait, but substitutes Encichment for its copponent parts: Gonle, Skill, and Autonony Scoles . Table 29 preante sindier tiatistice except using with-group. doviation acorete In general. Enrichnent did not eppeat to produce any bottor statistics than its conponent parts and, therefore, the Goels, Shill. and Autonony Scaleb need not be conbined unles it was dictated by the nee of the oAP.

\section*{Relleqbility}

Table 30 presents the reliabilities for the tan ecolea that appened to have good peychonetric characteriatica baend on the
 ed feedback to eupervimor, the relevant reliebilitits are those
baced on theae mean scorea (in the upper half of the table). The only seales with reliabilitien in the \(70^{\prime}\) s were Goals and Job Desires. The scales with large number of ltens denonstrated very high reliability. For example, the reliabilities for Organization Climate and Supervision wore all above .95.

Except for Job Desires, the reliabilities baced on the deviation scores were somowht lower then those besed on the meane Theae raalta are sinilar to those for the convergent validities in that both sets of statistics are directiy related to the covariance anong itens.

\section*{Conclugiongi_Uge_of_Hork_Grgup_Iethe_Unit_of_Anelygig}

The mejor objective of the research was to evaluate soae peychonetric charecteristice of the OAP using the work group as the unit of anclyass. The choice to use this unit of enalyeis was based on how the OAP 1s ueed; that 1s, the LaDC conaultants interpret work-group meen scores and not individual scores. Hevertheless, we were hesitant to conduct the research because sample sizes for the man scores were relatively anall. On the besla of the caple alza alone, we felt that the reaulta for the work-group mean scorea night be much less stable and yield leas interpretable reaults than those for the within-group, deviation scores. However. in general. we did not obtein these findings. In fact, the anclysee baced on the mean scores yielded more meaningful and replicable results.

The two types of date do reach some parallel findings. Regardless of whether ecelea ware derived using factor anslyaes or a siapler item analysis techaique. some seales such as Superviaion anerged for both group aeen seores and within-group deviation scores. Such siailarities should not be usad as an onpirical justificntion for the uee of individual soores. We belleve that the use of the work group as the unit of analysis is velid on logical grounde and, fron this perspective, our results suggested that the use of the individual as the unit of the analysis would tend to yield dietorted empirical findings.
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Table 1
OAP Retionally-derived Scales
\begin{tabular}{|c|c|}
\hline \multicolumn{2}{|l|}{} \\
\hline \multirow[t]{6}{*}{Goals} & Igh_Inyentorx Hedule: \\
\hline & 34. ... what is experted of you in performing your jobr \\
\hline & 35. ...are your job performance goals diffieult to scconplish? \\
\hline & 36. ...are your job performance goals clear? \\
\hline & 37. ...ere your job performance goels specific? \\
\hline & 38. ...are your job performance goels realiatic? \\
\hline Skil1/ & Job_Inventory_Hodul \\
\hline Wholenees/ & 17. ...-job require you to do many difierent things ... ? \\
\hline Effect on & 18. ...job involve doing thole tavk or unit of work? \\
\hline \multirow[t]{4}{*}{others} & 19. ...job eignificant, in that it affects others ... \\
\hline & 27. ...doing your job well affect e lot of people? \\
\hline & 26. ...job provide you with the chance to finish coapletely....? \\
\hline & 29. ...job requise you to uee n number of complex skillet \\
\hline \multirow[t]{8}{*}{Autonomy} & Igh_Inyatary_Hgdyle: \\
\hline & 20. ...job ... independence in scheduling your workt \\
\hline & 21. ...job ... independence in selecting your own proeedures ....? \\
\hline & 22. ...doing your job without feadback from anyone oleel \\
\hline & 26. ...job provide the chance ... responsible for your own work? \\
\hline & 30. ...job ... do your work as you see fiti \\
\hline & 31. ...you allowed to make major decisions ... your job well? \\
\hline & 33. ...sceountable to your suparvieor in eccoliplishing your job? \\
\hline \multirow[t]{6}{*}{Promotion/ Recognition} & Ige_Inyenterz_Hgelye: \\
\hline & 11. ... promotion/advancement opportunities thot effect youl \\
\hline & 43. ... progrees up your career laddert \\
\hline & 44. ... prepared to eccept incrouend reeponsibility? \\
\hline & 45. ... people who perforn well recelve recognition? \\
\hline & 47. ... learn skilis which will improve your promotion potentiall \\
\hline \multirow[t]{4}{*}{Interference} & Iet_Inyenterx_Hgdyle: \\
\hline & 23. ... do additional duties interfere with ... jobt \\
\hline & 49. ... detaile ... interfere with performance ... job? \\
\hline & 50. ... bottlencek in your organization seriously affect ... ? \\
\hline \multirow[t]{4}{*}{Physical characteristics} & Igh_Ingenterz_Igdyle: \\
\hline & 24. ... edequate tool and equipment to accomplish your jobt \\
\hline & 25. ... amount of work epace provided adequate? \\
\hline & 48. ... necesamry supplies to accomplish your job? \\
\hline \multirow[t]{3}{*}{Repetitiveneas} & Ige_Inyentery_4galy: \\
\hline & 39. ... came tasks repentedly within e short period of timel \\
\hline & 40. ... same type of problem on a dadly basis? \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline \multirow[t]{8}{*}{\begin{tabular}{l}
Job \\
Desire
\end{tabular}} & Igh_Destreseygatule (all items): \\
\hline & 51. Opportunities to have independence in my work. \\
\hline & 52. A job that is meaningful. \\
\hline & 53. An opportunity for parsonal growth in my job. \\
\hline & 54. Opportunities in my work to use my skills. \\
\hline & 55. Opportunities to perforl a variety of taske. \\
\hline & 56. A job in which taske are repetitive. \\
\hline & 57. A job in which task are relatively easy to accomplish. \\
\hline \multirow[t]{3}{*}{General} & Euperyision_Hodule: \\
\hline & 65. Hy eupervieor perforas mell under pressure. \\
\hline & 66. Hy supervisor takes time to halp me when needed. \\
\hline \multirow[t]{8}{*}{\begin{tabular}{l}
Planning/ \\
Goal \\
setting
\end{tabular}} & Supervisien_Hodyle: \\
\hline & 58. My eupervieor is a good planner. \\
\hline & 59. Hy aupervisor sete high performance standards. \\
\hline & 62. Hy supervisor establishee good work procedures. \\
\hline & 63. Hy supervisor has made his reaponsibilities clear \\
\hline & 64. Hy eupervisor fully explains procedures ... . \\
\hline & 68. Hy supervieor aske ... ideas on task improvemente. \\
\hline & 69. my aupervisor holps me eet specific goele. \\
\hline \multirow[t]{8}{*}{Feedbeck/ Training} & Superyision_Hgdule: \\
\hline & 70. Hy supervisor lets me know when I an doing a good job. \\
\hline & 71. Hy supervisor lets me know when I am doing poor job. \\
\hline & 72. Hy supervisor elwaye helps me improve my performance. \\
\hline & 73. Hy supervieor insures ... job related training when needed. \\
\hline & 74. ... performance has improved due to feedback ... eupervisor. \\
\hline & 75. ... technical advice, I usually go to my eupervisor. \\
\hline & 76. My suparvisor ... feedback on how well I al doing ay job. \\
\hline \multirow[t]{4}{*}{Upward communication/Tean} & Superyiegn_Hodule: \\
\hline & 60. Hy supervisor encouragee teamwork. \\
\hline & 61. My supervisor represants the groups at all times. \\
\hline & 67. Hy supervieor asks mombert for their ideas ... . \\
\hline \multirow[t]{10}{*}{Work group productiv1ty} & Work_Grgup_Productiyity_Hedyle (all itoms): \\
\hline & 77. The quentity of output of your work group is high. \\
\hline & 78. The quality of output of your work group is high. \\
\hline & 79. ... group do an outatanding job in handiling these aituations. \\
\hline & 80. Your work group always gets maximun output . \\
\hline & 81. ... in comparison to similar work groupe ie very high. \\
\hline & Job_Inventory_Mgdule: \\
\hline & 42. ... your mork group maintain high standards of performance. \\
\hline & Job_Related_Iseuge_Mgdule: \\
\hline & 102. ... chare the load, and the spirit of teanvork... . \\
\hline \multirow[t]{5}{*}{Upward conaunica-} & Organizatiton_Clisets_Hodule: \\
\hline & 82. Ideas ... accepted by ... personnel above my supervisor. \\
\hline & 86. Hy complaints are aired satisfactorily. \\
\hline & 87. My organization ... interested in the attitudes of \\
\hline & 88. Hy organization ... interest in the welfare of its people. \\
\hline
\end{tabular}

Table 1 (continued)
\begin{tabular}{|c|c|}
\hline Downward comanication & \begin{tabular}{l}
Organizitignclinate figdule: \\
63. Hy organization providec ... information for me ... . \\
84. My organization provides adequate infornation ... . \\
85. ... group is usually avare of important evente ... . \\
91. The information in my orgeaization is videly ahared.. \\
100. Hy organization provides eccurate information ... .
\end{tabular} \\
\hline \multirow[t]{2}{*}{Feadback/ Recognition} & Organization_ciisate_fodyle: \\
\hline & \begin{tabular}{l}
92. Pereonnel in my unit are recognized for ... performance. \\
93. I an usualiy given ... denonstrate my work to others. \\
98. By organization rewarda individuala beend on performence.
\end{tabular} \\
\hline \multirow[t]{2}{*}{Planaing/ Goal soting} & Qrganization_Clinate_nodula \\
\hline & \begin{tabular}{l}
96. Hy organization hes clear-cut goele. \\
99. The goals of my organization are reasonable
\end{tabular} \\
\hline \multirow[t]{6}{*}{\[
\begin{aligned}
& \text { Organize- } \\
& \text { tion } \\
& \text { afficacy }
\end{aligned}
\]} & Qrganization_Glimate_Eodylat \\
\hline & 89. I an very proud to work for this orgenization. \\
\hline & 90. I feal reaponsible to my organization in accompliahing \\
\hline & 94. There is a high epirit of teanwork anoag my co-workers. \\
\hline & 95. ... outstanding cooperation between work groupe \\
\hline & 97. I feel motivated to contribute by best offorte .. \\
\hline \multirow[t]{12}{*}{Satiafection} & Sob_Relatad_IEgyes_ygithe: \\
\hline & 101. ... welfare through the perforannce of my job. \\
\hline & 103. ... pride my fanily mas in the work I do. \\
\hline & 104. The OJT instructionsl methods and instructors' eonpotence. \\
\hline & 105. The technical training I have recaived to perfors ... . \\
\hline & 106. Hy work schedulet ... regularity of my work schedules \\
\hline & 107. Job Sacurity \\
\hline & 108. The chance to acquire valuable skills ... . \\
\hline & 109. Hy job ee thole \\
\hline & Job-Inyegtoxz_Eodyla: \\
\hline & 32. To what extent are you proud of your jobi \\
\hline & 46. To what extent does your work give you a feeling of pride? \\
\hline
\end{tabular}

Table 2
Selient Loedinge on Factore for Civil Engineering
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Toble 2 (continued)
Salime Loedinge on Factore for Civil Ingimening


Table 2
Salient Loedings on Factors for Civil Engineering
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Teble 2 (ecatinued)
Salient Loadinge on Factora for Civil Pngineering


Table 3
Selient Loadings on Fectors for Supply


Job_Iny,_Module


Teble 3 (continued)
Salient Loadinge on Factore for Supply


Tabla 3 (eoatiaued)
Saliment Loadings on Factore for Supply


Note. The symbols indicate the sign and magnitude of the factor loading (L): * indicates L. 60 : indicates . 30<Lく.601 - indicates -. 60<L《-. 30 .

Table 4
Job Inventory Items Uaing Work-group Mean Scores: Meen 2-transformed-r of Iteas from Scale with thatr Own Seele and with Each of the Other Scales for eech Fuactional Group


Table 5
Job Inveatory Itene Using Morh-proup Menn Soorea: Averoged Z-tranaformed-r of Iteas with thair Own Soale and Differmace Obtainod by Subtreotimg this lean froa Avaraged Z-tranformed-r of Itean with Other sealea
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{8}{|l|}{} \\
\hline & & & & & & & \\
\hline Civil eagineer & . 72 & . 76 & . 76 & . 72 & . 44 & . 71 & . 45 \\
\hline Supply & . 62 & . 81 & . 81 & . 79 & . 68 & . 81 & . 69 \\
\hline Trangportation & . 72 & . 89 & . 79 & . 00 & . 26 & . 84 & . 68 \\
\hline Personnel & . 62 & . 73 & . 67 & . 58 & . 66 & . 72 & . 63 \\
\hline mean & . 67 & . 80 & . 76 & . 72 & . 51 & . 77 & . 71 \\
\hline \multicolumn{8}{|l|}{Civil} \\
\hline civil eagineer & . 46 & . 54 & . 58 & . 46 & .49 & . 54 & . 80 \\
\hline Supply & . 40 & . 52 & . 55 & . 55 & . 64 & . 60 & . 74 \\
\hline Transportation & .46 & . 61 & . 52 & . 56 & . 35 & . 67 & . 71 \\
\hline Porsonnel & . 40 & . 52 & . 50 & . 42 & . 73 & . 36 & . 75 \\
\hline Heen & . 40 & . 55 & . 54 & . 50 & . 35 & . 39 & . 75 \\
\hline
\end{tabular}

Table 6
Job Inventory Iteas Using tork-group Heen Scorea: Mean 2-tranaforned-r of Itens fron Scele with their Own Scele and with Each of the Other Scalos Averaged ecroas Functional Groupe


Table 7
Job Iaveatory Itead Usiag Within-group Deviatica Scorsas: Hean 2-tranaformed-r of Iteme from a Scale with their Own Scele and with Ench of the Other Sealon for each Functionel Group


Teble
Job Inventory Iteas Ueing Uithin-group Devietion Scores: Averaged Z-trensforeed-r of Items with their Own Scale and Difference Obtained by Subtracting this Mean from Avereged Z-tranformed-r of Iteas with Other Scales
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{8}{|l|}{Functional \(\qquad\) Scales} \\
\hline & & [ras & & & - & - & \\
\hline Civil engineer & . 55 & . 66 & . 57 & . 57 & . 39 & . 53 & . 48 \\
\hline Supply & . 54 & . 62 & . 53 & . 59 & .39 & . 35 & . 43 \\
\hline Tranaportation & . 51 & . 63 & . 53 & . 52 & .38 & . 59 & . 52 \\
\hline Perconnel & . 59 & . 52 & . 33 & . 35 & . 39 & . 58 & . 46 \\
\hline Mean & . 35 & . 61 & . 54 & . 56 & . 39 & . 58 & . 46 \\
\hline \multirow[t]{2}{*}{Civil engineer} & & fer & -bet & & & & \\
\hline & . 33 & . 45 & . 37 & . 40 & . 39 & . 36 & . 43 \\
\hline Supply & . 33 & . 39 & . 33 & . 39 & . 34 & . 41 & . 36 \\
\hline Trensportation & .31 & .42 & . 31 & . 37 & . 39 & . 43 & . 44 \\
\hline Personnel & . 37 & . 35 & . 36 & . 38 & . 35 & . 48 & . 39 \\
\hline Hean & . 33 & . 40 & . 34 & . 38 & . 37 & . 42 & . 40 \\
\hline
\end{tabular}

Table 9
Job Inventory Iteas Using Within-group Doviation Scores: Hean z-trenaforaed-r of Iteas from a Scale with their Own Seale and with Each of the Other Scelee Averaged serross Functional Groups
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline Scele of itean & Gonls & Skill thele & Aut &  & & Phyai chanc: & Repe \\
\hline Goals & 255 & . 32 & . 33 & . 29 & . 01 & . 23 & . 08 \\
\hline 5kill & . 32 & . 61 & . 39 & . 24 & . 07 & . 18 & . 04 \\
\hline Autonomy & . 33 & . 37 & 234 & . 26 & . 01 & . 23 & . 00 \\
\hline Promote & . 30 & . 25 & . 29 &  & . 00 & . 22 & . 01 \\
\hline Inter. & . 01 & . 07 & -. 02 & . 00 & . 39 & -. 09 & . 12 \\
\hline Physical & . 28 & . 22 & . 29 & . 25 & -. 10 & . 56 & . 02 \\
\hline Repotitive & . 10 & . 08 & . 01 & . 02 & . 15 & . 03 & 215 \\
\hline
\end{tabular}

Table 10
Supervisica Iteas Using Work-group Mean Scorea: Mean \(Z\)-tranaformed-r of Itena fron a Scale with tholr Own Scele and uith Each of the Other Scales for eech Functional Group


Table 11
Suparvialen Itens Uaing Herk-group Manas: Avereged Z-trenaformed-r of Itean with their Own Seale and Difference Optalned by Subtrecting this Iean Iron Avereged Z-tranformel-r of Iteas with Other Senlec
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Functional group} & \multicolumn{2}{|l|}{} & \multicolumn{2}{|l|}{Fredback/ U} \\
\hline & dY & 3 & 1 & \\
\hline Civil eagineoring & 1.06 & 1.36 & 1.23 & 1.20 \\
\hline Supply & 1.05 & 1.27 & 1.10 & 1.07 \\
\hline Transportation & 1.13 & 1.30 & 1.23 & 1.19 \\
\hline Personnel & . 95 & 1.37 & 1.00 & 1.04 \\
\hline Mean & 1.05 & 1.34 & 1.11 & 1.12 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|}
\hline Civil eagineering & -. 16 & .19 & .17 & .04 \\
\hline Supply & -. 07 & .20 & .17 & . 02 \\
\hline Transportation & -. 12 & .17 & .10 & . 02 \\
\hline Personnel & -. 08 & . 30 & . 16 & . 06 \\
\hline Hean & -. 10 & . 22 & . 15 & . 04 \\
\hline
\end{tabular}

Toble 12
Supervialon Itean Uaing Work-group Heen Scorea: Meen 2-tranaformed-r of Iteas from - Scele with their Own Seele and with Each of the Other Sceles Averaged ecrose Functional Groupe
\begin{tabular}{|c|c|c|c|c|}
\hline Seale of itene & General & \[
\begin{aligned}
& \text { leaniz } \\
& \text { selatan }
\end{aligned}
\] & \[
\begin{aligned}
& \text { Irtaly } \\
& \text { cedber } \\
& \text { cninin }
\end{aligned}
\] & \[
\begin{aligned}
& \text { mard } \\
& \text { yayge }
\end{aligned}
\] \\
\hline General & 1.93 & 1.18 & 1.12 & 1.11 \\
\hline \begin{tabular}{l}
Planning/ \\
Goal eotting
\end{tabular} & 1.08 & 1.34 & 1.17 & 1.15 \\
\hline Feedbeck/
Training & . 90 & 1.04 & 1.11 & . 94 \\
\hline Upvard comen. 1 Teamork & 1.04 & 1.18 & 1.05 & 1412 \\
\hline
\end{tabular}

Table 13
Supervisica Iteas Uaiag Within-group Doviatica Scores: Heen 2-trensformed-r of Iteas from Seale with thair Own Scale and with Each of the Other Scales for each Functional Group


Table 14
Supervialon Itena Using Mithin-greup Deviation Seores: Avereqed 2-tranforead-r of Iteen with thetr Om Scele and Differance Obtatmed by Suberacting this heen fren Avereged Z-tranformed-r of Iteas with Other Scelee
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Funetional group} & \multicolumn{4}{|l|}{Genoral Planing/} \\
\hline & \multicolumn{4}{|l|}{} \\
\hline Civil engineering & . 63 & . 94 & . 85 & . 78 \\
\hline Supply & . 75 & . 94 & . 87 & . 81 \\
\hline Transportation & . 75 & . 92 & . 61 & . 76 \\
\hline Personnel & . 67 & . 99 & . 68 & . 90 \\
\hline Hean & . 70 & . 98 & . 83 & . 81 \\
\hline \multicolumn{5}{|l|}{} \\
\hline Civil eaginearing & -. 16 & . 14 & . 16 & -. 02 \\
\hline Supply & -. 07 & . 14 & . 17 & . 00 \\
\hline Tranaportation & -. 05 & . 16 & . 15 & . 11 \\
\hline Perconnel & -. 15 & . 16 & . 20 & . 06 \\
\hline Hean & -. 11 & . 15 & . 17 & . 04 \\
\hline
\end{tabular}

Teble 25
Supervisica Itean Using Within-group Deviation Soores: Mena 2-tranaformed-r of Items from a Soll with thoir Ova Scale and with Each of the other scelee Averaged ceroes Functional Groupe
\begin{tabular}{|c|c|c|c|c|}
\hline Scale of iteme & \multicolumn{4}{|l|}{} \\
\hline General & 279 & . 86 & . 76 & . 80 \\
\hline Planning/ Goal eatting & . 75 & 48 & . 80 & . 85 \\
\hline Fcedberk/ Training & . 63 & . 73 & 285 & . 66 \\
\hline Upwerd conal. 1 Teamwork & . 79 & . 92 & . 76 & -81 \\
\hline
\end{tabular}

Table 16
Organizaticanl Climete Itcas Usiny Work-group Hoan Soorea: Haen Z-tranaformed-r of Iteas from a Senle with thoir Own Seale and vith Each of the Other Scalee for each Functional Group
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multirow[t]{3}{*}{Scale of iteas} & \multicolumn{5}{|c|}{Seale Igtale} \\
\hline & \multicolumn{3}{|l|}{Upwerd Downwerd} & \multicolumn{2}{|l|}{Planaing/ Organizational} \\
\hline & c9%ㅗㄹ & csing & Prget & cral_ & ffic \\
\hline Up. coma. & \multicolumn{3}{|l|}{} & . 76 & .83 \\
\hline Down. coma. & . 89 & \(1 \times 19\) & . 79 & . 06 & . 60 \\
\hline Feed/Recog. & . 79 & . 77 & 1.09 & . 73 & . 75 \\
\hline Plan./Goel & . 86 & . 94 & . 83 & 22 & . 92 \\
\hline Organ. aff. & . 78 & . 73 & . 69 & . 76 & 2f8 \\
\hline 呺. con. & 1.219 & . 96 & . 98 & . 88 & 1.00 \\
\hline Down. coma. & 1.01 & 1.28 & . 99 & . 98 & . 97 \\
\hline Feed/Recos. & 1.02 & . 98 & 1231 & . 93 & . 93 \\
\hline Plan./Gonl & . 96 & 1.03 & . 98 & 1299 & 2.08 \\
\hline Organ. eff. & . 96 & . 89 & . 86 & . 93 & 1209 \\
\hline & & & Fert & & \\
\hline Dp. coma. & 1.25 & 1.07 & . 92 & . 89 & . 93 \\
\hline Down, comin. & 1.06 & 1218 & . 04 & . 85 & . 91 \\
\hline Feed/Recog. & . 93 & . 85 & L239 & . 82 & . 85 \\
\hline Plan./Goal & . 93 & . 90 & . 87 & 221 & . 94 \\
\hline Organ. eff. & . 85 & . 81 & . 76 & . 79 & -93 \\
\hline & & & pope & & \\
\hline Up. coman. & 1298 & . 93 & . 99 & . 92 & . 94 \\
\hline Down. coma. & . 94 & 1218 & . 88 & . 93 & 1.00 \\
\hline Feed/Recog. & . 98 & . 85 & 1213 & . 89 & . 95 \\
\hline Plen./Goal & 1.00 & . 99 & . 99 & 169 & . 99 \\
\hline Organ. off. & . 93 & . 98 & . 96 & . 91 & 1292 \\
\hline
\end{tabular}

Table 17
Organizational Climate Iteas Usiag Work-group Means: Areraged Z-transformed-r of Itoas with their Own Seale and Difference Obtainod by Subtracting this Mean from Averaged z-trenformad-s of Items with Other Sceles

\begin{tabular}{|c|c|c|c|c|c|}
\hline Civil engineering & .14 & 0.26 & 0.32 & -. 02 & .14 \\
\hline Supply & .14 & .29 & . 34 & -. 01 & . 02 \\
\hline Transportation & .19 & .26 & . 44 & . 01 & . 29 \\
\hline Personnel & . 14 & .24 & .21 & -. 10 & . 14 \\
\hline Hean & . 15 & .26 & . 33 & -. 03 & . 15 \\
\hline
\end{tabular}

Table 18
Organizational Climate Itens Using Work-group Kean Scores: Mean 2-transformed-r of Iteas fron Scale with their Oun Scale and with Each of the Other Scalea Averaged acroas Functional Groupa
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{6}{|l|}{\multirow[t]{2}{*}{}} \\
\hline & & & & & \\
\hline Upward come. & 1.97 & . 96 & . 92 & .86 & . 93 \\
\hline Downward comin. & . 98 & 1.18 & . 88 & .90 & . 92 \\
\hline Feedback/ Recogn. & . 93 & . 86 & 1.21 & . 85 & . 87 \\
\hline \begin{tabular}{l}
Planning/ \\
Goal setting
\end{tabular} & .94 & . 85 & . 92 & . 92 & . 98 \\
\hline Organization -fficacy & . 88 & . 85 & . 82 & . 85 & Q 9.9 \\
\hline
\end{tabular}

Table 19
Organizational Cliaate Itens Uaing Within-group Deviotion Scores: Mean Z-transforaed-r of Iteas from Scele with their Own Scale and with Each of the Other Scales for each Functional Group
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multirow[t]{3}{*}{seale of itene
\(\qquad\)} & \multicolumn{5}{|l|}{----------- Scgle_Totele} \\
\hline & \multirow[t]{2}{*}{conal.} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{cong: --..-Recogn}} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{Planning/ Organizational
Goal}} \\
\hline & & & & & \\
\hline up.--com. & -78 & . 7 & . 60 & . 54 & . 62 \\
\hline Down. cons. & . 71 & -89 & . 61 & . 62 & . 65 \\
\hline Foed/Recog. & . 61 & . 60 & 290 & . 53 & . 57 \\
\hline Plan./Goal & . 61 & . 69 & . 59 & . \(6 \underline{8}\) & . 72 \\
\hline Organ. eff. & . 57 & . 58 & . 52 & . 58 & . 69 \\
\hline & & & \(\underline{1}\) & & \\
\hline Up. conn. & . 76 & . 65 & . 61 & . 52 & . 65 \\
\hline Doun. coma. & . 67 & -99 & . 61 & . 62 & . 64 \\
\hline Feed/Recog. & . 63 & . 60 & . 93 & . 55 & . 62 \\
\hline Plan./Goal & . 60 & . 69 & . 62 & . 72 & . 71 \\
\hline Organ. off. & . 61 & . 58 & . 57 & . 58 & . 73 \\
\hline \multirow[t]{2}{*}{up. coan.} & & & Porta & & \\
\hline & . 79 & .71 & . 63 & . 54 & . 63 \\
\hline Down. comm. & . 73 & - 89 & . 62 & . 61 & . 65 \\
\hline Feed/Recog. & . 63 & . 61 & -91 & . 54 & . 56 \\
\hline Plan./Goal & . 60 & . 66 & . 60 & : 69 & . 70 \\
\hline Organ. eff. & . 58 & . 59 & . 52 & . 58 & . 70 \\
\hline \multirow[t]{2}{*}{Up. conn.} & & & gnnel & & \\
\hline & -78 & .61 & . 64 & . 56 & . 68 \\
\hline Down. coma. & . 58 & . 73 & . 49 & . 50 & . 50 \\
\hline Feed/Recog. & . 60 & . 49 & -80 & . 51 & . 57 \\
\hline Plan./Goal & . 63 & . 58 & . 60 & . \(6 \underline{6}\) & . 78 \\
\hline Organ. eff. & . 57 & . 45 & . 51 & . 58 & . 58 \\
\hline
\end{tabular}

Table 20
Organizational Climate Itens Using Within-group Deviation Scores: Averaged Z-transformed-r of Itess with their Own Scale and Difference Obtained by Subtracting this hean from Averaged Z-tranformed-r of Itoms with Other Scales
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{6}{|l|}{} \\
\hline Civil engineering & . 78 & . 89 & . 90 & . 68 & . 69 \\
\hline Supply & . 76 & . 90 & . 93 & . 72 & . 73 \\
\hline \[
\begin{aligned}
& \text { Trans- } \\
& \text { portation }
\end{aligned}
\] & . 79 & . 89 & . 91 & . 60 & .70 \\
\hline Personnel & .78 & . 73 & . 80 & . 66 & . 58 \\
\hline Mean & . 78 & . 85 & . 88 & . 66 & . 68 \\
\hline & Di & nce & -n_ & thex & \\
\hline Civil engineering & .17 & . 24 & . 32 & . 03 & .13 \\
\hline Supply & . 15 & . 26 & . 33 & . 06 & . 15 \\
\hline \[
\begin{aligned}
& \text { Trans- } \\
& \text { portation }
\end{aligned}
\] & . 16 & . 24 & . 33 & -. 04 & .13 \\
\hline Personnel & . 16 & . 21 & .26 & . 01 & . 05 \\
\hline Mean & . 16 & . 24 & . 31 & . 02 & . 12 \\
\hline
\end{tabular}

Table 21
Organizational Climate Items Using Within-group Deviation Scores: Mean Z-tranaforsed-r of Items from a Scale with thoir Own Scale and with Each of the Other Scales Averaged across Functional Groups
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{6}{|l|}{\multirow[t]{2}{*}{}} \\
\hline & & & & & \\
\hline Upward coman. & .78 & . 67 & . 62 & . 54 & . 64 \\
\hline Downward conn. & .67 & .85 & . 58 & . 59 & . 61 \\
\hline Feedback/ Recogn. & . 62 & . 58 & -88 & . 53 & . 58 \\
\hline Planning/ Goal setting & . 61 & . 66 & . 60 & -66 & . 73 \\
\hline Organization -fficacy & . 58 & . 55 & . 53 & . 58 & . 68 \\
\hline
\end{tabular}

Table 22
OAP Itese Using Work-group Hean Scores: Mean 2-transformed-r of Iteas from a Scale with thair Own Scale and with Each of the Other Scales for each Functional Group

Scale
 Civil_engingering
\begin{tabular}{llllllllll} 
Climate & .98 & .50 & .42 & .30 & .41 & .46 & .66 & .52 & .27 \\
Suparvis. & .56 & 1.26 & .45 & .26 & .43 & .48 & .49 & .52 & .16 \\
Goals & .39 & .37 & .72 & .46 & .43 & .43 & .49 & .41 & .26 \\
Skill & .29 & .23 & .45 & .76 & .47 & .28 & .45 & .34 & .30 \\
Autonomy & .40 & .38 & .45 & .45 & .78 & .29 & .42 & .45 & .30 \\
Promote & .46 & .42 & .46 & .32 & .30 & .72 & .52 & .36 & .25 \\
Satiafac. & .58 & .39 & .47 & .45 & .39 & .48 & .74 & .47 & .28 \\
Product. & .53 & .48 & .46 & .36 & .48 & .38 & .54 & .91 & .27 \\
Desires & .15 & .13 & .25 & .29 & .28 & .22 & .24 & .23 & .68
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline Climate & 1.14 & . 46 & . 45 & . 42 & . 47 & . 58 & . 78 & . 57 & 21 \\
\hline Supervis. & . 47 & 1.20 & . 44 & . 33 & . 37 & . 53 & . 52 & . 47 & . 18 \\
\hline Goals & . 37 & . 36 & . 62 & . 43 & . 36 & . 34 & . 42 & . 41 & . 24 \\
\hline Skill & . 39 & . 29 & . 47 & . 81 & . 59 & .46 & . 51 & . 43 & . 37 \\
\hline Autonony & . 43 & . 34 & . 42 & . 56 & -81 & . 42 & . 56 & . 38 & . 28 \\
\hline Promote & . 55 & . 49 & . 40 & . 38 & . 44 & . 79 & . 59 & . 49 & . 31 \\
\hline Satisfac. & . 71 & . 48 & . 48 & . 53 & . 58 & . 58 & . 21 & . 53 & . 26 \\
\hline Product. & . 58 & . 46 & . 51 & . 51 & . 42 & . 53 & . 58 & 1.04 & . 28 \\
\hline Desires & . 17 & . 14 & . 24 & . 34 & . 24 & . 26 & . 22 & . 22 & . 70 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{10}{|c|}{Iransportatiden} \\
\hline Climate & 1.08 & . 49 & . 53 & . 39 & . 54 & . 54 & .71 & . 52 & 15 \\
\hline Supervis. & . 53 & 1. 29 & . 46 & . 31 & . 47 & . 62 & . 43 & . 51 & . 11 \\
\hline Goals & . 50 & . 39 & . 72 & . 52 & . 55 & . 45 & . 51 & . 44 & . 27 \\
\hline Skil1 & . 38 & . 29 & . 56 & . 89 & . 69 & . 45 & . 58 & . 42 & . 30 \\
\hline Autonomy & . 50 & . 40 & . 56 & . 67 & . 79 & . 45 & . 57 & . 43 & . 31 \\
\hline Promote & . 54 & . 56 & . 48 & . 46 & . 48 & -80 & . 44 & . 42 & .19 \\
\hline Satisfac. & . 63 & . 34 & . 50 & . 54 & . 56 & . 41 & - 80 & . 45 & .25 \\
\hline Product. & . 50 & . 46 & . 47 & . 42 & . 46 & . 43 & . 50 & .92 & . 14 \\
\hline Desires & . 13 & . 09 & . 26 & . 28 & . 29 & . 17 & . 24 & . 12 & . 70 \\
\hline
\end{tabular}


Table 23
OAP Items Using Work-group Mean Scores: Averaged Z-transformed-r of Itens fron a Scale with their Own Scale and Difference Obtained by Subtrecting this Hean from Averaged 2-transoryed-r of Itens with Other Scales
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline grqug & G13 & \multicolumn{8}{|l|}{\begin{tabular}{l}
 \\
 \\

\end{tabular}} \\
\hline Engineer. & . 98 & 1.26 & . 72 & . 76 & . 78 & . 72 & . 74 & . 91 & . 68 \\
\hline Supply & 1.14 & 1.20 & . 62 & . 81 & . 81 & . 79 & . 91 & 1.04 & . 70 \\
\hline Transportation & 1.08 & 1.29 & . 72 & . 89 & . 79 & . 80 & . 80 & . 92 & . 70 \\
\hline Porsonnel & 1.11 & 1.19 & . 69 & . 73 & . 67 & . 58 & . 85 & 1.04 & . 52 \\
\hline Mean & 1.08 & 1.24 & . 69 & . 80 & . 76 & . 72 & . 82 & . 98 & . 65 \\
\hline \multicolumn{10}{|l|}{Civi1} \\
\hline Civil Engineer. & . 55 & . 84 & . 32 & . 41 & . 39 & . 33 & . 30 & . 47 & . 46 \\
\hline Supply & . 49 & . 79 & . 25 & . 37 & . 39 & . 32 & . 39 & . 56 & . 42 \\
\hline Transportation & . 60 & . 86 & . 27 & . 43 & . 30 & . 35 & . 34 & . 50 & . 50 \\
\hline Permonnel & . 60 & . 74 & . 33 & . 34 & . 28 & . 22 & . 36 & . 55 & . 36 \\
\hline Hean & . 56 & . 81 & . 29 & . 39 & . 34 & . 30 & . 35 & . 52 & . 44 \\
\hline
\end{tabular}

Table 24
 a Scale with their Own Scele and with Each of the Other Scalea for each Functional Group

Scale ScaleIotele
 Civil_engingering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline Clinate & 1.08 & . 48 & . 48 & . 38 & . 48 & . 52 & . 74 & . 55 & . 19 \\
\hline Supervis. & . 52 & 1.24 & . 44 & . 32 & . 43 & . 52 & . 50 & . 54 & . 17 \\
\hline Goals & . 33 & . 44 & . 67 & . 47 & . 43 & . 38 & . 46 & . 41 & . 24 \\
\hline Skill & . 36 & . 28 & . 50 & - 80 & . 69 & . 38 & . 50 & . 39 & . 32 \\
\hline Autonoay & . 44 & . 38 & . 46 & . 54 & . 76 & . 38 & . 51 & . 41 & . 24 \\
\hline Promote & . 50 & . 46 & . 42 & . 40 & . 40 & . 74 & . 50 & . 41 & . 24 \\
\hline Satiafac. & . 66 & . 42 & . 47 & . 50 & . 52 & . 48 & . 82 & . 51 & . 26 \\
\hline Product. & . 36 & .51 & . 48 & .43 & . 46 & . 45 & . 57 & -98 & . 21 \\
\hline Desires & . 15 & . 13 & . 22 & . 28 & . 24 & . 21 & . 22 & . 17 & 265 \\
\hline
\end{tabular}

Table 25
OAP Itans Using Within-group Deviation Scores: Mean Z-transforned-r of Items fron Scale with thoir Own Scele and with Each of the Other Scales for each Functional Group
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline & & & & & & & & & \\
\hline Climete & 279 & .43 & . 31 & . 20 & . 28 & . 35 & . 47 & . 40 & . 10 \\
\hline Supervis. & .47 & +21 & . 33 & . 19 & . 30 & . 36 & . 41 & . 37 & . 07 \\
\hline Goals & . 31 & . 30 & 255 & . 35 & . 37 & . 30 & . 34 & . 25 & . 18 \\
\hline Skil1 & . 20 & . 18 & . 36 & 266 & . 43 & . 21 & . 34 & . 23 & . 23 \\
\hline Autonomy & . 26 & . 26 & . 35 & . 40 & . 37 & . 27 & . 34 & . 22 & . 22 \\
\hline Promote & . 36 & . 34 & . 31 & . 22 & . 29 & . 57 & . 39 & . 23 & . 14 \\
\hline Satisfac. & . 43 & . 35 & . 31 & . 31 & . 33 & . 35 & - 60 & . 34 & . 16 \\
\hline Product. & . 41 & . 35 & . 27 & . 24 & . 25 & . 23 & . 38 & 270 & . 12 \\
\hline Desires & . 09 & . 07 & . 18 & . 24 & . 22 & . 13 & . 17 & . 12 & 261 \\
\hline Climate & . 89 & . 40 & . 26 & . 26 & . 30 & . 37 & .52 & . 40 & .11 \\
\hline Supervis. & . 43 & . 92 & . 29 & . 24 & . 31 & . 39 & . 42 & . 40 & .12 \\
\hline Goels & . 25 & . 26 & 234 & . 34 & . 32 & . 30 & . 31 & . 24 & . 21 \\
\hline Skill & . 26 & . 23 & . 34 & 462 & . 41 & . 33 & . 38 & . 26 & . 20 \\
\hline Autonomy & . 27 & . 26 & . 30 & . 37 & . 53 & . 32 & . 35 & . 21 & . 15 \\
\hline Pronote & . 39 & . 38 & . 32 & . 33 & . 36 & 259 & . 43 & . 29 & .16 \\
\hline Satisfac. & . 50 & . 37 & . 31 & . 36 & . 37 & . 40 & 268 & . 37 & . 14 \\
\hline Product. & . 42 & . 39 & . 26 & . 27 & . 24 & . 30 & . 40 & . 71 & . 15 \\
\hline Desiras & . 10 & .10 & . 21 & . 20 & .16 & . 15 & . 14 & .13 & 269 \\
\hline & & & II & 9 & 19 & & & & \\
\hline Climate & . 79 & . 42 & . 25 & . 20 & . 32 & . 37 & . 50 & . 38 & .12 \\
\hline Supervie. & . 45 & . 88 & . 26 & . 16 & . 31 & . 35 & . 35 & . 36 & . 11 \\
\hline Goals & . 24 & . 23 & 251 & . 33 & . 35 & . 25 & . 28 & . 23 & . 14 \\
\hline Skill & . 19 & . 14 & . 33 & 263 & . 42 & . 21 & . 31 & . 20 & .21 \\
\hline Autonomy & . 29 & . 27 & . 34 & . 38 & 153 & . 25 & . 34 & . 24 & . 16 \\
\hline Pranote & . 37 & . 32 & . 26 & . 21 & . 27 & 25 & . 38 & . 22 & . 14 \\
\hline Satisfac. & . 44 & . 29 & . 27 & . 29 & . 34 & . 35 & - 57 & . 32 & . 12 \\
\hline Product. & . 40 & . 36 & . 25 & . 22 & . 28 & . 24 & . 38 & 273 & . 15 \\
\hline Desires & . 12 & . 10 & . 14 & . 22 & .17 & . 13 & . 12 & . 14 & . 61 \\
\hline & & & & 5 & \(\pm\) & & & & \\
\hline Climate & 472 & . 31 & . 21 & . 10 & . 21 & . 32 & . 41 & . 27 & . 11 \\
\hline Suparvis. & . 36 & . 94 & . 22 & . 04 & . 21 & . 29 & . 24 & . 24 & . 06 \\
\hline Goals & . 22 & . 20 & - 59 & . 27 & . 35 & . 30 & . 22 & .13 & . 13 \\
\hline Skill & . 09 & . 02 & . 25 & . 53 & . 30 & . 22 & . 20 & . 07 & . 18 \\
\hline Autonomy & . 20 & . 17 & . 32 & . 32 & 253 & . 21 & . 30 & . 15 & . 18 \\
\hline Promote & . 35 & . 27 & . 30 & . 23 & . 23 & . 55 & . 33 & . 21 & . 13 \\
\hline Satisfac. & . 38 & . 20 & . 20 & . 22 & . 30 & . 29 & . 36 & . 21 & . 19 \\
\hline Product. & . 28 & . 21 & . 12 & . 10 & . 15 & . 20 & . 23 & . 63 & . 02 \\
\hline Desires & . 10 & . 05 & . 11 & . 17 & . 17 & . 12 & . 18 & . 02 & 217 \\
\hline
\end{tabular}

Table 26
OAP Itens Uaing Within-group Deviation Scores: Averaged 2-traneformed-r of Itens from Scale with their Own Scale and Difference Obtained by Subtracting this Mean from Averaged Z-transforeed-r of Itass with Other Scales


Table 27
OAP Itens Using Within-group Deviation Scores: Hean 2 -transformed-r of Iteas fron seale with their Own Seale and with Each of the Other Scales for each Functional Group
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline Clinate & -78 & . 39 & . 26 & . 19 & . 28 & . 35 & . 48 & . 36 & . 11 \\
\hline Supervis. & .43 & 291 & . 28 & . 16 & . 28 & . 35 & . 36 & . 34 & . 09 \\
\hline Goals & . 26 & . 25 & 255 & . 32 & . 35 & . 29 & . 29 & . 21 & . 16 \\
\hline Skı11 & . 18 & . 14 & . 32 & 261 & . 39 & . 24 & . 31 & . 19 & . 20 \\
\hline Autonomy & . 26 & . 24 & . 33 & . 37 & . 59 & . 26 & . 33 & . 20 & . 18 \\
\hline Promote & . 37 & . 33 & . 30 & . 25 & . 29 & 256 & . 38 & . 24 & . 14 \\
\hline Satisfac. & . 44 & . 30 & . 27 & . 30 & . 34 & . 35 & 269 & . 31 & . 15 \\
\hline Product. & . 38 & . 33 & . 22 & . 21 & . 23 & . 24 & . 35 & 279 & . 11 \\
\hline Desires & . 10 & . 08 & . 16 & . 21 & . 18 & . 13 & . 15 & . 10 & . 69. \\
\hline
\end{tabular}

Table 28
OAP Itens Using Work-group Heen Scores: Mean Z-tranaformed-r of Itens from - Scale with their Own Scale and with Each of the Othor Scales for each Functionel Group
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline Cijeme & . 98 & . 50 & -45 & 46 & . 6 & 52 & \\
\hline & & & & & & & \\
\hline Supervis. & . 56 & \(\underline{1} .26\) & . 45 & . 48 & .49 & . 52 & . 16 \\
\hline Enrich. & . 36 & . 32 & . 65 & . 34 & . 45 & . 40 & . 29 \\
\hline Promote & . 46 & . 42 & . 41 & . 72 & . 52 & . 36 & . 25 \\
\hline Satisfac. & . 58 & . 39 & . 53 & . 48 & . 71 & . 47 & . 28 \\
\hline Product. & . 53 & . 48 & . 53 & . 38 & . 54 & -91 & . 27 \\
\hline Desires & . 15 & . 13 & . 33 & . 22 & . 24 & . 23 & . 68 \\
\hline & & & Ung2 & & & & \\
\hline Climate & 1.14 & . 46 & . 54 & . 58 & . 78 & . 57 & . 21 \\
\hline Supervis. & . 47 & 1.20 & . 44 & . 53 & . 52 & . 47 & . 18 \\
\hline Enrich. & . 39 & .33 & +66 & . 41 & . 50 & . 41 & . 30 \\
\hline Promote & . 55 & . 49 & . 53 & . 79 & . 59 & . 49 & . 31 \\
\hline Satisfac. & . 71 & . 48 & . 66 & . 58 & -91 & . 53 & . 26 \\
\hline Product. & . 58 & . 46 & . 57 & . 53 & . 58 & 1.01 & . 28 \\
\hline Denires & . 17 & .14 & . 32 & . 26 & . 22 & . 22 & 279 \\
\hline \multicolumn{8}{|c|}{} \\
\hline Climate & 1.08 & . 49 & . 55 & .54 & . 71 & . 52 & . 25 \\
\hline Supervis. & . 53 & 1.29 & . 46 & . 62 & . 43 & . 51 & . 11 \\
\hline Enrich. & . 46 & . 36 & . 75 & . 45 & . 55 & .43 & . 30 \\
\hline Promote & . 54 & . 56 & . 53 & .80 & . 44 & . 42 & . 19 \\
\hline Satisfac. & . 63 & . 34 & . 61 & . 41 & -80 & . 45 & . 25 \\
\hline Product. & . 50 & . 46 & . 51 & .43 & . 50 & . 92 & . 14 \\
\hline Desires & . 13 & . 09 & . 31 & . 17 & . 24 & . 12 & . 70 \\
\hline \multicolumn{8}{|c|}{Personnel} \\
\hline Climate & 1.11 & . 48 & . 57 & . 52 & . 83 & . 60 & . 23 \\
\hline Supervis. & . 50 & \(\underline{1} .19\) & . 50 & . 45 & . 56 & . 65 & . 22 \\
\hline Enrich. & . 40 & . 35 & . 63 & . 34 & . 44 & . 38 & . 22 \\
\hline Pronote & . 44 & . 36 & . 40 & . 58 & . 45 & . 38 & . 21 \\
\hline Satiefac. & . 72 & . 49 & . 59 & . 47 & - 85 & . 59 & . 25 \\
\hline Product. & . 61 & . 63 & . 54 & . 47 & . 66 & 1.04 & . 15 \\
\hline Desires & .16 & . 15 & .21 & . 20 & . 17 & . 11 & . 52 \\
\hline
\end{tabular}

Table 29
OAP Items Using Withan-group Deviation Scores: Mean Z-tranaformed-r of Items fron Scale with thesr Own Scale and with Each of the Other Scales for ach Functional Group


Table 30
Coefficient Alphas for the hean and Deviation Scores of the OAS Scales for Each Functional Group
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Sceles} & il & supply & \multirow[t]{2}{*}{Transportation} & \multirow[t]{2}{*}{Personnel} \\
\hline & \multicolumn{2}{|l|}{Engingering} & & \\
\hline & & & & \\
\hline Clisate & . 96 & . 97 & . 98 & . 97 \\
\hline Supervision & . 98 & . 98 & . 98 & . 98 \\
\hline Enrich. & . 91 & . 91 & . 93 & . 89 \\
\hline Goala & . 77 & . 71 & . 77 & . 69 \\
\hline Autonomy & . 87 & . 88 & . 87 & . 83 \\
\hline Skill & . 83 & . 84 & . 87 & . 82 \\
\hline Promote/Recog. & . 82 & . 85 & . 85 & . 75 \\
\hline Satisfaction & . 89 & . 92 & . 90 & . 91 \\
\hline Productivity & . 90 & . 93 & . 90 & . 92 \\
\hline Job desires & . 77 & . 76 & . 78 & . 60 \\
\hline & & D2 & 959 & \\
\hline Climate & . 96 & . 94 & . 94 & . 32 \\
\hline Superviaion & . 96 & . 96 & . 95 & . 96 \\
\hline Enrich & . 87 & . 86 & . 86 & . 83 \\
\hline Goals & . 70 & . 68 & . 66 & . 69 \\
\hline Autonomy & . 78 & . 76 & . 75 & . 75 \\
\hline Skı11 & . 79 & . 77 & . 78 & . 70 \\
\hline Promote/Recog. & . 75 & .76 & . 71 & . 73 \\
\hline Satisfaction & . 84 & . 86 & . 83 & . 81 \\
\hline Productivity & . 84 & . 85 & . 85 & .79 \\
\hline Job deleires & . 77 & . 75 & . 77 & . 64 \\
\hline
\end{tabular}
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\section*{I. INTRODUCTION}

The purpose of the research conducted on my grant was to interface problems in Air Force technical training with current research findingsin the area of learning and memory. This interest stemmed from my tenure as a Research Fellow at Lowry AFB (from 20 Jul 83 to 26 Aug 83). During this interval, I interacted with a team of research psychologists and training officers who dealt with issues of training on a daily basis. I attended their planning sessions and, in addition, read technical reports and training manuals. On the basis of these experiences, the major theme that emerged was the question of need (or lack thereof) of classroom Residence Training (RT) programs for Air Force technicians.

It was interesting to note that a number of the training officers (and research psychologists) felt that \(R T\) provides little, if any advantage for ultimate job performance. In other words, the feeling was that most jobs can be adequately learned on the job site. Entering as an impartial observer, I had no stake in the truth or falsity of this belief. I did note, however, that most of the evidence favoring the belief was anecdotal. Clearly, the belief is widely held by the job site supervisors.

My own literature search turned up only a single study bearing directly on the issue. The study (Black and Bottenberg, 1970) dealt with Category-B skills, and its results revealed a myriad of interactions. In essence, some skills benefited from prior RT craining, some benefited from on-the-job (OTJ) training, and some benefited from neither.

Thus, it seems clear that the belief that \(R T\) is ineffective is not based as much on evidence as it is on hearsay and anecdote. Moreover, it would appear that the Air Training Command (ATC) is comitted to development of curriculum to be taught in the classroom setting. So far, major efforts have been on software for computer assisted instruction (CAI), and on delivery systems such as the Unit Mastery approach. Given this, the relevant question becomes how to maximize ansfer from the classroom to the job site.

\begin{abstract}
The transfer-of-training issue is itself complicated by two practical considerations. First, with technological advances in hardware and software, the requisites of jobs are of en changed in the course of time. Thus, the on-job requirements can easily differ from what was learned in the classroom. Secondly, at the point of training, the trainee's ultimate job site is unknown. Thus, even in the absence of technological changes, it is unlikely that the technician will end up doing (exactly) what was learned in the classroom. Given either of these factors, it would seem that if classroom education is to contribute positively to job site performance, it must produce flexible students.
II. OBJECTIVES OF THE RESEARCH EFFORT

From the point of view of the learning/memory literature, there are a number of topics which interface with the training issues discussed above. These include curriculum development, method of instruction, issues of transfer (e.g., organization of material, state dependency, overlearning, etc.), and a host of others. But to this investigator, the single most relevant issue would appear to be positive reinforcement.

Positive reinforcement (or reward) is used in any CAI program, particularly when the emphasis is on Unit Mastery. Although a large body of evidence suggests that rewards do strengthen the specific behaviors to which they are applied, there is a more current body of literature suggesting that this may be achieved at an undesirable cost (see Lepper \& Greene, 1978 and Schwartz, 1981 for a more complete review). Given this, the objectives of the proposed research are twofold:
(1). to review relevant literature on the deleterious effects of positive reinforcement on initial learning and subsequent transfer; and
(2). to report the results of an initial study on the effects of positive reinforcement on transfer in sequential learning.
\end{abstract}

Before stating the actual problem and reviewing the relevant literature, it is important to define two key terms, namely, reinforcement and transfer.

A reinforcer is any stimulus which when presented or removed increases the probability or frequency of the behavior it is contingent upon. The positive reinforcer (or reward) is the presented stimulus (e.g. a pellet of food for the rat's lever press response), and the negative reinforcer is the removed stimulus (e.g., termination or prevention of painful electric shock contingent upon the rat's running response). In the present research effort, emphasis will be on positive reinforcement.

Transfer occurs when either present learning alters future learning (i.e., proactive transfer), or when present learning alters past learning (i.e., retroactive transfer). In either case, transfer is positive when the effect is to facilitate learning, and negative when the effect is to retard learning. In the present research effort, emphasis will be on negative proactive transfer.

\section*{iII. STATEMENT OF THE PROBLEM}

As noted earlier, the ATC is committed to classroom education, and much time and resources have already been spent on CAI software. On face value, this is not a bad idea. Inspection of the various Job Description manuals reveals that most jobs are depicted in steps. For example, a report by Elwood, Warm, Thocher, and Hritz (1983) breaks down the job of refueling the B-52 into 36 distinct steps (i.e., from the review of safety precautions (\#1) to disconnection of the LoX Cart Grounding Cable (\$36)). From the Unit Mastery perspective, this job, and jobs like it, can be viewed as a sequence of units, each of which is mastered separately, and at one's own pace.

From the learning/memory perspective, there has been, since Skinner's (1938) inftial proclamation, well over 40 years of evidence to support the contention -hat positive reinforcement strengthens specific behaviors. Skinner has always ?n a strong advocate of rewarding desirable and extinguishing undesirable 22-4
behaviors (he argues in several places that punishment is not necessary). It is this belief that led Skinner (1968) to develop the teaching machine, and influenced Keller (1968) to develop the Unit Mastery system. But despite numerous documented successes (see the most recent issues of the Journal of Personalized Instruction), there is a growing body of evidence suggesting that extrinsic rewards produce undesirable side effects. In particular, the evidence suggests three things:
(1). extrinsic rewards reduce intrinsic motivation to perform;
(2). extrinsic rewards for specific behaviors retard learning of nonreinforced, but related behaviors; and
(3). extrinsic rewards for specific sequences of behaviors retards learning of new and/or difference sequences of behaviors

The implications of these possibilities are profound. From the point of view of CAI and Unit Mastery, extrinsic rewards (usually in the form of points or grades) are the cornerstone of the teaching system. From the point of view of the job descriptions, it is sequential behavior that is the goal of technical training (e.g., from step \(\# 1\) to step \(\# n\) ). Thus, if the aforementioned possibilities are true, then students may be learning very specific jobs and skills at the expense of more generalized knowledge needed while in the field.

\section*{IV. REVIEW OF THE RELEVANT LITERATURE}
A. Extrinsic Rewards: According to Skinner (1968), successful learning generates intrinsic rewards. That is, properly arranged programs of instruction have built-in incentives for continued efforts to achieve. Unfortunately, in most educational settings, there are always extrinsic rewards (grades or points), and it is the explicitness of these rewards which seems to create the undesirable
side effects. The most basic finding in the literature is that when extrinsic rewards are provided for behaviors that are already preferred, the rewarded behaviors become less preferred.

For example, in a study by Lepper, Greene, and Nisbett (1973), children were first given the opportunity to choose among a list of attractive activities at playtime. Later, they were explicitly rewarded for engaging in the behaviors they most preferred. Relative to a nonrewarded control group, the rewarded group ultimately showed a marked reduction in preference for initially preferred tasks.

This is a common finding that is not limited to children, or to type of task. But the important question relates to the mechanism by which reduced incentive interferes with behavior. Is it simply a reduction in motivation to perform which affects any and all behaviors? Or is there an interaction between extrinsic reward and information processing?

Although early theorizing favored the simple notion of generalized decline in motivation, more recent evidence suggests that extrinsic rewards do, indeed, affect the way in which information is processed. This evidence suggests that extrinsic rewards produce subjects who tend to choose easier problems to solve (Maher \& Stallings, 1972). Also, extrinsically rewarded subjects tend to focus only on those aspects of the problem they perceive as being related to the solution (Condry \& Chambers, 1976).

The implications of such findings for Unit Mastery Learning are obvious. Given a choice (which students of ten are), challenging problems will be avoided so that points may be built up. And, even if the system allows for no choices, students will limit their attention to what they believe is relevant to point production. This later point relates to a phenomenon called "incidental learning", which will be discussed next.
B. Incidental Learning: The incidental learning paradigm is important because it reveals a distinction between what is known vs. what is done (i.e., learning vs. performance). Performance is directly observable, but learning must be inferred from performance. We tend to assume that good performance reflects good learning, and that poor performance reflects poor learning. However, given what is known about incidental learning, the implication of poor performance is not that simple.

The demonstrative study in this area is by Tolman and Honzik (1930). Rats that were rewarded in the goalbox of a complex maze took an average of ten sessions to reach asymptotic performance levels (as measured by time to complete the maze, and by number of errors made). In comparison, nonrewarded rats showed random performance across the same ten-session interval. However, when given reward after ten sessions, the previously nonrewarded rats took only a single session to reach the same asymptotic levels as the rewarded rats. Thus, despite nonreward, and despite random performance during nonreward, these rats had to have learned pathways to the goalbox during nonreward in order to do in one session, what rewarded rats did in ten sessions.

The implications of incidental learning are therefore twofold. First, learning is a cognitive process separable from performance; and secondly, reward, though seemingly necessary for good performance, is not necessary for learning.

In a surprising extension of these early findings with rats, more recent findings with humans suggest that nonrewarded subjects not only learn in the absence of reward, but also, may learn more than their rewarded counterparts.

In the demonstrative human study, Bahrick, Fitts, and Rankin (1952) asked adult subjects to track spatial events in reward and nonreward conditions. Peripheral stimuli unrelated to reward were occasionally turned off. Rewarded subjects not only performed more poorly on the target task, they also missed the incidental event with greater frequency than their nonrewarded counterparts.

This is not an isolated finding (see also Bahrick, 1954; Davis \& Lovelace, 1963; Johnson \& Thomson, 1962). Moreover, it relates to the general issue of intrinsic vs. extrinsic motivationdiscussed earlier. If reward focuses attention only on those elements of problem solving directly related to reward, it makes sense that incidental tasks should be overlooked in the pursuit of the target behavior(s).

Returning to the classroom, the implication is that students will not attend to information unless it is an implicit part of the learning objectives. The danger here is that course objectives may not cover all the material that needs to be learned. If so, what is not covered explicitly, needs to be learned Incidentally.
C. Sequences of Behavior: The final relevant point in the literacure is that sequential behavior, when explicitly rewarded, tends to fixate, or stereotype the response sequence. This point is the one most relevant to technical training, and to the research results to be reported below. The origins are once again in the animal literature.

In a study by Schwartz (1980), pigeons were required to peck at either of two response keys. Rewards (access to grain) were presented after eight total responses, but only if an equal number of pecks were made to both keys. It is important to realize that in this procedure, specific order is not important; any sequence which leads to four pecks at each key is rewarded, and there are 70 such sequences in this particular task. Despite this, pigeons invariably pecked a single (or dominant) sequence 60-90\% of the time.

More recently, Schwartz (1982) obtained the same effect with college students pressing either of two keys on a modified terminal keyboard (for money rewards). More importantly, once the subjects showed this stereotypy, they were retarded in learning new rules relative to control subjects who had never
experienced any original training. It must be stressed that the experimental subjects showed negative transfer even though many of the component parts of the transfer task were present in the original learning task.

Once again, there are important implications for classroom education, particularly for the Unit Mastery system. If the goal of training is to obtain performance of one and only one task, and the performance requirements never change, there is no major problem. However, if the nature of the task changes (e.g., due to technological changes), or if the student is asked to learn related, but different tasks, reinforcement-induced stereotypy stands as a strong potential contributer to negative transfer. Thus, the explicit purpose of the research conducted was to explore the conditions under which sequential learning is negatively affected.

\section*{V. RESEARCH CONDUCTED}

Experiment 1:
The purpose of Experiment 1 was to determine the degree to which Schwartz's procedure induces reliable and strong stereotypy. It used the following methodology.

Subjects: Nine Florida Institute of Technology college students were recruited as paid volunteers.

Apparatus: An Apple computer system served as the only apparatus used in the research project. The monitor for the system was as Andek-300 green phosphor screen. Programmed on the screen was a \(5 \times 5\) matrix of stars, any of which could be illuminated (i.e., inversed). Responses in all experiments required pressing of two keys on the board, which were labled "L" and " \(R\) " (for left and right at all times. Pressing any other key on the board (including RESET) had no effect on the program. The Basic program used to provide the contingencies in the exeriments was also used to collect, reorder, and print out the data.

Procedure: Subjects were greeted and escorted into the experimental room, and shown the apparatus. They were told that their task was to accumulate points by pressing the \(L\) and \(R\) keys in any way they saw fit, and that they would be paid two cents per point earned. The points accumulated in a counter in the top right-hand portion of the screen. They were further instructed that \(L\) and \(R\) responses had no effect unless the blinking cursor was on, and that responses on any other keys on the board (at any time) had no consequences whatsoever. Nothing was said about the \(5 \times 5\) light matrix. At the start of a trial, the entire matrix was visable, with the star in the upper left-hand corner illuminated. An L response extinguished the currently illuminated light and lit the one directly below it, and the \(R\) response extinguished the currently illuminated light and lit the one directly to he right of it. A single experimental session consisted of four blocks of 50 trials. On each trial, one of two things could happen. First, the subject could make four responses each on \(L\) and \(R\) (in any order). This would ultimately illuminate the star in the lower right-hand corner of the \(5 \times 5\) matrix. On these trials, reinforcement (1.e.. l point) occurred randomly, 50\% of the time (i.e., RSO). On such a reinforced trial, subjects received an inversed message reading "correct". This message remained on the screen for one second, and was followed by an intertrial interval of 2.5 seconds before the next trial. The other possibility was that a key, either \(L\) or \(R\), could be pressed for the fifth time, before the other key was pressed the fourthtime. In this case, the screen was blanked, the 2.5 second intertrial interval was given, and reinforcement was not earned. In short, only trials which moved the inverse from top left to lower right ended with a point, and this occurred randomly on such trials \(50 \%\) of the time.

After each 50 -trial block, the subject was given a two-minute rest period, while data from this block was being printed out and stored. Each session lasted approximately one hour, and each subject served in three sessions, all taking place within a single week.

\section*{Results and discussion:}

The results of Experiment 1 are depicted in Table 1 . This table contains two pleces of data for each subject. The left-hand column depicts the number of different sequences used in a given 50 -day trial block, and the right-hand colum depicts the frequency of the dominant sequence. The pattern for good stereotypy would show a gradual decrease in the number of sequences down the left-hand columa, and an increase in the frequency of a dominant sequence down the right-hand column. For example, Subject \(\# 9\) (S9) started with 16 different sequences on trial block 1 . and during this trial block, produced what was ultimately the dominant sequence, eight times. Going down the columns, this subject showed one trial block with only a single sequence containing the dominant pattern. In general, the results were mixed with respect to obtainment of sterotypy.

Five of the nine subjects showed little evidence of the effect obtained by Schwartz. The weakest effect was shown by \(S 8\), who by the end of trial block 12 showed more than 20 different sequences, with a dowinant frequency of between five to seven. This was the only subject that failed to show a dominant pattern more than \(20 \%\) of the time. Although not nearly as extreme, the other four subjects showed patterns similar to \(S 7\). Here, we can see a failure for number of sequences to decrease below ten, and for frequency of the dominant sequence to increase above 15. Patterns similar to this one were shown by \(S 3, S 5\), and \(S 6\). It is interesting to note that \(S 3\) and \(S 5\) showed early signs of development of strong stereotypy, but this trend did not continue during their later trials.

\begin{abstract}
In comparison, S1, S2, S4, and S9 showed evidence of strong sterotypy, although the results here, were also somewhat variable. For example, Sl showed stronger sterotypy on trial 6 than on trial 12, and S2 inserted a nondominant pattern on \(100 \%\) of the trials in trial block 11.

In short, there was a general failure to replicate Schwartz's findings. In Schwartz's R50 condition, four of four subjects developed strong sterotypy well within the 12 trial blocks used in this experiment. It is not clear why I was not able to replicate his results, and I will discuss that issue further in the general discussion section.
\end{abstract}

\section*{Experiment 2:}

Recall, the goal of the research project was to study transfer of learning relative to a baseline of stereotypy. However, in order to do so, one must first demonstrate the strong stereotypy. Although some of the subjects in Experiment 1 did so, there were enough general failures and mixed patterns to warrant further study of the conditions that produce stereotypy. Thus, rather than proceeding directly into a transfer study, two additional control conditions were tried. The first of these is reported in this experiment.

Subjects: Seven Florida Institute of Technology college students were recruited as paid volunteers.

Apparatus: The apparatus was the same as described in Experiment 1.
Procedure: The procedure was the same as described for the RSO condition in Experiment 1, but with one noteworthy change. In the R5O condition, points were accumalated on \(50 \%\) of the trials in which a sequence included four responses each on the \(L\) and \(R\) key. In the new condition, points occurred on \(50 \%\) of the trials regardless of which sequence was used. In other words, the inverse did not have to be moved ot the 1 nwer right-hand corner of the screen.

\section*{Results and discussion:}

The results of Experiment 2 are depicted in Table 2 , which is read in the e way as Table 1. It should be noted that only six of the seven subjects 22-12
are represented. Due to equipment problems. some data from Subject \#7 was Iost. However, this subject performed in much the same manner as the other six.

Inspection of Table 2 reveals virtually no evidence of stereotypy. Although Sl did reduce its total number of sequences to the five-six range, and increased the frequency of the dominant sequence to the \(15-17\) range, this is the only hint of stereotypy effect, and it is quite weak relative to the effects obtained by Schwartz. The remaining five subjects clearly failed to show stereotypy, showing instead, double digits for number of sequences, and for the most part, single digits for the frequency of a dominant sequence.

The condition used in this experiment is, in effect, a variable time schedule, and the reason it was used is because this schedule is believed to induce superstitious behavior (i.e., stereotyped behavior that is the result of adventitious, or accidental reinforcement). It's failure to induce stereotypy is therefore a plus, in that it suggests that the weak effects obtained in Experiment 1 with R50 were due not to general weakness of this condition, but instead, to potential procedural differences relative to Schwartz's RSO condition. I will speak to these procedural differences in the general discussion section.

Experiment 3:
Relative to the R50 condition in Experiment 1 , the variable time \(50 \%\) (VT50) condition in Experiment 2 maintained the \(50 \%\) reinforcement schedule, but did so independently of the pattern produced on the screen by the subject. In other words, any pattern had the same probability as any other pattern. Experiment 3 extended the VT50 condition such that \(50 \%\) of all patterns were reinforced, but the subject lacked control over what was occurring on the screen.

Subjects: Seven Florida Institute of Technology college students were recruited as paid volunteers.

Apparatus: The apparatus was the same as in Experiments 1 and 2 .

Procedure: The only difference between the procedure in this experiment relative to the UT50 condition in Experiment 2 was that the inversed cursor moved up or down randomly. In other words, regardless of whether the subject pressed \(L\) or \(R\), movement of the cursor was under the control of a random \(50 \%\) generator. This condition is therefore termed VINLSO (for variable time no lights).

Results and discussion:
The results of Experiment 3 are depicted in Table 2. Notice, there is only one row of data for each subject in this experiment. This row represents number of dominant sequences. Total number of sequences on this condition is partially out of the control of the subject since any random movement of the cursor that takes the inverse off the screen (either to the right or the left) automatically ends the trial. Thus, this could happen on the 5 th-8th response of the subject, regardless of which keys were pressed. The data of interest, therefore, are the number of identical sequences through presses 1-5, which is what each row of data represents.

Under this condition, a good example of stereotypy is illustrated by 54. Notice, during the last three trial blocks, the identical pattern was shown on between 48-50 out of 50 trials. The patterns for \(S 2, S 3, S 5\), and \(S 6\) were relatively strong (no not as strong as for \(S 4\) ), whereas the patterns for Sll and \(S 7\) showed little if any indication of stereotypy.

Thus, if we compare the results of Experiment 3 to those of Experiment 1 . there was more clear-cut evidence of a stereotypy effect in VTNLSO than in RSO. It must be noted that Schwartz ran neither a VTSO nor a VTNLSO condition. It must also be noted that the results for VTNL50 are not at all unexpected. In effect, VTNLSO is a "learned helplessness" condition (See Maier, Seligman, \& Solomon, 1971). In the learned helplessness condition, subjects are presented

With aversive stimuli that they are unable to do so. What is aversive in the VTNL50 procedure (fudging from the reports of the subjects), is their inability to control movement of the inverse.

Experiment 4:
The crucial issue in Schwartz's study was the degree to which prior R50 training impeded subsequent rule learning. For example, in the RSO condition, any sequence containing four each of \(L\) and \(R\) is rewarded \(50 \%\) of the time. This is a relatively simple rule. In one of Schwartz's conditions, the rule was made more complicated by requiring that a sequence begin with two \(L\) responses. In other words, any sequence of four \(L\) and \(R\) response beginning with LL was rewarded \(100 \%\) of the time, a condition called LL50. Schwartz reported that subjects receiving prior R50 training had a more difficult time learning the LL. 50 rule than subjects with no prior training at all (i.e., a hold group). Experiment 4 tested this with the conditions used in the prior three experiments, plus a hold condition.

Subjects: Seven Florida Institute of Technology students were recruited as paid volunteers. In addition, the 23 students serving in the prior three experiments were given additional training.

Apparatus: The apparatus was the same as in the first three experiments.
Procedure: Naive (i.e., hold) and veteran (i.e.. prior experience with R50, VT50, or VTNL50) subjects received the same instructions. They were told that they were to figure out what makes the machine give points. They were also told that there were three components to this rule, and that they must get all three. If they did, they would receive the typical two cents a point payoff, plus a bonus dollar. The actual rule had the following three components. First, there is no reward at any time unless the inverse goes to the botton right-hand corner of the grid. Second, any sequence that satisfies rule and
is not begun with LL is rewarded only \(50 \%\) of the time. Third, any sequence that satisfies rule 1 and is begun with LL is rewarded \(100 \%\) of the time.

Subjects were given scratch sheets for notes. These were presented at the beginning and removed at the end of each trial block. They were rold when they correctly identified any of the three components of the rule, but otherwise, were told nothing (even if they wereclose).

\section*{Results and discussion:}

The results of Experiment 4 are in Table 4, which depicts the trial block number on which the rule was correctly stated. Thus, the seven control (or hold) subjects took between 11 and 16 trial blocks to figure out all three components of the rule. In comparison, the R50 subjects took between 7 and 15 trial blocks. Inspection of the data for these two groups reveals a finding that is not consistent with Schwartz's. Six of the nine RSO subjects performed within the same range as the hold subjects, and the other three performed better (1.e., took only seven trials). Thus, there was clearly no superiority for the hold subjects (as in Schwartz's study). This was confirmed in Mann-Whitney U-test ( \(U=30\) ) which showed no significant difference between the two groups.

Of course, it may be argued that a failure to find a negative transfer effect was due to failure to find strong and consistent stereotypy in RSO. This, therefore, could explain the obvious large dispersion in rule discovery by this group. However, if this was true, then there should be a relationship between degree of stereotypy and trials to rule discovery. To determine this, a Pearson Product Moment Correlation Coefficient was computed within the R50 group. The comparison was between median number of dominant sequences on the final four trial blocks vs. trials to rule discovery. A relationship between stereotypy
and rule discovery consistent with Schwartz's results would demand that this correlation be high (i.e., the greater the number of douinant sequences, the longer the number of trials to rule discovery). However, this did not happen, as the correlation was extremely small, though slightly positive ( \(r=+.14\) ).

On the other hand, inspection of the VT50 data in Table 4 confirms an opposite prediction implied by Schwartz's results. Specifically, this group showed little if any evidence of stereotypy in their baseline training, and thus would be expected to reach rule discovery in the fewest number of trials. These subjects took between 3 and 10 trials, and a Mann-Whitney U-test comparing hold vs. VT50 was significant at the . 01 level ( \(U=1\) ).

The VTNL50 data paints a more confused picture. Specifically, four of the subjects performed in the VT50 range, and three performed in the hold range. This amount of variability with this few subjects produced a nonsignificant U-test ( \(U=16.5\) ) in the comparison between hold vs. VTNLSO. As a pure speculation, it can be argued that those performing like hold subjects were more stereotyped in baseline training than those performing like VT50 subjects. However, the correlation between degree of stereotypy and trials to rule discovery was again small and positive ( \(r=+.29\) ). In other words, less than ten percent of the variability in the relationship could be accounted for by this factor.

General Discussion:
The purpose of the research project was to use Schwartz's procedure to further investigate the relationship between degree of reinforcement-induced stereotypy and negative transfer in rule learning. The experiments initially proposed were not ultimately performed, because Schwartz's basic findings were never fully replicated. Thus, the experiments performed were more geared toward
determining the generality of the basic finding itself. The data obtained speak to a number of important procedural and conceptual issues.

On the procedural level, comparison between my procedure and Schwartz's reveals two important sources of variability. First, in Schwartz's R50 condition, the lights moved sideways and downard (in conjunction with \(L\) and \(R\) responses) on a blank screen. In the present procedure, thelights moved in likewsie fashion, but on a grid of stars. In other words, the inverse of a star denoted the current position. Although this seems like a modest difference, it may be argued that with the grid of stars, subjects are almost given a view of where the final light position should be. But on the other hand, it may be argued that this final position should make itself apparent even in a blank screen, after only a few trials. This, of course, is open to empirical investigation.

The second, and more important procedural difference, relates to the subjects themselves. Schwartz used very small groups (between three and four subfects per group), and was very careful in selecting them for constancy on factors such as degree of college experience, grade point average, etc. Considering that the task is one that should vary positively with degree of intellectual factors, these should be considered before assigning subjects to the various groups.

Regarding the conceptual differences, the most important finding was the general failure to obtain strong and consistent stereotyped behavior in RSO within the allotted number of baseline trial blocks (i.e.. 12). This, of course, can relate to the two procedural differences discussed above, particularly to the fact of careful selection of subjects. But independently of this, it may be the case that Schwartz's hold condition is not the best control group against which to measure negative transfer. From Schwartz's perspective, this is as it should be. When viewed against this baseline, the R50 condition did, indeed, transfer negatively to rule learning, whereas the VTNL50 condition produced an 'ther-or effect.
Closer inspection of the transfer condition (i.e., LL50) reveals that the important conceptual consideration is hypothesis testing. Schwartz reported that while in LL50, subjects concentrated on trying to discover the rules. That is, once they discovered the LL part of the rule, they could have easily lost sight of the task, and just concentrated on earning points on every single trial. This would involve beginning each trial with LL , and then taking various routes to the bottom right-hand corner. If so, a subject would never have the opportunity of testing a hypothesis with respect to the \(50 \%\) rule. Schwartz monitored this in his subjects, and reported that it did not occur. In the present study, it occurred in at least half the subjects, and there was no relationship between this effect (called confirmation bias) and the group membership. In short, regardless of the group in which the subjects resided, many of the subjects simply earned points for many trial blocks before testing for the \(50 \%\) component rule.
In summary, therefore, the present results must be considered exploratory. However, they are suggestive of the variables required for generation of strong stereotypy and negative transfer to rule discovery. These variables include:
(1). blanking the screen to make the inverse position more difficult to discern.
(2). ensuring greater homogeneity of the subject population, and, in fact, matching on intellectual factors prior to group assignment.
(3). varying the complexity of the rule task, and taking precautions to ensure that subjects concentrate on discovering the rule rather than earning the points.
(4). making the baseline a variable length, and using for transfer purposes only those subjects showing a criterion level of stereotypy performance.

There are many other variables of potential interest, but these seem like the major ones. Consequently, the grant period has allowed me to set up ground conditions for exploring a number of variables, and even though this period has ended, these experiments will be conducted.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{Subject \%} & \multicolumn{2}{|l|}{Subject \#2} & \multicolumn{2}{|l|}{Subject 3} & \multicolumn{2}{|l|}{Subject \#4} & \multicolumn{2}{|l|}{Subject "S} \\
\hline 14 & (20) & 10 & (25) & 10 & (12) & 4 & (26) & 2 & (20) \\
\hline 4 & (39) & 14 & ( 7) & 4 & (24) & 3 & (34) & 2 & (22) \\
\hline 2 & (14) & 5 & (22) & 4 & (36) & 5 & (31) & 6 & (11) \\
\hline 2 & (43) & 5 & (37) & 4 & ( 7) & 2 & (33) & 6 & (12) \\
\hline 9 & (11) & 5 & (25) & 5 & (13) & 2 & (28) & 6 & (10) \\
\hline 1 & (50) & 10 & (11) & 6 & ( 5) & 4 & (28) & 11 & (8) \\
\hline 10 & (23) & 9 & ( 6) & 11 & ( 2) & 5 & (23) & 10 & (12) \\
\hline 6 & (23) & 4 & (44) & 7 & (10) & 4 & (21) & 9 & ( 9) \\
\hline 7 & (19) & 5 & (45) & 6 & (11) & 2 & (29) & 10 & ( 8) \\
\hline 4 & (25) & 2 & (46) & 9 & (18) & 3 & (27) & 10 & ( 5) \\
\hline 3 & (28) & 2 & ( 0 ) & 5 & (14) & 4 & (25) & 11 & ( 8) \\
\hline 3 & (16) & 4 & (27) & 6 & (11) & 2 & (31) & 8 & (20) \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{Subject \#6} & \multicolumn{2}{|l|}{Subject \#7} & \multicolumn{2}{|l|}{Subject \#8} & \multicolumn{2}{|l|}{Subject \#9} \\
\hline 19 & ( 9) & 16 & ( 5) & 24 & ( 8) & 16 & ( 8) \\
\hline 19 & (9) & 6 & (14) & 5 & (10) & 5 & (28) \\
\hline 10 & (15) & 11 & ( 0) & 9 & (10) & 4 & ( 2) \\
\hline 12 & (12) & 17 & ( 0) & 12 & (10) & 6 & (19) \\
\hline 12 & (14) & 10 & (11) & 16 & (10) & 5 & (17) \\
\hline 9 & (12) & 11 & (11) & 22 & ( 5) & 6 & (33) \\
\hline 7 & (12) & 7 & (13) & 25 & ( 4) & 1 & (50) \\
\hline 8 & (12) & 8 & (10) & 26 & ( 6) & 2 & (38) \\
\hline 8 & (10) & 8 & (14) & 27 & ( 5) & 3 & (29) \\
\hline 8 & (10) & 7 & (12) & 29 & ( 5) & 5 & (32) \\
\hline 13 & ( 8) & 6 & (10) & 25 & ( 7) & 2 & (49) \\
\hline 12 & ( 5) & 5 & (10) & 21 & ( 6) & & (30) \\
\hline
\end{tabular}

TABLE 1: Total number of sequences and frequency of the dominant sequence for each of the nine subjects at each of the 12 so-session trial blocks in Experiment 1.


TABLE 2: Total number of sequences and frequency of the dominant sequence for \(81 x\) of the seven subjects at each of the 12 50-session trial blocks in Experiment 2.
\begin{tabular}{lrrrrrrrrrrrr} 
& T1 & T2 & T3 & T4 & T5 & T6 & T7 & T8 & T9 & T10 & T11 & T12 \\
S1 & \(-\mathbf{6}\) & 18 & 46 & 24 & 9 & 0 & 4 & 5 & -- & -74 & 0 & 16 \\
S2 & 3 & 0 & 5 & 2 & 32 & 41 & 39 & 23 & 25 & 32 & 29 & 28 \\
S3 & 27 & 4 & 0 & 32 & 20 & 17 & 30 & 27 & 25 & 31 & 19 & 22 \\
S4 & 14 & 24 & 15 & 31 & 41 & 19 & 46 & 17 & 0 & 50 & 49 & 48 \\
S5 & 14 & 31 & 27 & 22 & 29 & 34 & 4 & 12 & 37 & 39 & 31 & 22 \\
S6 & 23 & 25 & 40 & 40 & 32 & 29 & 28 & 17 & 41 & 37 & 44 & 32 \\
S7 & 14 & 22 & 11 & 6 & 12 & 7 & 5 & 17 & 18 & 16 & 8 & 6
\end{tabular}

TABLE 3: Frequency of dominant sequence for each of the seven subjects at each of the 12 50-session trial blocks in Experiment 3.
\begin{tabular}{cccc} 
HOLD & R50 & VT50 & VTML50 \\
\hdashline 10 & 11 & 8 & 7 \\
16 & 7 & 5 & 6 \\
13 & 7 & 3 & 13 \\
11 & 15 & 9 & 6 \\
11 & 12 & 10 & 16 \\
12 & 12 & 9 & 12 \\
10 & 15 & 9 & 6 \\
& 7 & & \\
& 15 & & \\
\hline
\end{tabular}

TABLE 4: Trial block number on which the rule was correctly stated for subjects in the four conditions in Experiment 4.
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ABSTRACT

\begin{abstract}
In the classical formulation the aerodynamic loads depend on the instantaneous motion of the vehicle. For example, the lift at time \(t\) is modeled as a function of the velocity components at time \(t\) but not on any previous values. However, it is well known that the aerodynamic forces depend to some extent on the flow in the wake behind a lifting surface so that some memory effects are expected. The inclusion of these effects in fight-mechanics problems lead to a model including functional differential equations of neutral type. We establish the well-posedness of a class of functional differential equation which have been proposed as a mathematical model for a two-dimensional model for an aeroelastic system. The well-posedness of these equations is not guaranteed by the previous theory because the difference operator here does not have an atom at zero.

\section*{1. INTRODUCTION:}

In recent years there has been an increased interest in the development of so called state space model for aeroelastic systems in unsteady aerodynamics \(\langle s e e\) [2], [3], [4], [7]). The
\end{abstract}
formulation of control and identification methods and the evaluation of potential design establish the need for mathematical models that faithfully predict the dynamic behavior of the aeroelastic system. The inclusion of memory effects in the aeroelastic forces lead to a model that includes functional differential equations 〔see [3], (7]). Recent aduances is the area of functional differential equations make it reasonable to include these memory effects in the mathematical model.

Although the actual model involues three-dimensional, unsteady, viscous, compressible flow we choose (for this research effort) to consider the two-dimensional unsteady flow of an invicid incompressible fluid. In particular, we choose to consider the model proposed by Burns, \(C 1 i f f\) and the author of this report (see [3]). The present project concerns the examination of the well-posedness of this model.

\section*{11. WELL-POSEDNESS FOR AN AEROELASTIC SYSTEM}

The aeroelastic system described in [3] is of the form
\[
\frac{d}{d f}\left[A_{0} \times(t)+\int_{-r}^{0} A_{1}(s) \times(t+s) d s\right]=B_{0} \times(t)+\int_{-r}^{0} B_{1}(s) \times(t+s) d s, t>0
\]
\[
\begin{equation*}
x(s)=t(s),-r \leqslant s \leqslant 0 \tag{2.1}
\end{equation*}
\]
where \(A_{0}, A_{1}(s), B_{0}\), and \(B_{1}(s)\) are \(8 \times 8\) matrices satisfying the following condition.

\section*{Condition A.}
(i) \(A_{0}=\operatorname{diag}(1,1, \ldots, 1,0)\)
(ii) \(B_{1}(\cdot)\) is continuous on \([-r, 0]\)
(iii) \(A_{i j}(s)=0 \quad i=1,2, \ldots, 8 ; j=1,2, \ldots, 7\).
(iv) \(A_{18}(s)\) is continuous on \((-r, 0), i=1,2, \ldots, 7\)
(v) \(A_{88}(s)=a \mid s 1^{-1 / 2}+B(s)\), where \(a>0\) and \(B(s)\) is continuous on \([-r, 0]\) and \(8(0)=0\).

We shall only consider the case where r<te. Although we believe that the results that are described below can be extended to cover the infinite delay problem (r=ete) found in [3], we have not checked all details at this time.

Let \(A_{0}, A_{1}, B_{0}, B_{1}\) satisfy condition \(A\) and define
\[
\begin{equation*}
D_{\phi}(-)=A_{0} \phi(0)+\int_{-r}^{0} A_{1}(s) \phi(s) \tag{2.2}
\end{equation*}
\]
and
\[
\begin{equation*}
L \psi(\cdot)=B_{0} \psi(0)+\int_{-r}^{0} B_{1}(s) \phi(s) . \tag{2.3}
\end{equation*}
\]

We can now rewrite system 2.1 as
\[
\frac{d}{d t} D x_{t}=L x_{t}
\]
and
\[
\begin{equation*}
x_{0}= \tag{2.5}
\end{equation*}
\]
where \(x_{t}, t \geqslant 0\), is defined on \((-r, 0\}\) br \(x_{t}(s)=x(t+s)\).
The goal of this research effort was to determine appropriate state spaces so that the functional differential equation (2.4) together with initial condition (2.5) is well-posed. We examined this problem via semigroup theory for neutral functional
```

differential equations. Since }\mp@subsup{A}{0}{}\mathrm{ is singular and }\mp@subsup{A}{1}{}(s)\mathrm{ is
integrable, the operator D defined by (2.2) is not atomic at zero
and the results of [5] do not apply to the system (2.4)-(2.5).
Define the operator a by
a(\eta,巾\rangle=\langleL申(.), i(.))
on the domain
B(a)=((\eta,\downarrow)) ( (.)(W\mp@subsup{w}{}{1},P,D\&=\eta),
where W ('P denotes the usual Soboleu space (see [1]).
The operator $a$ defined by (2.6)-(2.7) generates a $C_{0}$-semigroup on $R^{8} \times L_{p}(-r, 0)$ if and only if $B(a)$ is dense in $R^{n} \times L_{p}(-r, 0)$, the resolvent $p(a)$ is nonempty and the Cauchy problem
$\frac{d}{d t} z(t)=a_{z}(t), z(0)=z_{0} \in B(a)$
has a continuously differentiable solution on $[0,+\infty)$, (see [8] and page 102 in (9]).
The following result is a corollary to Theorem 2 in [s] (which is included as an appendix to this report).
Theorem. If $D$ and $L$ are defined by (2.2), (2.3) and Condition $A$ is satisfied, then $a$ defined by (2.6)-(2.7) generates a $C_{0}$-semigroup on $\mathbb{R}^{8} \times L_{p}(-r, 0)$ for all $p$ satisfying $1 \leqslant p<2$. The well-posedness of the system (2.1) on the state spaces $R^{8} \times L_{p}(-r, 0), 1 \leqslant p\langle 2, i s$ an immediate consequence of this theorem. We plan to extend these results to include the corresponding

```
infinite delay \(\langle r=+\infty\) ) case. In particular, the specific systemfound in \([31\) shall be studied. This study is essential to thedeuelopment of a framework for the study of efficient numericalapproximating schemes.
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> We establish the well-posedness of a class of functional differential equations of neutral type which have been proposed as mathematical models for two-dimensional aeroelastic systems. The well-posedness of these equations is not guaranteed by the previous theory because the difference operator does not have an atom at zero.

\section*{1. INTRODUCTION}

In this paper we consider the question of well-posedness for a functional differential equation (FDE) that has been used to model the elastic motions of a two-dimensional airfoil in unsteady flows. This equation is a neutral functional differential equation (NFDE) for which the \(D\) operator is not atomic at \(s=0\). Equations of this type also occur in the theory of lossless transmission lines and include many singular integrodifferential equations. It is often advantageous to have a state space model for these systems when addressing certain numerical and control problems. In Section II we present a brief summary of recent results concerning necessary and sufficient conditions for neutral equations to be wellposed in product spaces. In Section III we consider the well-posedness question for the aeroelastic model and close with a discussion of more general equations.

Notation used in the paper is fairly standard. If \(X\) and \(Y\) are Banach spaces, then the space of all bounded linear operators from \(X\) into \(Y\) will be denoted by \(B(X, Y)\). The usual Lebesque spaces of \(\mathbb{R}^{n}\)-valued "functions" on \([a, b]\) whose components are integraple when raised to the pth power is denoted by \(L_{p}(a, b)=\)
*The work of this author was supported in part by the National Science Foundation under grant ECS-8109245.
**The work of this author was supported in part by the Air force Flight Oynamics Laboratory under contract F49620-82-0035 and the Air Force Office of Scientific Research under grant AFOSR-84-0326.
\(L_{p}\left([a, b] ; \mathbb{R}^{n}\right)\) for \(l: s:+\infty\). The usual Banach space \(\mathcal{C}\left([a, b] ; \mathbb{R}^{n}\right)\) of continuous \(\mathbb{R}^{n}\). valued functions will be denoted by \(C(a, b)\) and similarly the Sobolev space \(W^{1}, P\left([a, b] ; \mathbb{R}^{n}\right)\) will be denoted by \(W^{1}, P(a, b)\). Throughout the remainder of the paper \(r>0\) is a fixed real number and we shall simply write \(L_{p}, C\) and \(W^{l}, P\) for \(L_{p}(-r, 0), c(-r, 0)\) and \(W^{\prime}, n(-r, 0)\), repsectively. If \(x:[-r,+\infty) \rightarrow \mathbb{R}^{n}\), then we define \(x_{t}:[-r, 0] \rightarrow \mathbb{R}^{n}\) by \(x_{t}(s)=x(t+s)\).

\section*{II. NFDES ON PRODUCT SPACES}

During the past few years considerable attention has been given to the study of semigroups generated by linear functional differential equations (see [1,2, 5-9]). In 1969 Borisovic and Turbabin [2] considered the retarded equation
\[
\begin{equation*}
\dot{x}(t)=L x_{t} \tag{2.1}
\end{equation*}
\]
with initial data
\[
\begin{equation*}
x(0)=n, x_{0}(s)=\|(s)-r \leq s<0 \tag{2.2}
\end{equation*}
\]
where \((n, \phi(\cdot))_{\varepsilon} \mathbb{R}^{n} \times L_{p}\) and \(L\) was a bounded 1 inear operator from \(C\) into \(\mathbb{R}^{n}\), i.e. \(L_{\varepsilon} B\left(C, \mathbb{R}^{n}\right)\). They defined the operator
\[
\begin{equation*}
A(\eta, t(\cdot))=(L \phi(\cdot), \dot{b}(\cdot)) \tag{2.3}
\end{equation*}
\]
on the domain
\[
\begin{equation*}
D(A)=\left\{(n, H(\cdot)) / \phi(\cdot)_{\varepsilon} W^{l, p}, \phi(0)=n\right\} \tag{2.4}
\end{equation*}
\]
and noted that \(A\) was the infinitesimal generator of the \(C_{0}\)-semigroup \(S(t)\) on \(\mathbb{R}^{n} \times L_{p}\) defined by
\[
\begin{equation*}
S(t)(;, f(\cdot))=\left(x(t), x_{t}(\cdot)\right) \tag{2.5}
\end{equation*}
\]
where \(x(\cdot)\) is the solution to (2.1)-(2.2). This result was established for a more general \(L\) by Vinter in [15] and later Delfour [8] showed that the result remained valid for any \(L i B\left(W^{l}, P, \mathbb{R}^{n}\right)\). In fact, Delfour's result was necessary in that if \(A\) defined by (2.3)-(2.4) generated a \(C_{0}\)-semigroup on \(\mathbb{R}^{n} \times L_{p}\), then \(L\) must be bounded as an operator from \(W^{1}, P\) into \(\mathbb{R}^{n}\). Therefore. Delfour has established the largest class of retarded hereditary systems defining \(C_{0}\)-semigroups on product spaces of the form \(\mathbb{R}^{\bar{n}<L_{p}}\).

In [6] and [7] Burns, Herdman and Stech extended Delfour's results to a class of NFDEs of the form
\[
\begin{equation*}
\frac{d}{d t} D x_{t}=L x_{t} \tag{2.6}
\end{equation*}
\]
with initial data
\[
\begin{equation*}
D x_{0}(\cdot)=, x_{0}(s)=\psi(s) \quad-r \leq s \cdot 0 \tag{2.7}
\end{equation*}
\]

Definitiy ene operator
\[
\begin{equation*}
A(n, \psi(\cdot))=(L \psi(\cdot), i(\cdot)) \tag{2.8}
\end{equation*}
\]
on the domain
\[
\begin{equation*}
O(A)=\left\{\left.(n, 0(\cdot))\right|_{\phi}(\cdot) \in W^{l}, P, D_{q}(\cdot)=n\right\} \tag{2.9}
\end{equation*}
\]
it was established in [6] that \(L\) and \(D\) must belong to \(B\left(W^{l}, P, R^{n}\right)\) if \(A\) defined. by (2.8)-(2.9) generates a \(C_{0}\)-semigroup on \(\mathbb{R}^{n} \cdot L_{p}\). Moreover, it was shown that if \(L_{\varepsilon} B\left(W^{1}, P, \mathbb{R}^{n}\right)\) and \(D_{\varepsilon} B\left(C, \mathbb{R}^{n}\right)\) has an atom at \(s=0\), then \(A\) defined by (2.8)(2.9) generates a \(C_{0}\)-semigroup on \(\mathbb{R}^{n} \times L_{\phi}:\) Recall that \(D_{E} B\left(C, R^{n}\right)\) is atomic at \(s=0\) if there is a matrix valued function \(\mu\) and a non-singular matrix \(A_{0}\) such that for \((\cdot) \varepsilon C\)
\[
D_{\phi}(\cdot)=A_{0}(0)+\int_{-r}^{0} d \mu(s), s(s)
\]
where \(\mu(\cdot)\) is of bounded variation on \([-r, 0]\) (we shall always assume \(\mu(\cdot)\) is normalized to be continuous from the right on \((-r, 0)\) and \(\mu(-r)=0\) ) and
\[
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{-1}^{0}|d n(s)|=0 . \tag{2.11}
\end{equation*}
\]

The sufficient conditions cited above lead to the well-posedness for a large class of hereditary systems and allows one to define generalized solutions to the NFDE (2.6)-(2.7) for \(L_{p}\) initial data.

Although the assumption that \(D\) belongs to \(B\left(C, \mathbb{R}^{n}\right)\) is not very restrictive, the assumption that \(D\) has an atom at \(s=0\) seemed to rule out a number of equations, including those that occur in certain models of aeroelasticity. It was shown in [6] that the assumption that \(D\) be atomic at \(s=0\) is not necessary. Let \(0<a \cdot 1\) and consider the integral equation
\[
\begin{equation*}
\int_{-r}^{J}|s|^{-x} x(t+s) d s=n \quad 0<t \tag{2.12}
\end{equation*}
\]
where \(x(s)=p(s)\), -rs:s. If \(L\) and \(D\) are defined by
\[
\begin{equation*}
L_{\psi}(\cdot)-0, D_{\psi}(\cdot)=\int_{-r}^{0}|s|^{-i t} \|(s) d s, \tag{2.13}
\end{equation*}
\]
then (2.12) can be viewed as a neutral equation of the form (2.6)-(2.7). Note that \(D_{\varepsilon} B(C, \mathbb{R})\) and \(D\) is not atomic at \(s=0\). However, the following result may be found in [6].

THEOREM 1. Assume \(L\) and \(D\) are defined by (2.13). If \(p<l /(1-a)\), then \(A\) defined by (2.8)-(2.9) genreates a \(C_{0}\)-semigroup on \(R \times L_{p}\) defined by \(S(t)(n, \phi(\cdot))=\) ( \(n, x_{t}(\cdot)\) ) where \(x(\cdot)\) is the unique solution to the Abel equation (2.12). If \(p \geq 1 /(1-\alpha)\), then Abel's equation has a inique solution for each ( \(n, \phi(\cdot))\) in a dense subset of \(\mathbb{R} \times I_{T_{p}}\). However, \(A\) does not generate a \(C_{0}\)-semigroup on \(\mathbb{R} \times \mathcal{L}_{p}\).

Theorem 1 above lead Kappel and Zhang [12, 17] to consider more general necessary conditions for well-posedness in \(C\) of problems of the form
\[
23-10
\]
\[
\begin{equation*}
D x_{t}=D_{4} \quad t \cdot 0 \tag{2.14}
\end{equation*}
\]
with initial data
\[
\begin{equation*}
x_{0}(s)=\phi(s)-r \leq s<0 \tag{2.15}
\end{equation*}
\]
where \(\oplus(\cdot) \varepsilon C\) and \(D\) is not atomic at \(s=0\). For the scalar case only, they defined an operator 0 to be weakly atomic at \(s=0\) if for real \(x\)
\[
\begin{equation*}
\lim _{\lambda \rightarrow \infty}\left|\lambda \Delta_{0}(\lambda)\right|=\infty \tag{2.16}
\end{equation*}
\]
where
\[
\begin{equation*}
\Delta_{0}(\lambda)=D\left(e^{\lambda \cdot}\right) \tag{2.17}
\end{equation*}
\]

Any \(D\) operator that is atomic at \(s=0\) is weakly atomic. However, the \(D\) operator defined by (2.13) is not atomic at \(s=0\) but is wedkly atomic at \(s=0\). Zhang [17] proved that if (2.14)-(2.15) is well-posed in \(C\), then it is necessary that \(D\) be weakly atomic at \(s=0\). It was shown in [7] (see Theorem 3.2) that if (2.6)-(2.7) is well-posed in \(\mathbb{R}^{n} \times L_{p}\), then (2.6)-(2.7) leads to a well-posed problem on \(C\). It follows that if (2.6)-(2.7) is well-posed in \(\mathbb{R}^{n} \times L_{p}\), then 0 must be weakly atomic at \(s=0\).

For the scaler case considered in [12] and [17], the assumption that \(D\) be weakly atomic implies that for all real \(\lambda\) sufficiently large the operator \(A\) has \(\lambda\) in its resolvent. This is true because \(L_{N}(\cdot) \cdot 0\) and \(\lambda_{\text {ef }}(A)\) if and only if
\[
\begin{equation*}
\Delta(\lambda)=\lambda D\left(e^{\lambda} I\right)-L\left(e^{\lambda} I\right) \tag{2.18}
\end{equation*}
\]
is nonsingular (see Lemma 2.3 in [6]). However, for vector equations the problem becomes much more complex. In particular. condition (2.16) does not imply that \(\rho(A)\) is not empty.

EXAMPLE 1. Let \(L ;(\cdot)=0\) and \(D \in B\left(C, \mathbb{R}^{2}\right)\) be defined by
\[
D_{0}(\cdot)=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \cdot \psi(0)
\]

Note that \(\left\|\Delta_{0}(\lambda)\right\|\) t.o but \(A(1)=A_{0}(1)\) is singular for all \(\lambda\). Consequently, \(A\) defined by (2.8)-(2.9) can not generate a \(C_{0}\)-semigroup on \(\mathbb{R}^{n} \times L_{p}\)

In the next section we consider a special problem that occurs in aeroelasticity and establish the well-posedness of this problem. A complete treatment of more general systems (including infinite delay problems) will appear in a forthcoming paper.

1II. WELL-POSEDNESS FOR AN AEROELASTIC SYSTEM
We consider the FDE
\[
\begin{equation*}
\frac{d}{d t}\left[A_{0} x(t)+\int_{-r}^{0} A_{1}(s) x(t+s) d s\right]=B_{0} x(t)+\int_{-r}^{0} B_{1}(s) x(t+s) d s \tag{3.1}
\end{equation*}
\]
where \(A_{0}, A_{1}(s), B_{0}\) and \(B_{1}(s)\) are \(n \times n\) matrices satisfying the following condition. CONDITION A.
i) \(A_{0}=\) dia \((1,1, \ldots, 1,0)\),
ii) \(B_{1}(\cdot)\) is continuous on \([-r, 0]\),
iii) \(A_{i j}(s) \equiv 0 \quad i=1,2, \ldots, n, j=1,2,3, \ldots, n-1\)
iv) \(A_{i n}(s)\) is continuous on \([-r, 0], i=1,2, \ldots, n-1\)
v) \(A_{n n}(s)=a|s|^{-a}+B(s), a>0,0<\alpha<1\) and \(B(s)\) is continuous on \([-r, 0]\) and \(B(0)=0\).
Note that the aeroelastic systen described in [4] is of the form (3.1) and satisfies the above conditions with \(\alpha=1 / 2, n=8\) and \(r=+\infty\). Although we are only considering the case where \(r \times+\infty\), the basic ideas below can be extended to cover the infinite delay problem described in [4].

Let, \(A_{0}, A_{1}(\cdot), B_{0}, B_{1}(\cdot)\) satisfy CONDITION \(A\) and define
\[
\begin{equation*}
D_{\phi}(\cdot)=A_{0}(0)+\int_{-r}^{0} A_{1}(s)_{\phi}(s) \tag{3.2}
\end{equation*}
\]
and
\[
\begin{equation*}
L_{\phi}(\cdot)=B_{0} ;(0)+\int_{-r}^{0} B_{1}(s)_{\phi}(s) . \tag{3.3}
\end{equation*}
\]

Since \(A_{0}\) is singular and \(A_{1}(s)\) is integrable, the operator \(D\) is not atomic at \(s=0\). For \(D\) and \(L\) defined by (3.2)-(3.3) we denote by \(A\) the corresponding operator (2.8)-(2.9).

Recall that \(A\) generates a \(C_{0}\)-semigroup on \(R^{n} \times L_{p}\) if and only if \(D(A)\) is dense, the resolvent set,\((A)\) is nonempty and the Cauchy problem
\[
\begin{equation*}
\frac{d}{d t} z(t)=A z(t) \quad z(0)=z_{0} t D(A) \tag{3.4}
\end{equation*}
\]
has a unique continuously differentiable solution on \([0,+\infty\) ) (see [11] and page 102 in [13]). We shall use this equivalence to establish the following result.

THEOREM 2. If \(D\) and \(L\) are defined by (3.2)-(3.3) and CONDITION \(A\) is satisfied, then \(A\) generates a \(C_{0}\)-semigroup on \(\mathbb{R}^{n} \times L_{p}\) for all \(p\) satisfying \(1 \leq p<1 /(1-a)\).

Proof. The proof that the Cauchy problem (3.4) has continuously differentiable solution on \([0,+\infty)\) can be found in [14]. Since it is fairly technical and we are limited by space, we shall not repeat it here. It remains to show that \(A\) is densely defined and has non-empty resolvent.

Let \(B_{i}: \mathbb{R}^{n} \times W^{1, P} \cdot R\) be the linear functional defined by
\[
B_{i}(n, \phi(\cdot))=\left\langle n-D_{\phi}(\cdot), e_{i}\right\rangle R^{n}
\]
where \(e_{i}\left\{=1,2 \ldots, n\right.\) is the standard unit vector in \(R^{n}\). The domain of \(A\) is equal to \(n_{i=1}^{n} V\left(B_{i}\right)\), where \(V\left(B_{i}\right)\) denotes the null space of \(B_{i}\). It follows from [3] that \(O(A)\) is dense if and only if each non-trivial linear combination \(\Lambda=\sum_{i=1} w_{i} i_{i}\) is unbounded on \(\mathbb{R}^{n} \times L_{p}\). If any of the \(w_{i}, i=1,2, \ldots, n-1\) are non zero then the proof of Lemma 2.2 in [6] can be used to show that \(\Lambda\) is unbounded. On the other hand. if \(w_{i}=0, i=1,2, \ldots, n-1\), then \(\Lambda=w_{n} B_{n}\). However, since \(p<1 /(1-n)\), it follows that \(w_{n} B_{n}(n, \phi(\cdot))=w_{n} n-w_{n} \int_{-r}^{0} A_{n n}(s)_{\nu_{n}}(s) d s\) is not bounded on \(\mathbb{R}^{n} \times L_{p}\) (note that \(A_{n n}(s)\) \(\not \subset L_{p}\), where \(1 / p+1 / p^{\prime}=1\) ). Therefore, \(O(A)^{\prime}\) is dense in \(\mathbb{R}^{n} \times L_{p}\).

To establish that \(0(A)\) is not empty, recall that \(\lambda_{10}(A)\) if and oniy if \(\Delta(\lambda)=\lambda D\left(e^{\lambda \cdot} 1\right)-L\left(e^{\lambda \cdot} 1\right)\) is nonsingular. Let \(F(i)\) denote the \(n \times n\) diagonal matrix \(F(\lambda)=\operatorname{dia}\left(\lambda^{-1}, \lambda^{-1}, \ldots \lambda^{-1}, \lambda^{-a}\right)\) and observe that (for \(1 \leq p<1 /(1-\alpha)\) ) as \(\lambda \rightarrow+\infty\)
\[
F(\lambda) \lambda O\left(e^{\prime \cdot} I\right) \rightarrow \operatorname{dia}\left(1,1, \ldots, 1, a_{\infty}\right)
\]
where \(a_{\infty} \neq 0\) and
\[
F(\lambda) L\left(e^{\lambda \cdot} I\right) \rightarrow 0
\]

Therefore, as,\(\lambda+\infty\) the matrix \(F(\lambda) \Omega(\lambda)\) converges to a non-singular matrix and hence for sufficiently large \(\lambda, \Delta(\lambda)\) must be non singular. This completes the proof.

We conclude this paper by noting that the above ideas can be extended and applied to a larger class of equations than those considered here. A detailed treatment of the more general problenn will appear elsewhere.
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\section*{INTRODUCTION}

It is generally accepted that large space systems will be deployed in the near future. In comparison to the predominant type of spacecraft in operation today, the characteristics of importance will need to be reordered for these new systems. One of the most significant is flexibility which brings with it a large number of attractive ew options for design and applications. However, it generally needs to be much better understood before an acceptable level of confidence in our ability to design flexible systems is reached. Besides just flexibility, the large size and lightweight structure itself are also making new approaches necessary.

With work proceeding in all areas of the design of large space structures, interest is growing in the attitude control system. Besides the on-orbit functions of attitude control, which includes cancellation of disturbances, pointing and maneuvers, the system will also contribute to stationkeeping and the new requirement of shape control. To meet the increased demands, the control system will likely consist of a number of devices including sensors and actuators which may be some combination \(n\) secondary propulsion units and non-propulsive devices. The interaction of these elements with the structure will be very important.

Control law design for a large, flexible structure touches on many areas including the selection of sensors and actuators, i.e. the appropriate type, number and distribution to effectively control the system. This research effort has had the objective of considering the effect on the selection process of certain actuator characteristics.

Much of the control theory necessary to deal with selection of sensors and actuators is still in development. In most analyses so far, the appropriate number and location of the control elements has been done using sophisticated models of the structure with "generic" and "perfect" sensing and actuating devices assuming they have no contributing dynamics, instantaneous response and unconstrained amounts of torque and/or force available. This effort, then, has involved examination of some interaction of the actuators with the structure by modelling some of the contributing dynamics.

To gain some insight into the effects of actuator characteristics required, the following steps are part of the analysis:
(1) Determination of a method of actuator selection to use in the study.
(2) Determination of a structure and development of its dynamical model.
(3) Choice of an actuator characteristic to be examined and its incorporation into the dynamic model.
(4) Implementation of cost decomposition as a tool to evaluate actuators for their effectiveness.
(5) Comparison of the selection process with and without the consideration of the given actuator characteristic.

Each step in the analysis is examined more thorcighly below.

ANALYSIS
A. Actuator Effectiveness Determination

Of a number of methods that have been studied to select an appropriate number of actuators for a system and the best locations for
those actuators, cost decomposition with component cost analysis was chosen to use in this analysis. This was not an attempt to test component cost analysis. Rather it was used only as a tool to evaluate if the results concerning the best or most effective actuators in controlling a structure might be influenced by certain actuator characteristics.

\section*{1. The Selection Problem}

The goal of designing a control system always begins with a dynamic model of the structure. Classical dynamic analysis will lead to partial differential equations to describe the state of the structure. As part of the model, the measurements to be made and the controls available are usually designated. From here a controller is designed either directly from the partial differential equations (PDE) derived or by first converting the system model to a set of ordinary differential equations (ODE). Rather than the separate steps, the selection of the most useful measurements (sensors) and controls (actuators) should ideally be coupled with the control law determined. Also common, in both the PDE and ODE approach is the assumption of "perfect" sensors and actuators which is implicit in the contioller design, i.e. sensors and actuators with infinite bandwidths and no phase shifts. The resulting controller is frequently too complex to be implemented which leds to controller reduction.

The theory used here is one now available to aid the selection of the best sensors and actuators during the controller reduction process. It determines the best \(\bar{m}\) out of a possible set of \(m\) actuators and the most useful \(\ell\) of a possible finite \(\ell\) sensors. [1, 2] The work done
to date, however, does not include any of the possibly significant dynamics associated with the available sensors and actuators. This work included a model of a particular actuator characteristic to consider how it might affect the selection results.

In exploring approaches to the problem, it was noted that sensors and actuators which are available can, at best, usually be described only in terms of finite dimensional models written as ordinary differential equations. In augmenting the structure dynamics, it might also be considered that without partial differential equations to describe the sensors and actuators, modeling the structure over an infinite spectrum with PDEs is unnecessary. Therefore, in preparation to assess the ef ect of sensor/actuator dynamics, a number of methods of sensor/actuator selection were examined with emphasis on ODE approaches [3-10].

One of the recent approaches to the selection problem involves the application of 1 inear-quadratic-gaussian (LQG) control theory with cost decomposition [11-12]. Rather than immediately obtaining a lower order dynamic model and then designing a controller, in the cost decomposition approach, with component cost analysis (CCA), the control input can be included as part of the reduction process. An open-loop cost decomposition method will first reduce the problem to a higheroider evaluation model for which an optimal LQS controller can be designed, but which is still of an order larger than desired. The key then for this application is the controller reduction process again using cost decomposition and CCA.

\section*{2. The Control Problem}

Cost decomposition requires a linear model of the system. The system equations may originally be derived as PDEs or ODEs. But assuming that the initial linearized reduced evaluation model is available (or derivable), it is written in the following general form
\[
\begin{align*}
& \dot{x}=A x+B u+D w, \quad x \in R^{n}, u \in R^{m}, \quad w \in R^{p} \\
& D=\left[\begin{array}{ll}
B & D_{0}
\end{array}\right] \\
& y=C x \quad, \quad y \in R^{k}  \tag{1}\\
& z=M x+v \quad, \quad z \in R^{\ell}
\end{align*}
\]
where \(x\) is the state and \(y\) is the vector of outputs to be regulated [6]. The elements of \(z\) are the measurement (sensor) information available, \(v\) indicates unmodelled or noisy sensors, and \(u\) the actuator signals. \(D_{0} W\) represents unmodelled system behavior and \(B W\) is the unmodelled actuator noise. The unknowns \(x\left(t_{0}\right), w, v\) are all assumed as random, zero mean processes with int: nsities \(W>0\) and \(V>0\). To date, perfect sensors and actuators have been assumed in such a model, but in actuality, finite dimensional models of the auxiliary equipment are, at best, the only thing available. A low-bandwidth sensor is represented as
\[
\begin{array}{ll}
\dot{x}_{s}=A_{s} x_{s}+B_{s} \delta & , \quad x_{s} \varepsilon R^{n} \ell_{s}  \tag{2}\\
z=M_{s} x_{s} & , \quad z \in R^{n}
\end{array}
\]
where \(\mathrm{x}_{\mathrm{s}}\) is the sensor state and \(\delta\) is a column vector whose elements indicate deflections of the structure. A finite dimensional actuator appears in the form
\[
\begin{array}{ll}
\dot{x}_{a}=A_{a} x_{a}+B_{a} u & x_{a} \varepsilon R^{n_{a}} \\
y_{a}=C_{a} x_{a} & y_{a} \varepsilon R^{m_{a}} \tag{3}
\end{array}
\]
where \(x_{a}\) is the actuator state, \(u\) is a column vector of \(m_{a}\) signals to \(m_{a}\) actuators. The output forces of the actuators are reflected in \(y_{a}\). These models can, of course, be made more complex by including coupling with each other as well as other system components, the addition of disturbances, etc. The equations in (1) are to be augmented by those in (2) and/or (3). The general form of Eqn. (1) will not change, however, the system order will be increased.

Once the dynamic model is prepared, the goal is to find the sensor/ actuator combinations to meet output specifications, by minimizing the sum of normalized input variances. To keep the output and inputs (controls) with the specified ranges, which are designated as
\[
\begin{array}{ll}
-\sigma_{i}<y_{i}(t)<\sigma_{i}, & i=1, \ldots, k \\
-u_{i}<u_{i}(t)<u_{i}, & i=1, \ldots, m
\end{array}
\]
the following variance constr ints are placed on the variables throughout the procedure,
\[
\begin{aligned}
& \lim _{t \rightarrow \infty} E y_{i}^{2}(t) \stackrel{\Delta}{=} E_{\infty} y_{i}^{2} \leq z_{i}^{2}, \quad i=1, \ldots, k \\
& \lim _{t \rightarrow \infty} E u_{i}^{2}(t) \stackrel{\Delta}{=} E_{\infty} u_{i}^{2} \leq \mu_{i}^{2}, \quad i=1, \ldots, m
\end{aligned}
\]
where \(E\) is the expectation operator. The selection problem then becomes, in the simplest terms, one of using \(\bar{m}\) out of \(m\) possible
actuators and \(\bar{\ell}\) out of \(\ell\) possible sensors, to find the combination which produces the smallest values for
\[
\sum_{i=1}^{k} E_{\infty} y_{i}^{2} / \sigma_{i}^{2} \text { subject to } E_{\infty} u_{i}^{2}=\mu_{i}^{2}
\]
in the input constrained problem or
\[
\sum_{i=1}^{m} E_{\infty} u_{i}^{2} / \mu_{i}^{2} \text { subject to } E_{\infty} y_{i}^{2}=\sigma_{i}^{2}
\]
in the output constrained problem.

\section*{3. Component Cost Analysis}

Once the problem is established, a nontraditional approach is taken to solve the selection/control problem. Performance is measured through a cost function \(v\), defined as
\[
\begin{equation*}
v=E_{\infty}\left(y^{\top} Q y+u^{\top} R u\right) \tag{4}
\end{equation*}
\]
where the weighting matrices \(Q\) and \(R\) can be chosen to match the problem specifications [13]. Rather than make calculations for each possible combination of sensors and actuators, however, the process of component cost analysis decomposes \(V\) into a sum of compenent costs, \(v_{i}\)
\[
v=\sum_{i=1}^{n} v_{i}
\]
where
\[
v_{i} \stackrel{\Delta}{=} \frac{1}{2} E_{\infty}\left[\frac{\partial\left(y^{\top} Q y\right)}{\partial x_{i}} x_{i}\right]
\]

Components can be ranked by comparing their "effectiveness values", so that
\[
v_{1} \geq v_{2} \geq \cdots
\]

Differential equations associated with components \(x_{i}\) having the largest component costs are retained in the model.

As components, each possible sensor and actuator may be assigned a component cost,
\[
\begin{array}{ll}
v_{i}^{a c t}=\frac{1}{2} E_{\infty}\left[\frac{\partial\left(y^{\top} Q y\right)}{\partial u_{i}} u_{i}\right] & i=1, \ldots m \\
v_{i}^{\operatorname{sen}}=\frac{1}{2} E_{\infty}\left[\frac{\partial\left(y^{\top} Q y\right)}{\partial z_{i}} z_{i}\right] & i=1, \ldots \ell
\end{array}
\]

Cost decomposition reduces the number of control and measurement devices by retention of only those with the largest \(v_{i}^{\text {act }}\) and \(v_{i}{ }^{\text {sen }}\).

This method has been well developed and has shown significant results. It is much more efficient than methods which rely on testing all possible locations of measurement and control devices. Although the final result may or may not be optimal, a good indication of performance degradation as a function of sensor/actuator number and location results.

The primary objective now is to determine if the selected locations of the \(\bar{m}\) sensors and \(\bar{l}\) acts are affected by inclusion of the above eqns. These will, of course, add to the system order initially. However, any unit deleted through component cost analysis will also mean deletion of its associated differential eqns., so not only will \(u\) and \(z\) be reduced but the system order as well. Besides locations, any change in conclusions regarding the number of sensors/actuators would be significant. There may possibly be a range of \(\dot{m} / \mathrm{m}\) and/or \(\ell / \ell\) over which the effects are more pronounced.

\section*{B. Dynamic Models}

To make comparisons and draw conclusions from the above theory, it was necessary to detail a particular structure for study. Besides the structure, it was determined to, at least initially, model actuators only and assume that the sensors and actuators would always be colocated. The models were developed as shown below.

\section*{1. Dynamic Model of a Flexible Structure}

Although there are some very sophisticated models available of large structures currently being evaluated, a simpler model has many advantages during anclysis. That includes a higher degree of confidence in understanding of the natural motion of the structure and a better interpretation of the results. Therefore, an unrestrained beam in a nominally circular orbit was selected as the basic structure to be controlled. It has a specified number of actuators and their possible locations were identified.

The nonlinear dynamics of such a structure have been studied previously, most recently by Kane and Levinson [15, 16]. The structure is modelled in terms of variables and coordinate systems introduced in Fig. 1. Assume that the beam orbits the Earth in the plane of the paper and that all subsequent motion of the beam occurs in that plane. Let point 0 represent the center of the attracting body, i.e. the Earth, assumed spherically symmetric, and assume 0 is fixed in the inertial frame \(N\). To describe deformations of the beam, introduce the intermediate frame \(R\) defined by perpendicular unit vectors \(\hat{r}_{1}\) and \(\hat{r}_{2}\) which intersect at point \(R^{*}\). Note that \(\hat{r}_{2}\) is always directed from \(R^{*}\) to

point \(Q\) at the end of the beam. The unit vector \(\hat{r}_{1}\) is \(90^{\circ}\) from \(\hat{r}_{2}\) and in the plane of motion. \(\hat{r}_{1}\) thus defines the angle \(\theta\). The deformation of a generic particle \(P\) of the beam, located at a distance \(x\) from point \(Q\), is described in terms of the variable \(y\). It was additionally assumed that the beam had a uniform cross section and that the mass was distrisuted uniformally along the length. Also, the beam longitudinal deformations were neglected in favor of the lateral deflections.

As is the usual practice, \(y\) can be written as a combination of functions of position and time,
\[
\begin{equation*}
y(x, t)=\sum_{i=1}^{v} \phi_{i}(x) q_{i}(t) \tag{5}
\end{equation*}
\]
where \(1 \leq v \leq \infty . \quad \phi_{\mathbf{i}}(x)\) are the mode shapes and analytic expressions are known for a free-free beam. Retaining an infinite number of modes is required for a perfect beam representation, but a selected finite number is, of course, the practical alternative. The shapes of the first three modes appear in Fig. 2. The functions \(q_{i}(t)\) are not known and will become state variables whose solution is sought.

To actually write the equations of metion for this structure, generalized variables have been chosen in the following manner. The first three state variables, \(u_{1}, u_{2}\) and \(u_{3}\), are defined in terms of the velocity of point \(R^{*}\) in the inertial frame and the angular velocity of the reference frame \(R\) with respect to the inertial frame,
\[
\begin{align*}
& N_{v} R^{*}=u_{1} \hat{r}_{1}+u_{2} \hat{r}_{2}  \tag{6}\\
& N_{w}-R=u_{3} \hat{r}_{3} \tag{7}
\end{align*}
\]
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The first additional generalized variables are the changes in the time functions, one relationship for each mode selected to be retained for our model,
\[
\begin{equation*}
u_{3+i}=\dot{q}_{i}, \quad i=1, \ldots, v \tag{8}
\end{equation*}
\]

It will be necessary to add \(\theta\) and \(D\) to the list of state variables since they are nonconstent but required for our numerical solution, so
\[
\begin{align*}
& u_{4+v}=0  \tag{9}\\
& u_{5+v}=0 \tag{10}
\end{align*}
\]

Finally, is added the time functions themselves
\[
\begin{equation*}
u_{5+v+i}=q_{j}, \quad i=1, \ldots, v \tag{11}
\end{equation*}
\]

Therefore, the dynamic model for the structure would be expected to consist of ( \(5+2 v\) ) first-order differential equations in terms of the state variables \(u_{\ell}, \ell=1, \ldots(5+2 v)\). Recalling the actuator locations along the beam have been specified at the positions \(x_{k}\), the equations governing the system appear as follows:
\[
\begin{align*}
& -m_{B} \dot{u}_{1}+u_{3} u_{2} m_{B}+u_{3}^{2} e_{B}+\frac{\gamma}{D^{2}}\left[-m_{B} \cos \theta+\frac{\left(3 \cos { }^{2} \theta-1\right)}{D} e_{B}\right]+\sum_{K=1}^{n a} F_{C}\left(x_{K}\right) \sum_{i=1}^{v} \phi_{i}^{\prime}\left(x_{K}\right) q_{i}=0 \\
& -m_{B} \dot{u}_{2}-e_{B} \dot{u}_{3}-u_{3} u_{1} m_{B}+\frac{\gamma}{D^{2}}\left[m_{B} \sin \theta-\frac{3 \sin \theta \cos \theta}{D} e_{B}\right]+\sum_{K=1}^{n a} F_{C}\left(x_{K}\right)=0 \\
& -u_{2} e_{B}=\dot{u}_{3} I_{B}-u_{3} u_{1} e_{B}+\frac{\gamma}{D^{2}}\left[e_{B} \sin \theta-\frac{3 \sin \theta \cos \theta}{D} I_{B}\right]+\sum_{K=1}^{n a} x_{K} F_{c}\left(x_{K}\right)=0 \\
& -\sum_{i=1}^{v} G_{i j} \dot{u}_{3+i}+u_{3}^{2} \sum_{i=1}^{v} G_{i j} q_{i}-\sum_{i=1}^{v} H_{i j} q_{i}+\frac{\gamma}{D^{2}}\left[-\frac{\left(1-3 \sin ^{2} \theta\right)}{0} \sum_{i=1}^{v} G_{i j} q_{i}\right]+\sum_{K=1}^{n a} \phi_{j}\left(x_{K}\right) F_{C}\left(x_{K}\right)=0 \\
& \dot{u}_{4+v}=u_{3}-\left(u_{1} \sin \theta+u_{2} \cos \theta\right) / 0  \tag{12}\\
& \dot{u}_{5+v}=u_{1} \cos \theta-u_{2} \sin \theta \\
& \dot{u}_{5+v+i}=q_{i}
\end{align*}
\]
\[
\text { where } \begin{aligned}
m_{B} & =\text { mass of the beam } \\
e_{B} & =\int_{0}^{L} x f d x \\
I_{B} & =\int_{0}^{L} x_{\rho}^{2} d x \\
L & =\text { beam length } \\
\rho & =\text { beam density per unit length } \\
Y & =\text { gravitational parameter } \\
F_{C}\left(x_{K}\right) & =\text { force due to actuator located at position } x_{K} \\
\Delta_{i}^{\prime}\left(x_{K}\right) & =\partial \psi_{i} / \partial x \text { evaluated at } x_{K} \\
G_{i j} & =\delta_{i j} \\
H_{i j} & =\delta_{i j} \lambda_{j} \\
\lambda_{j} & =\text { functions of modal frequencies, known for an unrestrained } \\
& \text { beam } \\
n a & =\text { number of actuators }
\end{aligned}
\]

These equations must be solved numerically to provide a solution for the motion of the beam.
2. Actuator Model

To evaluate the effect of actuator characteristics, tine initial choice was examination of a time delay in the response of a typical actuator. Each actuator would then have an associated differential equation. The new additional state variables are the actual forces due to each actuator so that
\[
\begin{equation*}
u_{5+2 v+K}=F_{c}\left(x_{K}\right), \quad K=1, \ldots, \text { na } \tag{13}
\end{equation*}
\]

The differential equations representing the response delays appear as
\[
\begin{equation*}
u_{5+2 v+K}=-a_{K} u_{5+2 v+K}+f_{K} \tag{14}
\end{equation*}
\]
where \(\quad a_{K}=\) slope of response curve
\(f_{K}=\) the desired force in a given actuator determined from the control law.

It is noted that this equation represents the response to a unit step :ratit as seer. in fig. 3. The larger the :alue of the slope \(a_{k}\), the


Figure 3. Actual Force in Actuator in Response to a Step Input
closer the Kth actuator approaches the ideal instantaneous reaction. This set adds one first order differential equation for each actuator in the system.

\section*{3. Linearized Models}

Much of the control theory developed to date for large, flexible systems has used linear dynamic models. For small perturbations and deformations, they provide good approximations to the motion of the structure and practical methods from which to design control laws. A linear model is required of the form in Eqn. (1) to employ the cost decompositon technique. In reducing this rodel to a linearized version, decoupling will frequently occur between the rigid and flexible modes. For the unrestrained beam in orbit, it will occur for a number of problems in which the ability of the actuators to control the shape in response to small disturbances can be studied. Consider the following case. Assume the nominal motion of the beam center of mass to be a circular orbit with the beam aligned so that its minimum moment of inertia is directed parallel to a radial axis. For a beam of reasonable length it can be assurfd that the attitude will not affect the orbit of the center of rlass. For small deviations from that nominal solution, the equations in (12) will simplify such that the significant remaining equations will appear [17]
\[
\begin{align*}
& -\dot{u}_{3}-\frac{3 \gamma}{0_{0}^{3}}=-\frac{e_{B}}{m_{B} I_{B}-e_{B}^{2}} \sum_{K=1}^{n a} F_{C}\left(x_{K}\right)+\frac{m_{B}}{m_{B} I_{B}-e_{B}^{2}} \sum_{K=1}^{n a} x_{K} F_{c}\left(x_{K}\right)=0  \tag{15}\\
& -\sum_{i=1}^{v} G_{i j} \dot{u}_{3+i}+\left(2 u_{3} u_{3}+u_{3}^{2}\right) \sum_{i=1}^{v} G_{i j} q_{i}-\sum_{i=1}^{v} H_{i j} q_{i}+\sum_{K=1}^{n a} \phi_{j}\left(x_{K}\right) F_{c}\left(x_{K}\right)=0
\end{align*}
\]
\[
\begin{aligned}
& \dot{0}=u_{3} \\
& \dot{u}_{5+v+i}=q_{i}
\end{aligned}
\]
where \(u_{3_{0}}\) and \(D_{0}\) are values in the nominal motion. For beams in which the natural mode frequencies \(\left(\sqrt{\lambda_{i}}\right)\) are much larger than the orbital angular velocity the flexible mode equations completely decouple from the system [17] resulting in state equations
\[
\begin{gather*}
-\sum_{i=1}^{v} G_{i j} \dot{u}_{3+i}-\sum_{i=1}^{v} H_{i j} q_{i}+\sum_{K=1}^{n a} \phi_{j}\left(x_{K}\right) F_{c}\left(x_{K}\right)=0  \tag{16}\\
\dot{u}_{5+v+i}=q_{i}
\end{gather*}
\]

These of course, actually represent a set of equations, two for each mode being retained in the model. This constitutes our linear dynamic model for the structure. Augment these with the actuator differential equations in (14) when desired. Thus there are ( \(v+\) na) first-order differential equations in the linear system.

RESULTS
A. Example

To study the effects of nonideal actuators, that is, actuating devices with a finite response time, a beam was arbitrarily chosen with the following characteristics. The beam is of length 20 m and possesses a flexural rigidity \(E I\) of \(20 \mathrm{~N}-\mathrm{m}^{2}\) and density \(\rho=.8 \mathrm{~kg} / \mathrm{m}\). The assumed circular orbit about the Earth ( \(\gamma=3.986 \times 10^{14} \mathrm{~m}^{3} / \mathrm{s}^{2}\) ) is at an altitude such that the distance from point 0 to the beam inter of mass \(B^{*}\) is \(7 \times 10^{6} \mathrm{~m}\). Mass characteristics include \(m_{B}=16.0 \mathrm{~kg}, e_{B}=160.0 \mathrm{~kg}-\mathrm{m}\)
and \(I_{B}=2133.3 \mathrm{~kg}-\mathrm{m}^{2}\). The beam was oriented initially as in Fig. 4, for \(0=5^{\circ}\) and \(\dot{\theta}=0\). Note that the beam was initially undeformed. The desired final state included \(\theta=0\) and no beam deformations. This implies that the beam neutral axis should be straight and parallel to a radial vector.

It was assumed that four actuators were available to provide the necessary torque. There were six possible locations at which to place the four actuators, which included \(x\) values of \(0,3,6,14,17\) and 20 meters. The objective was to: i) Determine the best locations at which to place the actuators and ii) Use those positions to provide the torque necessary to achieve the final state.

\section*{B. Actuator Location Determination}

To determine the four most effective positions for the actuators from the six locations available, the component cost for each was calculated. Cost decomposition requires use of the linear model, which is good for our initial conditions. Three modes were used to describe the beam. Note that we also used equal weights in the cost function. The actuators were ranked by comparing the cost effectiveness values, \(V_{i}\), and the i ir with the largest values are retained. In Fig. 5 those costs are shown, calculated on the assumption of "perfect" actuators, i.e. instantaneous response. Since the possible for tions are symmetrically distributed about the \(t\) am center, it is not surprising that the cost: are also symmetric about the center. Note that, as expected from the mode shapes, the outside actuators are more effective. In Fig. 6, the same analysis is done but now the differential equations
for the nonideal actuators have been included. Although the actuators selected remain the same, the delayed response has made the actuators at \(x=3\) and 17 m "less effective". To explore this further, the response speed was varied by changing the variable \(a_{K}\) in Eqn. (14). A comparison of resulting costs is shown in Fig. 7. The larger the value of \(a_{K}\), the faster the response. It is of interest to note the following. If only two modes had been considered in the dynamic model, the actuator positions chosen would have been different. Fig. 8 shows costs for only two modes and \(a_{k}=1.0\). Now the most effective positions are \(x=0\), 6,14 and 20 m . However, given a specific number of modes to use in the model, the actuator model is clearly seen to affect the costs but does not affect the choice in this example.

\section*{C. System Response to Actuators}

Initial interest concerned the system response to forces at the specified actuator positions. Although it is an ultimate goal to design an LQG controller, a auch less complex controller was initially used here to observe the system response.
1. Control Law

The simple control used is derived from that used in [16]. It appears as
\[
F=k_{1} \hat{\theta}+k_{2} \dot{\dot{\theta}}
\]
where \(\hat{c}\) is defined in Fig. 1. It is the angle between a line tangent to the beam at point \(Q\) and a line parallel to \(\hat{r}_{1}\). The angle \(\sigma\) itself was not chosen because it can never actually be measured. The gains
\(K_{1}\) and \(K_{2}\) are arbitrarily selected to reflect a reduction in \(\theta\) to half of its initial value in approximately 10 seconds. The value \(F\) is a representative force and reflects the torque ( \(F\) times length) needed from the actuators to return the system to the desired state. The total force \(F\) is distributed among the actuators depending on their location.

\section*{2. Response Histories}

Four actuators were used with the control law above in the example. Three modes were used for the beam. In Fig. 9, the amount of force \(F\) required for the torque is represented for two combinations of actuators. Also compared, dynamic models of ideal actuators and models which include actuator differential equations with \(a_{K}=1\). Clearly there is a difference in the force history when the actuators are a little slow to respond. In all cases, the actuators at the ends of the beams were utilized since they are indeed the most effective. But also compared is the use of actuators at \(x=3\) and 17 m or using \(x=6\) and 14 m as the locations of the second pair. Although there is a p rceptible difference, it is less pronounced. Curves \#1 and \#3 reflect the results of the chosen positions based on cost decomposition and they are seen to be slightly better than their counterparts.

In Fig. 10 the plot shows \(:(t)\), which is the variable of most interest. The same four cases are precented. All combinations eventually bring \(;\) to an acceptable level. Curve \(=1\) could be interpreted as the most effective although the differences are small. One point is seen in the numerical output and is not obvious in the plot.

Curves \#3 and \#4, i.e. the nonideal actuators, oscillate for a significantly longer time before settling out. Finally in Fig. 11, the deflection of point \(Q\), the near end of the beam, away from the neutral axis is plotted. An interesting observation is that the delayed response of the actuator miade the maximum deflection of the beam (at approximately 5 seconds) at point \(Q\) smaller than in the ideal case. Maximum deflection may or may not be a problem depending on mission requirements. The deflection pattern is different, however, and again curves \#3 and \#4 take a significantly longer time to settle out.

\section*{CONCLUSIONS}
it is obvious that much work is yet to be done cc:cerning the attitude control systems for large flexible space structures. Even on the example used here, inclusion of an actuator dynamic characteristic did appear to affect actuator cost as well as system response. Although it did not affect the selection from the cost decomposition in this example, a different result cannot be ruled but for other cases. More study is required on this problem, as well as similar examination of actuator characteristics. Because dynamic effects can be seen, the question concerning actuator-induced instabilities is also still open.

\section*{ACKNOWLEDGHENTS}

This work :as supported through a program sponsored by the United States Air Force.



MICROCOPY RESOLUTION TEST CHART mational buafau of stanoaros-1963-


Curves \(\# 3\) and \#4, i.e. the nonideal actuators, oscillate for a significantly longer time before settling out. Finally in Fig. 11, the deflection of point \(Q\), the near end of the beam, away from the neutral axis is plotted. An interesting observation is that the delayed response of the actuator miade the maximum deflection of the beam (at approxirately 5 seconds) at point \(Q\) smaller than in the ideal case. Maximum deflection may or may not be a problem depending on mission requirements. The deflection pattern is different, however, and again curves \#3 and \#4 take a significantly longer time to settle out.

CONCLUSIONS
It is obvious that much work is yet to be done ccicerning the attitude control systens for large flexible space structures. Even on the example used here, inclusion of an actuator dynamic characteristic did appear to affect actuator cost as well as system response. Although it did not affect the selection from the cost decomposition in this example, a different result cannot be ruled but for other cases. More study is required on this problem, as well as similar examination of actuator characteristics. Because dynamic effects can be seen, the question concerning actuator-induced instabilities is also still open.

\footnotetext{
ACKNOWLEDGMENTS
This work .as supported through a program sponsored by the United States Air Force.
}


FIGURE 7 EFFECT OF SLOPE







24-30

\section*{REFERENCES}
[1] Chen, W.H. and Seinfeld, J.H., "Optimal Location of Process Measurements," Int. J. Control, 1975, Vol. 21, No. 6, pp. 10031014.
[2] Skelton, R.E., "Cost Decomposition of Linear Systems with Application to Model Reduction," Int. J. Control, Vol. 32, No. 6, 1031-1055, 1980.
[3] Howell, K.C., "Final Report: Attitude Control Issues for Large Flexible Space Systems," 1983 USAF-SCEEE Summer Faculty Research Program.
[4] Carignan, C.R. and W.E. Vander Velde, "Number and Placement of Control System Components Considering Possible Failures," Report - NASA Grant ENAGI-126, Dept. of Aeronautics and Astronautics, Massachusetts Institute of Technology, March 1982.
[5] Chiu, D., "Optimal Sensor/Actuator Selection, Number, and Placement of Linear Stochastic System," Ph.D. Dissertation, School of Aeronautics and Astronautics, Purdue University, West Lafayette, IN, May 1981.
[6] DeLorenzo, M.L., "Selection of Noisy Sensors and Actuators for Regulation of Linear Systems," Ph.D. Dissertation, School of Aeronautics and Astronautics, Purdue University, West Lafayette, IN., June 1983.
[7] Hughes, P.C. and R.E. Skelton, "Controllability and Observability for Flexible Spacecraft," Journal of Guidance and Control, Vol. 3, No. 5, Sept. - Oct. 1980, pp. 452-459.
[8] Juang, J.N. and Rodriguez, G., "Formulations and Applications of Large Structures Actuator and Sensor Placements," Second VPI \& SU/AIAA Symposium on: Dynamics and Control of Large Flexible Spacecraft, June 21-23, 1979.
[9] Lindberg, Jr., R.E., "Actuator-Placement Considerations for the Control of Large Space :tructures," Naval Research Laboratory Report 8675, May, 1983.
[10] Vander Velde, W.E. and C.R. Carigna, "A Dynamic Measure of Controllability and Observability for the Placement of Actuators and Sensors on Large Space Structures," Report-NASA Grant =NAG1-126, Dept. of Aeronautics and Astronautics, Massachusetts Institute of Technology, Jan. 1982.
[11] Yousuff, A., "Order Reduction of Large Scale Systems," Ph.D. Dissertation, Purdue University, 1981.
[12] Yousuff, A. and Skelton, R.E., "Controller Reduction by Component Cost Analysis," IEEE Trans. Auto. Control, to appear 1983.
[13] Skelton, R.E. and DeLorenzo, M.L., "On Selection of Weighting Matrices in the LQG Prob," 20th Annual Allerion Conf. on Communication Control and Computing, Oct. 6-8, 1982; Monticello, Ill.
[14] Skelton, R.E., "Component Cost Analysis of Large Scale Systems," Final Report, Jet Propulsion Laboratory, Contract No. 955369, School of Aeronautics and Astronautics, Purdue University, January 1982.
[15] Levinson, D.A. and Kane, J.R., "Simulation of Large Motions of Nonuniform Beams in Orbit: Part 1 - The Cantilever Beam," Journal of the Astronautical Sciences, 1981, Vol. XXIX, No. 3, pp. 213-244.
[16] Kane, J.R. and Levinson, D.A., "Simulation of Large Motions of Nonuniform Beams in Orbit: Part II - The Unrestrained Beam," Journal of the Astronautical Sciences, 1981, Vol. XXIX, No. 3, pp. 245-275.
[17] Kumar, V.K. and Bainum, P.M., "Dynamics of a Flexible Body in Orbit," Journal of Guidance and Control, 1980, Vol. 3, No. 1, pp. 90-92.

\title{
1983-84 USAP-SCEEE RESEARCH INITTIATION PROGRAM
}

Sponsored by the
AIR FORCE OFEICE OF SCIENIIFIC RESEARCH
Conducted by the
SOUTHEASTERN OENIER FOR EJECTRICAL ENGINEERING EDUCATION

FINAL REPORT
Prepared by: Dr. Gwendolyn B. Howze
Academic Rank: Associate Professor
Department and University: Biology Department Texas Southern University
Research Location: Air Force Aerospace Medical Research Laboratory
Date: May 1984

The periosteum is the dense connective tissue coat which covers most of the outer surface of a bone. A similar coat, the endosteum, lines the inner bone cavity. The periosteum and endosteun play major roles in normal bone physiology. The periosteum is the major source of osteoblast for bone growth and bone repair (8).

The rationale for this research consists of three simple hypotheses. 1) During the process of bone demineralization, there are coincident and reevents occuring in the periosteum and endosteum. 2) The putative demineralization related events are manifested as structural changes in the constituent elements such as cells, fibers and blood vessels. 3) The anticipated periosteal changes can be visualized using the scanning electron microscope.

This research has been a continuation of studies done in collaboration with the Biodynamic Effects Branch in the Biodynamics and Bioengineering Division at the Air Force Aerospace Medical Research Laboratory. The subject of the prior study was periosteum from normal rats and Rhesus monkeys. The aim of that study was to obtain a baseline picture of normal periosteum which could be used in analyring periosteum removed from bone undergoing demineralization.

For reasons of optimazation (details given in the objective section), the baseline studies have been continued in this phase of the continuing project. Several new methods have been tested.

\section*{I. Introduction}

In a live humen, a bone auch at the fenur, for example, is a living organ. It has three main coupartments: the matrix, which contains a labyrinth of channels; the periosteum; and the periosteal appendages, the osteocytes, which derive fram the periosteum but reside in matrix channel spaces called lacunae ( 1,2 ).

When most poople speak of bones they have the matrix in mind. It is the most obvious and massive portion (3). The bone matrix, however, is a nonliving secretion product of the pericateum \((1,2)\). By oontrast, the periosteum is a thin unobtrusive tissue which covers the outer surface of the matrix of a bone. In fact, except for the articular surfaces at the joints, the exterice bone surface consists in the periosteum. Though inconspicuous, the periosteum is couposed of living cells and their secretion products, the meat prominent of which are the col. genous fibers (1, 2). The living periosteum and its appendages, the osteocytes, manufacture and maintain the non-living bone matrix (1, 2).

Interestingly but distressingly, most of the research on trone has been and, even now, is devoted to the characterization of the bone matrix. See for exauple references 3, 4, and 5. Thus anly a minor portion of the massive literature on bone is concerned with the periosteum. This point of view is changing, however, as more and more scientist realize the need for an intense effort to unover the camplete story of periosteal influence on bone function.

Many normal essential Air Porce activities place human bones under considerable stress and risk of injury. For example, the three main bone
functions in humans; protection, support and calciun homestasis are placed under streas by such activities as: parachuting, jection from aircraft and space flight. Bone injury is usually diagnosed and understood in cerma of chances in the matrix. Accordingly, the Air Force has considerable involvemant in the tudy of bone matrix. In light of the evidence that the periosteum and its appendages, the osteocytes, manufacture and maintain the matrix (1), it is clear that a profound understanding of the perionteum is essential to a succesaful program of bone health, injury prevention, and repair.

The normal or unstimulated structure of the periosteum has been studied by scanning electron microscopy (SBM) during the tenure of a 1983 AIR Force Sumper Faculty Research Fellowship. In the two species studied, rat and Rhesus monkey, five distinct morphological regions were discerned, although sharp boundaries were not visible. The top-most fibrous layer is a coherent layer of fibers in an interknitted array. Intermixed with the fiber bundles are many blood vessels. Below the top layer ia a second fibrous layer in which the fibers aremore loosely arranged and mixed with few cells. A third region contains cells, fibers and blood vessels in an apparencly random innominate distribution. Cells are plentiful in this region. The fourth layer is highly cellular. In the monkey, the cells are sratified in layers with each layer separated by network of fibrils. The fifth region which is justa-matrix is apparently one cell layer thich and in which the cells are strongly attached to the subjacent bone matrix.

In both species, there are certain thick fibers which are composed of thinner fibrils in parallel array. Because the fibrils which constitute the fibers exhibit a lengthwise stuctural periodicity, these fibers a-e tentatively called collagenous fibers. The fibers characteristically are covered with a meshwork, also composed of fibrils, which usually contain pariculate structures of unknown composition. The collagenous fibrils appear to show slight differences in the two species. The differences may be due to the slightly different SEM preparation procedure. In both species, many of the cells contain numerous cytoplasmic processes.

\section*{II. Objective}

The overall objective of this project is to investigate the possibility that the ontegenic region of the periosteum plays a aignificant role in the bone demineralization which is induced by hypokinesis or inmoblization.

This goal is being approached in two tages. Stage I was carried out in the sumer of 1983 at the Air Force Aerospace Medical Research Laboratory at Wright-Patterson Air Force Base. The stage I studies consiated of a sanning electron microscopical (SEM) study of normal periosteum of long bones, such as femar and tibia, from both rat and Rhesus monkey. The specific aim was to obtain a baseline description of the structural organization of normal periosteum. The baseline description is prerequisite to any attempt to detect experimentally induced changes in periosteal structure.

The hypokinesia studies will be conducted in stage II. Rhesus monkeys will be immobilized according to a protocol developed by Mr. C. Oloff of the Biodynamic Effects Branch of Biodynamics and Bioengineering Division at the Air Force Aerospace Medical Research Laboratory (AFAMRL). The hypokinesia or immobilization experiments are expected to induce bone demineralization. Mr. Oloff will give me periosteum biopay samples from the treated animals. Subsequent to submitting the Research Initiation Program proposal, the Biodynamic Effects group revised the total project as described below. 1) Improvement and refinement of the biopsy procedure. While this has resulted in a delay in starting the hypokinesia experiment, it will improve the reliability of the sampling procedure and sampling speed. 2) Reconsideration of amoreacauratê.. bone model. The presently preferred model is the vertebral column which is che major weight bearing axis in man and Rheaus monkeys.

As a result of these changes in the project design, stagel has been prolonged and stage II has been deferred. The stage I baseline study has been continued because of the possibility that periosteum of vertebral bone is significantly different from that of the long bone which we have already studied and described in 1983.

Because the biopsy procedure was still being perfected during the renure of the RIP grant, Rhesus samples did not becone available until May 24 th. Consequently, the grant period has been devoted to teating and improving four of the analytical techniques which we hope to use in studiying the Rhesus material. The approach, the procedures, and the results obtained will be described in the "RESEARCR PLAN" section of this report.

\section*{1. The Approach}

The baseline studies were continued using rat femur because as already stated Rhesus monkey apecimena were not available. The strategy being to test and improve the methods of interest using rat femur. Subsequently the methods can be applied to other specimens when they become available. One old method and three new methods are being adapted. The new methods are: l) freeze fracture, 2) enzymatic dissociation to survey the cell population, 3) differential Enzymatic hydrolysis as a device to characterize the three types of fibers which have been observed in scanning electron micrographs.

In the method being revised the feasibility of using iso-amyl acetate as a to substitute for ether as the solvent for the collodion solutions in the procedure for atripping the periosteum from rat femur was atudied. The method is outlined in the surnary of methods section called "modified procedure for rat femur."

The usefulness of freeze fracture for viewing the internal structure of periosteum was studied. The details of the method are listed in the gumany of methods section called "new methods."

One way to study the cell population in a tissue is to use a high yield tissue dissociation technique and barvest:the isolated cells. The cell suspension may be studied by a variety of techniques. In this instance the cells were studied by light microscopy as well as SEM. The method of isolating cells from periosteum in described in the sumary of methods section called cell isolation procedure.

As a result of our previous studies which are summarized in the last two paragraphs of the introduction section, three distinct types of fibers were described. One type, the largest, contain thinner fibrils in parallel array . Because the thin fibrils exhibit a lengthwise structural periodicity, the fibers are tentatively referred to as "collagenous fibers". In order to obtain an independent and second line of evidence that the fibrils contain collagen, periosteum specimens were treated with collagenase, an enzyme which hydrolyzes collagen. The reasoning being that if the collagenase were shown to disrupt the fibers, this would be independent evidence that the fibers do contain collagen. The method of enzymatic characterization of the fibers is described in the section called chemical characterization of fibers by eazyme treatment.

\section*{2. Sumary of Mathode}

In ordar to achieve the stated objective, standard scanning electron microcopical procedures ( 4,8 ) have been alightly modified to suit the periontam. The saquarce of stepp in annany are the followings i) obtaining the specimen. 2) prevervation of mative state by fisation. 3) dehyiration. 4) preparation for SPM. 5) obmervations and producing a perananent record.

Obthining the specipen: The rate were sacrificed and the famurs were dissected out and weahed in buffered saline. The Rherus mankey periontea were obtained by bicpey. They were not weahed before fixation and unforturately were contaninated by adheing red blood cells.
pixation: The speciments were fixed in 24 giutaraldehyie in pH 7.3, 0.2 M phosphate from 3 to 24 hours.

Dehydration: A graded saries of ethyl alcohol was ued in the dehydration, 35\%, 704, 95\% and 2004.

Preparation for spy; Normally after the dehydration, specimens are transferred to iso-anryl acatate in preparation for the eritical point drying procedure. Carton dicocide was used for the critical point drying. Next the specimans were attached to the stube with a conductive coment and covered with a gold coat estimated to be 20 mm thick. The observations were made an an EIEC Autoscan Scenning Electron Microscope. Unifomily, the accelerating voltage was 20 Kv . A penmanent record was obtained upon Polaroid \(55 \mathrm{p} / \mathrm{N}\) film. The negativee were used to make the printe exhibited in this report. The printing process reaulted in an additional enlargement of 2.21X. This factor should be used in estimating the total magnification in the prints. This proccdure wes modified silghtiy for met specimens.

Modified proceduse for rat femur: This procedure wat developed for the rat femr, but it probably should be used unifonmly since it eliminatea certain artifacts, e.9. diseoction infury and ahrinkage artifacts due to fixation and dehydration. The sequance is an follow: 1) the whoie fecme in fixed. 2) the danydration was the same as above, but a subroutine to eeparate the paricstem from the matrix was inserted befoce the critical point drying procedure. 3) ieolation of the perionteum by embedding it in a collodian menbrane. The details of thil procedure are listed below. 4) critical point drying and contiruation with the standand say procedure.

The details of the procedure for isolation of the periosteum are the following:
1. The banes ware placed in a \(1: 1\) mixture of absolute ethonol and anyl-acetate, two changes, 15 min each.
2. Next, the bones were placed in 1.54 collodion (dissolved in the ethanol / amyl acetate solvent) for 15 min.
3. They were next transferred to a small container of 54 collodion for 5 minutes.
4. The top of the containers were then removed as the solvent eveporated for 5 min.
5. The bones were removed and held in the air for a minute or more until a definite solid film could be seen, and the suell of solvent had decreased. Caution: do not allow it to dry completely, rotate to insure a unigonm film.
6. Tte semi-dry saruple wes placed in a container of distilled water for 5 min.
7. A circular cut (through the film down to the matrix) was made at each end. One longitudinal out extending between the two circular cuts was made.
8. The bane was split along the langitudinal inne.
9. The membrane was peeled off the split bone, either as are or two pieces.

Cannentas The methods deacribed above were developed during the tarna of the 1983 sFPp. Tre following section consiat of additional modifications and new methoda.

Modifications: In order to detecmine if the use of diethyle ther as a collodion solvent produces arriace artifacts in cells and fibers, the procecture for rat fenur will be modified in only ore aspect. The collodion will be dissolved in amyl acotate rather than ethmol and diethylethar.

New Mathode: The freeze fracture procedure (18)
1. The tissue is fixed an unal.
2. Processed through ethyl alcohols
3. After the final 1008 ethyl alcohol treatuent insert specimens into small Cylinder of parafilm contains 100* Ethyl Alcohol.
4. Crimp shut both ende of the cyilnder.
5. Hold cylindar under liquid nitrogen until frozen.
6. Placa the frozen cylinder containg the frozen tissue on a metal block precooled in liquid nitrogen.
7. Fracture the cylinder with a precooled razor blade.
8. Thaw the specimen in fresh aboolute ethinol, and renove from the parafilm cylinder.
9. Dry sample by critical point procedure using 2004 ethunol, father than anyl acatate.
10. The dried tismue Eragments are glued cnto specimen stube with silvar conductive camert. The fractured surfaces (which are distinctly emoothe and shinier when viewed under a dissecting microscopm are oriented upward.
11. Coat specimen on a zotating atage by vaporizing gold to deposit a layer ca. 20 nim thick.

The following two methods employ the enzyme collagenase, in one instance to release cells, in the second case to detect the chemical presence of collagen in fibers.

New Methods: The cell isolation procedure ( 19,20 )
1. Remove femurs as usual.
2. Use the diaphysis,discard the epiphyses.
3. Cut the femur lengthwise and wash the halves with 0.001 M NaEDTA at pH 7.4 to remove blood and martom cells from the medullary cavity.
4. Place the washed diaphysis in six ml. or legs of dissociation fluid (2.5mg/ml. collagenase). **
5. Incubate at 37 degrees \(C\) for 30 min .
6. Vortex at intervals and leave in the dissociation fluid for a total of two hours.
7. Collect the cells on millipore filters.
8. Fix the cells attached to the filters.
9. Dehydrate the cells.
10.process for SEM
** When Rhesus biopsy specimens are used begin at this step, cut the specimen into several pieces.

\section*{New Methods: Chemical characterization of fibers by eazyme treatment}
1. To six ml. of enzye solution ( \(2.5 \mathrm{mg} / \mathrm{ml}\) enzyme), add small pieces of fresh moakey periosteum or fragments of fresh femur.
2. Incubate at 37 degrees \(C\).
3. Fix samples at intervals of two min., four min., 8 min., 16 min., and 32 min.
4. Dehydrate specimens.
5. Process for SEM.
1. Modification of the stripping procedure

Substitution of iso-amyl-acetate as solvent for the COLIODION, did, as expected, make it easier to detect the banding pattern in the putative collagenous fibrils of rat periosteum.
2. Freeze Fracture

Ideally, freeze fracture seems the best device for opening up the interior of the periosteal mass without at the same time imposing artifacts. The two outer surfaces are very easy to study. In the past when we attempted to study the interior regions, there was a real problem of how reliable the the observations were.. As of this writing, the freeze fracture process has not been successfully used. The problem is technical, in that the fractured material was lost during the critical point drying step. It is expected that working with the larger Rhesus samples and some minor changes will overcome these problems.
3. Enzymic treatments

The enzyme collagenase degrades native helical collagen fibrils. Comercially available collagenase exists in several grades. For tissue dissociation, mostresearchers employ either crude collagenase or chromatographically purified collagenase. Both of these forms contain non-specific proteolytic activity. The highly purified types are very specific for collagen, containing zero to minimal amounts of non-specific proteolytic activity.

In these experiments, crude collagenase was used in the cell isolation experiments, Sigma type VII, substantially free of non-specific protease, clostripan and tryptic activities, was used in the fiber digestion experiments. Cell isolation

The cell yield was actually quite good and a variety of types were visible by light microscopy. During the processing for SEM most of the cells were lost from the filters. The cell loss occurred during the critical point drying step. Figure 1 shows examples of the types of cells which remained on the filters after the critical point drying step. It is clear that a way must be found to retain a more representative sample of the cell types indigenous to periosteum.

\section*{Fiber digestion}

Figure 2 shows two of the three types of fibers which have been detected in periosteum. The small arrow indicates a portion of the \(u\) biquitous meshwork of fibrils which cover and enclose the periosteal components. An example of the putative collagenous fibers is also seen in figure 2, it occupies most of the field, and is indicated by the large arrowhead. The putative collagenous fiber seen in this field is actually composed of bundles of fibrils which are in parallel array. Notice that the fiber is covered by the meshwork. The highly specific collagenase attacks both the meshwork and and the putative collagenous fibers. Presumably, both types are composed of collagen.
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ABSTRACT

\begin{abstract}
A mathematical model of a cycloconverter was developed. The model was developed for the 36-SCR converter as well as the 18-SCR converter. The output frequency can be changed and the SCR's conduction angle can be controlled between \(0-120^{\circ}\). A three phase static load ande of resistance in series with an inductance was used for testing the model and the results of simulation were given. A model of the brushless dc motor was suggested for dynamic loading of the cycloconverter. Suggestions for further research in this area, are offered.
\end{abstract}
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\section*{I. INTRCDUCTION}

The constant speed drive represents the lowest installed cost. but may not provide the flexibility or operating efficiency which can be attafned from an adjustable speed drive. Adjustable speed drives are needed in afrcraft systems as well as countless industrial applications. \({ }^{1-6}\) An adjustable speed drive can be accomplished by prime movers such as: 1) gas turbine, 2) constant speed electric drive with slip coupling, 3) dc motor with adjustable voltage or adjustable fieid control, 4) ac motor with adjustable voltage or adjustable frequency control. The de commutator machine is suitable for variable speed and variable torque operation; but due to the brush meintenance and other problems, the machine is not suitable for alrcraft application. Fortunately, the brushless dc motor offers the same desirable speedtorque characteristics as the dc commutator machine without the disadvantages. The most common configuration of brushless de motors is the polyphase permanent magnet synchronous motor with power supply condttioning zircuit which is capable of bidirectional power flow. This circuit is a static frequency changer which converts a source frequency to another frequency corresponding to the motor rotation and is called cycloconverter. 3-7 Through the use of the cycloconverter the speed of the motor can be changed by the triggering frequency of the SCR set, and the motor torque is controlled by controlling the length of on-time of the SCRs. The use of cycloconverter as the power conditioning circuit is preferred compared to the use of a de link. \({ }^{5}\) From the above it is obvious that a good model for the cycloconverter is needed for the simulation of, steady state as well as transient behavior, a generator-motor set coupled through a cycloconverter circuit.

\section*{II. OBJECTIVES}

The main objective of this project was to develop a model for representing the cycloconverter circuit which is linking a variable frequency variable voltage supply to a passive load made of a resistance
and inductance elements or a permanent magnet brushless dc motor. Due to the research period frame, the loading with brushless de motor, was left for further studies in the future. In this study the 18-SCRs model as well as the 36 -SCRs model were considered and the conduction angle was extended to cover from 0-120 degrees.

The specific objectives that were pursued are given:
1. To choose a mathematical model to represent the cycloconverter.
2. To write a computer program to represent the mathematical model.
3. To load the cycloconverter by a passive load.
4. To suggest further studies to be conducted.
III. MATHEMATICAL MODEL USED FOR THE SIMULATION OF THE CYCLOCONEERTER

The cycloconverter is a nonlinear device made of switches. SCRs or transistors, which are either closed or open according to prescribed function to shape the output wave from the input wave. If the SCRs are triggered and have forward bias, it conducts and continues to conduct after the trigger signal is removed until commutated. With this in mind, the cycloconverter works like a conditioning function which transforms the supply wave into a desired output; or in mathematical terms
\[
\begin{equation*}
v_{m}=F\left(v_{s}, i_{-m}\right) \tag{1}
\end{equation*}
\]


Because the large number of SCRs used in the cycloconverter, 36-SCRs as in Figure 1 or 18-SCRs as in Figure 2 for the three-phase input three-phase output case, the use of matrices in the formulations is very useful. For the case of the 36-SCRs shown in figure 1 , and the 18-SCRs shown in figure 2, transformation function \(F\) given in equation 1 can be represented by the mtrix 0 given in equation 2 for the 36-SCRs, while in the 18 -SCRs case the upper right \(3 \times 3\) submitix and the lower left \(3 \times 3\) submitrix elements are put to be zeros.
\[
D=\left[\begin{array}{lll:lll}
d_{11} & d_{12} & d_{13} & d_{14} & d_{15} & d_{16}  \tag{2}\\
d_{21} & d_{22} & d_{23} & d_{24} & d_{25} & d_{26} \\
d_{31} & d_{32} & d_{33} & d_{34} & d_{35} & d_{36} \\
\hdashline d_{41} & - & d_{42} & d_{43} & d_{44} & d_{45}
\end{array} \frac{d_{46}}{d^{2}} \begin{array}{llllll}
d_{51} & d_{52} & d_{53} & d_{54} & d_{55} & d_{56} \\
d_{61} & d_{62} & d_{63} & d_{64} & d_{65} & d_{66}
\end{array}\right]
\]

The elements of this matrix are related on a one to one basis with the SCRs in the circuit of figure 1 for the 36-SCRs, and figure 2 for the 18-SCRs case. Assuming that the SCRs are ideal switches, the elements of themerix \(d_{i j}\) are either set to " 1 " when conducting or " 0 " when not conducting or open.

The state of each element in this matrix depends on three factors which are:
1) that the trigger signal is on or off
2) that the bias on the SCR is positive or negative
3) the commutation state of the SCR after the trigger signal is removed.

Thus it follows that the matrix \(D\) can be written as a function of three matrices, \(D_{1}, D_{2}, D_{3}\), which are dependant on the three criteria listed above by the following equation:
\[
\begin{equation*}
D=D_{1} * D_{2}+D_{3} \tag{3}
\end{equation*}
\]


Figure 1-36 SCR CYCLOCONVERTER


Figure 2-18-SCR CYCLOCONVERTER

In equation 3 the (*) designates corresponding terms multiplications of the two matrices. The elements of these matrices are either " 0 " or "l" only and the values are set according to the following rules:

Matrix \(D_{1}\) : The elements of this matrix are set to " 1 " if the corresponding SCR in the cycloconverter is triggered, and " \(O\) " if there is no trigger signal applied.

Matrix \(\mathrm{O}_{2}\) : The elements of this matrix are set to be " 1 " if biased in the forward direction and to be " 0 " otherwise.

Matrix \(D_{3}\) : The e?ements of this matrix for which the corresponding SCRs are still conducting, after the trigger signal is removed, are set to " 1 ". These elements are then set to " 0 " following commutation.

The values of the elements of the matrix \(D\), at any given tire, are determined by the prearranged control signals to give a specific output voltage wave. From the matrix \(D\) and the knowledge of the circuit. a matrix C could be formed:
\[
\begin{equation*}
I_{s}=\underline{C} I_{m} \tag{4}
\end{equation*}
\]
where \(I_{s}\) : represents the input current to the cycloconverter represents the output current from the cycloconverter
C : the connection matrix which is constructed of the elements of the D matrix
From equation 4 and the power equation the output voltages
can be obtained:
\[
\begin{equation*}
\underline{v}_{m}=\underline{c}^{\top} \underline{v}_{s} \tag{5}
\end{equation*}
\]
where \(\quad V_{m}\) : the output voltages
\(V_{s}\) : the supply voltages
\(C^{\top}\) : the transpose of the matrix \(C\).

The matrix \(C\) formation will be demonstrated in the next section for a particular cycloconverter circuit.
IV. CYCLOCONVERTER LOADING AND SIMULATION
A. System Description- A 36-SCRs cycloconverter shown in figure 1 , and 18-SCRs shown in figure 2, were simulated by means of a fortran program. In this simulation the SCRs in one group are simultaneously triggered for a certain portion of the wave. By this method a three-phase output voltage waves, which are 120 electrical degrees apart, were produced. The output voltage frequency and magnitude are determined by the control signal and the input voltage.
B. Cycloconverter - For the circuit shown in figure 1 the matrix \(C\) could be written as in equation 6, and for the circuit shown in figure 2 , the absent elements are always put to be zeros in 6 .
\[
\underline{c}=\left[\begin{array}{cc|cc|cc}
d_{11} & -d_{14} & d_{21} & -d_{24} & d_{31} & -d_{34}  \tag{6}\\
-d_{41} & d_{44} & -d_{51} & d_{54} & -d_{61} & d_{64} \\
\hdashline- & - & \frac{d_{12}}{} & -d_{15} & d_{22} & -d_{25} \\
d_{32} & -d_{35} \\
-d_{42} & d_{45} & d_{52} & d_{55} & -d_{62} & d_{65} \\
d_{13} & -d_{16} & d_{23} & -d_{26} & d_{33} & -d_{36} \\
-d_{43} & d_{46} & -d_{53} & d_{56} & -d_{63} & d_{66}
\end{array}\right]
\]

To demonstrate the choice of values for the \(d_{i j}\) of the matrix \(C\) for the 36 -SCRs case : for motor angle \(0 \leq \theta_{\alpha}<\alpha\) (conduction angle) the elements \(d_{1 j}=1\) for \(j=1-6\),in the matrix \(D_{1}\) and all the other elementsare zeros. Also for a generator or supply angle of \(120^{\circ} \leqslant g<180^{\circ}, v_{B}\) is the most postive and \(v_{C}\) is the most negative, \(d_{i 2}=1\) for \(i=1-6\), and \(d_{i 6}=1\) for \(i=1-6\) in the matrix \(D_{2}\). From this information the matrix 0 can be obtaimed which indicates that \(d_{12}=d_{16}=1\) or \(I_{B}=I_{b}, I_{C}=-I_{b}\) and \(v_{a}=v_{B}-v_{C}\).
C. Static load - The load in this case was made of simple resistance and inductance in series connected to three phase output as shown in figure 1 for the 36-SCRs and as in figure 2 for the 18-SCRs, where the land is wye connected with grounded neutral. This system is a nonlinear system because of the switching operation by the cycloconverters SCRs. The load could be represented by three first order differential equations which are written in the vector form :
\[
\begin{equation*}
\frac{d i}{d t}=-(R \underline{i}-\underline{v}) / L \tag{7}
\end{equation*}
\]
where \(i\) : the current in the load
\(R\) : the resistance in ohms
\(L\) : the inductance in heneries
\(v\) : the voltage applied to the load in volts

In figure 3, the flow of and the direction of the current in the different lines will depend on the cycloconverter's SCRs connecting the source to the motor lines at a particular time. For this reason the motor angle between 0 - 360 electrical degrees should be divided in six or more segments, depending on the conduction angle, for the purpose of the simulation.

\section*{E. Simulation Results}

Due to the time frame and the appropriated funds for this work, only the static load simulation case was performed. The brushless dc motor case is left for future study. The resistance in the load was taken to be 2.6 ohms and the inductance to be 0.175 mH . The ratio of input to output frequencies was varied and also different values of conduction angles were considered. The program was extended to include the 18 -SCRs as well as 36 -SCRs models and the angle was extended to include angles above 60 degrees up to 120 degrees. The program was tested for several cases, some of which is included in this report. Two cases were chosen for the frequency ratio of 2:1 which are:

> Case 1: 36 -SCRs, conduction angle \(=100\) degrees
> Case 2: 18 -SCRs, conduction angle \(=30\) degrees

Two other cases for the frequency ratio of \(4: 1\) were chosen, which are:
Case 3: 36 -SCRs, conduction angle \(=59\) degrees
Case 4: 18 -SCRs, conduction angle \(=75\) degrees

The output of these cases are shown in Appendix \(D\). An introduction to the simulation program, flow chart, and Fortran source progran are given in Appendices A, B and C.

\section*{v. RECOMMENDATIONS}

The program was extended to include the 36-SCRs as well as 18-SCRs and the conduction angle was extended to be from \(0-120\) degrees. The extension of the program to dynamic loading by a brushless oc motor was left for further studies.

Also additional research is recommended regarding the following topics:
A. To study the effect of parameter variation on the steady-state as well as the transient behavior in case of the brushless dc motor loading.
B. To fabricate a model and verify the test results against the computer simulation.
C. To study in detail the control circuits needed for the cycloconverter, including the microprocessor selection or design to best suit the purpose.
D. To investigate the conditions which might create a discontinuity in the output current of the cycloconverter feeding the dc brushless motor.
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\section*{EENEFAL DESCRIFTION}
＂CYCLO＂ 15 a FORTFAN language program．It calculates output currents and voltages for a frequency changing sCf circuit．The prograin 15 designed for use with elther an la SCR Eircuit feeding a wite＝onnected load with a grounded eenter tap．or a Jo SCF： circuit feeding a j phase luad．The progran charts the conducting conditions of the SCR＂e in a series of \(t x 6\) matrices．The program uses positive logic． 1 e．，a＇ \(\mathrm{I}^{\prime}\) andicates＇on＂anc a＂o＇indicates ＂off＂．

E：iecut：or：of th：e program can be under four seperate sets of concitions．The progran 15 divided by the eireult type， 18 SCR or Ze SCF，and sua＝rding tu the or angle．The cases area
 4）To SCFis bü jegrees ：conduction arigle ： 120 degrees
The DI matri．．determines which SCF＇s are triggered．It does so by determininc the phase angle of the motor，then assigning＂\({ }^{\prime}\)＇s
 triggered SCF＇

The II matr：．．Jetermines which SCF：s are forward biased．It does so by 흐termiring the phase angle of the generator，then assigning ＇\(^{\prime}\) to the affropriate positions in the DI matri：indicating the forward biased SCF＇ 5.

The DII matrii． \(1 \equiv\) a zumbination of the DI and D2 matrices indicating which SCF：E are triggered and forward biased．It does so by multiflying trie Element of 51 by DI on a one to one basls．Only



Corsijeratian must now be made for the SCF＇s ability to remain＇on＇ once \(t^{\prime} \equiv\) trijger has Eeen removed．as long as the current did not so to＝ero．freretore，each element of the DJ matri： 15 turned on．
 are then turnei \(5 t f\) on：： 14 the trigger \(1 \times 0\) ff and the SCR 25
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```

SCR' FIFING ANGLE?
Fesfend with the firing angle of the SCR's, in degrees.
NUMEER OF SCFS (19 OF S6)?
fespond with i8 or こ.G. depending on which circuit you desire.
TIME EETWEEN OLTFUT LINES (IN MICFOSECONDS)?
FiEspond with the time interval, in microseconds, that you
tesire between each output line. This is an integer number
and is simfly used as a counter in the program.
FF:ECUENCY OF GENEF:ATOF:?
Fiespond with IEsire generator frequency.
FREQUENCY OF MOTOF:?
Fespond with desired noter frequency.
ENTEF 1 IF YOU DESIFE MATFIX OUTFUTS
ENTEF O IF YOU DO NOT.
Fespond with a 1 or a O, depending on if you wish to
utilize the mimtri% output optiori.
!The next trifee questions are asked only if you nave
undicated a deslre for matri:: outputs.)
TIME EETWEEN MATFIIX QUTFUTSM
Fespond, as ab=ve, with an integer mumber. Again, this
is used as a Eounter.
STAFTING TIME CF MATRIEES {IN MILLISECONDS)?
Fiespond witr a real numter, the time of the first matris
output.
STOFFIHG TIME OF MATF:ICES {IN MILGISECORDSIT
EEEfOnd with a real number.
STAFTI:IG TIME (IN MILLISECONDS)?
Fespord witf the time you wist the voltages and currents
to te :-Juted to thier respective output files.
STIFF:NG TIME \because: MILLISECONLS:
FEEFEnd wItr E -Eal number, the time y=u wigh the program
ここ ミさこご

```

```

tre -:\#er to EhEct fhe a\&たa betorき =-ie program eody runs. The
\#゙コこ!\#m ther =末is:
IF THIS IE EVREEG?, TYFE 1
IF NOT, T:-E

```

```

al:Jw:ng the w:Et := cMarge the data, otherwise the program

```


\section*{QUTFUT DESCFIFTION}
```

    FILE :OLTS:
    TH:5 flle lısts:
    TIME,MOTOF: MNGLE.VA.V'G,VC, Ux,\varthetaY.VZ
    *-ere '合, '\ddotsB, and vc are mutgr phase voltages,
        and ux, UY, and \ddotsZ are generator phase voltages
    FILE こLF:ENT:
    Tr.as file lists:
    T:ME,MOTQF ANGLE,X(1),X(2), x(ご),XS(1),XS(Z),XS(3)
    ```

```

        arid xS:1:.xS:Z: and xS(こ) are generator finase =urrents.
    FILE MATRIX:
    This f:le gives the matrices:
    Di, Dこ, Diミ, Dこ, D
    1n fach =aEe preceeded by the time and motor angle.
    ```
                    LEST gF vafiatles
    FFM = SFEEE LF MOTOF: IN FFM
FFMG = SFEED DF THE GENERATOF: IN F:FM
    WM = ANGULAF: UELOCITY OF MOTOF IN RADiS
        \(F=\) NUMEEF: OF FOLES OF MOTOF:
        \(w=\) ELECTF:ICAL ANGULAF vEL. OF MOTOF IN RAD/S
    WE = ANGULAF: UEL. DF GENEF:ATOF: DFIVE IN F:AD/S
    WS = ELECTFIICAL ANGULAF UEL. DF GENEFAATOR IN RAD/S
THETA = ETAFT OF CONDUDTION ANELE IN F:AD
THETM = MOTOF ELECT. ANGGLAR DISFLACEMENT IN RAD
THETMD = THETM IN DEGFEEES
THETE = SEREFATOF ELECT. ANGULAF: EISFLACEMENT IN RAD
    \(\because=\) EUFIES:T IN THE DIFFERENT MOTIJ: FHASES IN AMFS
    \(\therefore S=\) EUPEENr IN THE DIFFEFENT GENEFATOF FHASES IN AMFS
    \(F=\) EEF: \(H: \because E\) OF THE CLIFEENT
    \(F:=\) FHASE FEETETGF IN OHMS
    \(\therefore L=\) FHASE INDUCTANCE IN \(H\).
    \(\because M=\) MCTOF \(\because\) OTAGE EATING
\(\therefore . \because \because=\) = EE:OSATDF FHASE VOLTGEE
\(\because \because \because=\) MGTOE HHSE UOLTAGES




TETCT = E:TE GUFUT IGFILE
rT! TE = T OHE EEVWEET OU!FLT L:MES
TOUN = CEUTEO FOR DUTFUT TO FIMES

    \(=\) OF \(=\) OHEC GSFOL U MATFIX ILES










\section*{}
```

co01C
00026C
Ju030C
4004C6
00050C
00046C
00070C
v0080C
000906
00130C
00110C
00220C
00130E
j0140c
00150C
00160C
00170C
05180C
001906
002005
00220C
00220C
002306
0024c5
0025cc
00260C
0027CC
002805
602906
003006
0031cc
003206
00330C
00340C
00350C
003536
003S4C
003536
0.354C
00360C
00370C
003006
60390C
00400C
C04165
004260
0.3430C
00440C
00450c
00460
00470
00480
C0490
00500
00510
00520
00530
00540
00530
00560
00565
00570C
00580C
.0590C

```
```

    paOGRAM CYCLOS
    ```
    paOGRAM CYCLOS
C PQOGRAM FOR LOADING THE CYELOCONVERTER
C PQOGRAM FOR LOADING THE CYELOCONVERTER
C PPH = SPEED OF MOTOR IN RPN
C PPH = SPEED OF MOTOR IN RPN
    BPMG - SPEEO TF THE GENERATOR IN RPM
    BPMG - SPEEO TF THE GENERATOR IN RPM
        WM - ANGLLAR VELOCITY OF MOTOR IM NAD/S
        WM - ANGLLAR VELOCITY OF MOTOR IM NAD/S
        P = NUMPER OF POLES OF MOTOR
        P = NUMPER OF POLES OF MOTOR
        - ELECTYICAL ANEULAR VEL. OF MOTOR IM IADOS
        - ELECTYICAL ANEULAR VEL. OF MOTOR IM IADOS
        UG - ANGLLAR VEL. OF GENERATOE DRIVE IN RADS/S
        UG - ANGLLAR VEL. OF GENERATOE DRIVE IN RADS/S
        US - ELECTAICAL ANGULAR VEL. OF GENERATOR IM MADIS
        US - ELECTAICAL ANGULAR VEL. OF GENERATOR IM MADIS
        THETA - START OF CONOUCTION GNGLE IM RAD
        THETA - START OF CONOUCTION GNGLE IM RAD
        THETM - HCTOR ELECT. ANGULAR OISPLACEMENT IM IAD
        THETM - HCTOR ELECT. ANGULAR OISPLACEMENT IM IAD
        THETMO - THETMIN DEGEEES
        THETMO - THETMIN DEGEEES
    THETG - GENERATOR ELECT. ANGULAR DISPLAGENENT IN FAD
    THETG - GENERATOR ELECT. ANGULAR DISPLAGENENT IN FAD
        X - CURPENT IN THE DIFFERENT MOTOR PHASES IM AMFS
        X - CURPENT IN THE DIFFERENT MOTOR PHASES IM AMFS
        XS - CUQPENT IN THE DIFFERENT GEMERATON PMASES IM AMPS
        XS - CUQPENT IN THE DIFFERENT GEMERATON PMASES IM AMPS
            f - derivative dF ThE CuRRENT
            f - derivative dF ThE CuRRENT
        & - PHASE RESISTOR IN OHMS
        & - PHASE RESISTOR IN OHMS
        XL - PHASE INCUETANEE IN H
        XL - PHASE INCUETANEE IN H
        VH - MOTCR VOLTAGE RATING
        VH - MOTCR VOLTAGE RATING
    VX,VY,VZ - GENERATOR PNASE VOLTAEES
    VX,VY,VZ - GENERATOR PNASE VOLTAEES
    VA,VB,VC - MOTOR PHASE VOLTAGES
    VA,VB,VC - MOTOR PHASE VOLTAGES
    VN - MODE VOLTAGE IY INOUCTOR NETUORK, dE SCE CIBCUITI
    VN - MODE VOLTAGE IY INOUCTOR NETUORK, dE SCE CIBCUITI
ALPH,ALPHA - TRIGGER ANGLE (DEGREES,RAOIANS)
ALPH,ALPHA - TRIGGER ANGLE (DEGREES,RAOIANS)
            AETA - LLPHA - I/3 (FOR ALPH > 60 DEGREES:
            AETA - LLPHA - I/3 (FOR ALPH > 60 DEGREES:
    TSTART E STARTS OUTPUT TO FILE
    TSTART E STARTS OUTPUT TO FILE
    TSTOP - STCPS OUTPUT TO FILES AND STOPS PROCRAM
    TSTOP - STCPS OUTPUT TO FILES AND STOPS PROCRAM
    TTIME - TIME BETMEEN OUTPUT LINES
    TTIME - TIME BETMEEN OUTPUT LINES
    TCOUNT - COUNTER FOR QUTPUT TO FILES
    TCOUNT - COUNTER FOR QUTPUT TO FILES
    MSTART - STARTS OUTPUT TD MATRIX FILES
    MSTART - STARTS OUTPUT TD MATRIX FILES
    MSTOP - STOPS OUTPUT TO HATRIX FILES
    MSTOP - STOPS OUTPUT TO HATRIX FILES
        mTIME - TIME IETUEEN MATRIX OUTPUTS
        mTIME - TIME IETUEEN MATRIX OUTPUTS
        MCOUNT - COUNTER FJR mATRIX OUTPUTS
        MCOUNT - COUNTER FJR mATRIX OUTPUTS
            FL : FLAG FOR THE INSTAMT THE TRIGGER GOES AVAY.
            FL : FLAG FOR THE INSTAMT THE TRIGGER GOES AVAY.
            F3 -
            F3 -
    PROGMAR DEVELOPED EY: mEOHAT A. H. IERAMIM
    PROGMAR DEVELOPED EY: mEOHAT A. H. IERAMIM
    OLTE : NOVEMBER 1 0 0 4
```

    OLTE : NOVEMBER 1 0 0 4
    ```


```

    OIMENSION C1(6,6),02(6,0),0(6,6),C(3,3),CT(3,3)
    ```
    OIMENSION C1(6,6),02(6,0),0(6,6),C(3,3),CT(3,3)
    DIMENSION )(6),XX(6),03(6,6),012(6,6),F(3),XS(3)
    DIMENSION )(6),XX(6),03(6,6),012(6,6),F(3),XS(3)
    REAL VM, VA, VA, VE, VX, VY, VZ, THETA, THÉTH& TUETG
    REAL VM, VA, VA, VE, VX, VY, VZ, THETA, THÉTH& TUETG
    REAL MSTART,MSTOP
    REAL MSTART,MSTOP
    INTEGER SCR,F1,FZ,C3
    INTEGER SCR,F1,FZ,C3
    OATA VM/1SC.O/,THEA/30.0/,TCOUNT/1/
    OATA VM/1SC.O/,THEA/30.0/,TCOUNT/1/
    OATA PI/3.1415426536/,CONT/C.0/.T/0.0/,N/O/,MM/0/, +/1.0E-06/
    OATA PI/3.1415426536/,CONT/C.0/.T/0.0/,N/O/,MM/0/, +/1.0E-06/
    0ATA X(1)/C.0/,X(2)/0.0/,X(3)/0.0/,XX(1)/0.0/, IX(2)/C.0/0XX(3)/0.01
    0ATA X(1)/C.0/,X(2)/0.0/,X(3)/0.0/,XX(1)/0.0/, IX(2)/C.0/0XX(3)/0.01
    OPENIUNITO O, FILE-'CURENT', STATUSEONEW!!
    OPENIUNITO O, FILE-'CURENT', STATUSEONEW!!
    GPENIUNIT=\O, FILE='VOLTS', STATUS='NEW'I
    GPENIUNIT=\O, FILE='VOLTS', STATUS='NEW'I
    GPEN(UNIT-12, FILE=OMATRIXI, STATUS=INEUC)
    GPEN(UNIT-12, FILE=OMATRIXI, STATUS=INEUC)
    OPEN(UNIT=12, FILE=CORGRNT', STATUS=ONEW*)
```

    OPEN(UNIT=12, FILE=CORGRNT', STATUS=ONEW*)
    ```


```

C THIS SECTION EEADS IMPUT VALUES FROM THE SCOEEN

```
```

C THIS SECTION EEADS IMPUT VALUES FROM THE SCOEEN

```




```

4289C
01890
01990
01910
01920C
01930
01940
01950
32900
01970
0198UC
01990
C2000
02010
0 2 0 2 0
02030
c2040C
02050
02060
c2070
02080
02090
02100C
02110
02120
02130
02140
0 2 1 5 0
021606
0 2 1 7 0
02180
C2190
C2200
0 2 2 1 0
02220C
02230C
02240C
322505
022006
02270C
0 2 2 8 0
02290
U2300
02310
02320
C2330
02340
U2350
22360
02370
C2384
02390
024006
024105
024165
02420C
O24304
c2440C
c2450C
u2400E
02470C
02480C
324906
0250c6
4251C6

```
```

    OU 242 J03.6
    ```
    OU 242 J03.6
    02(1,J) 1.0
    02(1,J) 1.0
242 EONTINUE
242 EONTINUE
    60TO 70
    60TO 70
250 F2 - 1
250 F2 - 1
    00 232 J=1,0
    00 232 J=1,0
    01(6,J)=1.0
    01(6,J)=1.0
252 CONTINUE
252 CONTINUE
    6070 }7
    6070 }7
260 F2-1
260 F2-1
    00 262 J=2,6
    00 262 J=2,6
    OI(2,J)=\00
    OI(2,J)=\00
262 CONTINUE
262 CONTINUE
    60T0 70
    60T0 70
270 F2 : 1
270 F2 : 1
    00 272 J. 2.6
    00 272 J. 2.6
    01(4,J) - 2.0
    01(4,J) - 2.0
272 CONTINUE
272 CONTINUE
    60TO 70
    60TO 70
280F2-1
280F2-1
    00 282 J=2.0
    00 282 J=2.0
    Ol(3,J)=2.0
    Ol(3,J)=2.0
282 CONTINUE
282 CONTINUE
    GOTO 70
    GOTO 70
29CF2-1
29CF2-1
    OO 292 1=1,0
    OO 292 1=1,0
    01(5,N) = 1.0
    01(5,N) = 1.0
292 CONTINUE
292 CONTINUE
    60TO }7
```

    60TO }7
    ```


```

C THIS GREATES THE DS MATRIX THE INSTANT

```
C THIS GREATES THE DS MATRIX THE INSTANT
C THE TRIGGER GOES AYAY, THEN CLEARS
C THE TRIGGER GOES AYAY, THEN CLEARS
C THE DI MATRIX.
```

C THE DI MATRIX.

```


```

293 IF(F2.EO.1) THEN

```
293 IF(F2.EO.1) THEN
            00 2¢7 I-1,6
            00 2¢7 I-1,6
            00 297 J=3.6
            00 297 J=3.6
            03(I,d) - O(I.d)
            03(I,d) - O(I.d)
297 COMTINUE
297 COMTINUE
            F2-0
            F2-0
    ENDIF
    ENDIF
    00 256 1-1.0
    00 256 1-1.0
    co 296 J=1.6
    co 296 J=1.6
    01(1,d)=0.0
    01(1,d)=0.0
    29t CONTINUE
    29t CONTINUE
        g070 70
```

        g070 70
    ```


```

    C CONSTRUCTION OF THE OI MATRIX FOR ALPHA 6D-120 DEGREES
    ```
    C CONSTRUCTION OF THE OI MATRIX FOR ALPHA 6D-120 DEGREES
        C CONSTRUCTION OFGTE IG SCRIS IN THE CIRCUET
        C CONSTRUCTION OFGTE IG SCRIS IN THE CIRCUET
        the varIABLE THETM IS OIVIDED INTO O PORTIOMS
        the varIABLE THETM IS OIVIDED INTO O PORTIOMS
        BASED GA MULTIPLES OF PI/3.0
        BASED GA MULTIPLES OF PI/3.0
        THESE ADE THEN SPLIT GY ADOING IN THE VALUE BETA.
        THESE ADE THEN SPLIT GY ADOING IN THE VALUE BETA.
            (UAERE BETA ALPHA - PI , 3.0)
            (UAERE BETA ALPHA - PI , 3.0)
        LESS THAN BETA: INSURE TVO LINES IN DZ TURNED ON
```

        LESS THAN BETA: INSURE TVO LINES IN DZ TURNED ON
    ```

\begin{tabular}{|c|c|c|c|}
\hline 03160 & & \multicolumn{2}{|l|}{02(5, 1) - 2.0} \\
\hline -3176 & 342 & continue & \\
\hline j3180 & & \multicolumn{2}{|l|}{60t 70} \\
\hline \multicolumn{4}{|l|}{c31906} \\
\hline 03200 & 350 & 00352 J=1,6 & \\
\hline 03210 & & \multicolumn{2}{|l|}{01(6)d - 1.0} \\
\hline C3220 & & \multicolumn{2}{|l|}{clilej) - 1.0} \\
\hline 43230 & 332 & continue & \\
\hline 03240 & & \multicolumn{2}{|l|}{607070} \\
\hline \multicolumn{4}{|l|}{032506} \\
\hline 03260 & 36C & \multicolumn{2}{|l|}{ca \(362 \mathrm{~J}=1.6\)} \\
\hline 03270 & & \multicolumn{2}{|l|}{D1(2.1) \(=1.0\)} \\
\hline 03230 & & \multicolumn{2}{|l|}{01(6).1) - 1.0} \\
\hline 03290 & 302 & continue & \\
\hline ¢3300 & & \multicolumn{2}{|l|}{6070 70} \\
\hline \multicolumn{4}{|l|}{033100} \\
\hline 03320 & 370 & \multicolumn{2}{|l|}{D0 372 J=i,6} \\
\hline 03330 & & \multicolumn{2}{|l|}{01(4, J) = 1.0} \\
\hline 03340 & & \multicolumn{2}{|l|}{O1(2,d) = 1.0} \\
\hline 03356 & 372 & CONTINUE & \\
\hline 03360 & & \multicolumn{2}{|l|}{GOTO 70} \\
\hline 033700 & & & \\
\hline 03300 & 380 & 00382 J 1.6 & \\
\hline 43390 & & \multicolumn{2}{|l|}{01(3.1) = 3.0} \\
\hline 03420 & & \multicolumn{2}{|l|}{01(4, J) - 1.0} \\
\hline 03410 & 352 & CONTINUE & \\
\hline 03420 & & \multicolumn{2}{|l|}{goto 70} \\
\hline 034365 & & & \\
\hline 03440 & 390 & \multicolumn{2}{|l|}{D0 \(392 \mathrm{~J}=1.6\)} \\
\hline 03450 & & \multicolumn{2}{|l|}{\(01(5,1)=1.0\)} \\
\hline 03460 & & \multicolumn{2}{|l|}{01(3.1) \(=1.0\)} \\
\hline 63474 & 392 & \multicolumn{2}{|l|}{continue} \\
\hline -3486 & & \multicolumn{2}{|l|}{607070} \\
\hline U3490¢ & & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{-*****************************}} \\
\hline 035006 & C*** & & \\
\hline 039106 & c & \multicolumn{2}{|l|}{SEE PRINT STATEMENT BELOY.} \\
\hline 035206 & \multicolumn{3}{|c|}{************体****************} \\
\hline \multicolumn{4}{|l|}{035300} \\
\hline 03540 & 600 & IFITHETM.LT.ALPHA) & 6070650 \\
\hline 03950 & & \multirow[t]{2}{*}{IF(THETA.LT.PI/3.0)
IF(THETM.LT.(PI/3.0+ALPHA))} & \\
\hline 03560 & & & 6070655 \\
\hline 03570 & & IF(THETM.LT.(PI/3.0+ALPMA) & 6070695 \\
\hline 03580 & & IE(THETK.LT.12.0*PI/3.0+ALPHA) \()\) & 6070660 \\
\hline 03590 & & IF(THETM.LT.PI) & 6070695 \\
\hline 03600 & & IF(THETM.LT.(PI*ALPHAD) & 6070670 \\
\hline 03620 & & IF(THETM.LT.4.0*PI/3.0) & 6070699 \\
\hline 63620 & & IF(THETM.LT.14.0*P1/3.0+ALPHA)) & 6070680 \\
\hline 03630 & & IFITHETM.LT. 5.0\#Pt/3.0) & 6070 695 \\
\hline 03640 & & IF(THETM.LT.15.0*P1/3.0+ALPHA) & G070 690 \\
\hline 03690 & & IFITHETM.LT.2.0*PI) & 6070695 \\
\hline 03660C & & & \\
\hline 03676 & \multirow[t]{3}{*}{69 C} & F2 - 2 & \\
\hline 03680 & & \(00652 \mathrm{~J}=1,3\) & \\
\hline 03690 & & 0113.1) \(=2.0\) & \\
\hline 03706 & \multirow[t]{2}{*}{632} & continue & \\
\hline 03710 & & GOTO 70 & \\
\hline 037206 & & & \\
\hline 03736 & \multirow[t]{3}{*}{639} & F2-1 & \\
\hline 03740 & & 00650 J.4.0 & \\
\hline 03750 & & 01(6,d) = 1.0 & \\
\hline 23760 & \multirow[t]{2}{*}{658} & \multirow[t]{2}{*}{continue
gota 70} & \\
\hline 03776 & & & \\
\hline 037806 & & & \\
\hline 03796 & 669 & F2 - 1 & \\
\hline
\end{tabular}




\begin{tabular}{|c|c|c|}
\hline \[
\begin{aligned}
& \text { Gusau } \\
& \text { Co3sc }
\end{aligned}
\] & &  \\
\hline 06370 & & \(00527 \mathrm{~J}=1.6\) \\
\hline 06380 & & D3(1, J) \(=0.0\) \\
\hline C0396 & 527 & CONTINUE \\
\hline 06400 & & ENDIF \\
\hline 04410 & & G0T0 250 \\
\hline 004206 & & \\
\hline 06436 & 330 & IF(X)(3).6T.0.0) THEN \\
\hline 06445 & & \(00531 \mathrm{~J}=1,6\) \\
\hline ce430 & & ©3( \(6, J)\) - 0.0 \\
\hline 06460 & & 00331 1-1.3 \\
\hline 06470 & & 0311.d) = 0.0 \\
\hline OS480 & 531 & CONTINUE \\
\hline 06490 & & ELSE \\
\hline 06500 & & 00532 [01,3 \\
\hline i6510 & & 00532 dml , \\
\hline 06520 & & D3(L.J) \(=0.0\) \\
\hline 06330 & 532 & CONTINUE \\
\hline 06540 & & ENOIF \\
\hline 06550 & & G0TO 150 \\
\hline 0estoc & & \\
\hline 06570 & 535 & IF(X(2).17.0.0) THEN \\
\hline cesse & & 00336 delob \\
\hline 06590 & & 03(2,d) - 0.6 \\
\hline 06600 & & DO \(3361=4,6\) \\
\hline 06610 & & 03(I.d) - 0.0 \\
\hline 06420 & 536 & CONTINUE \\
\hline 06630 & & ELSE \\
\hline 06640 & & 00337 144.6 \\
\hline 08650 & & \(00537 \mathrm{~J}=1.6\) \\
\hline 05660 & & \(03(1, J)=0.0\) \\
\hline 06676 & 337 & COnTINUE \\
\hline 06480 & & ENDIF \\
\hline 36690 & & S0TO 150 \\
\hline 067006 & & \\
\hline 06720 & 540 & IF(X(1).67.0.0) THEN \\
\hline 06720 & & C0 541 J=1,6 \\
\hline 06730 & & 03(4, J) \(=0.0\) \\
\hline 06740 & & 00342 1-1.3 \\
\hline 06750 & & c3(I.d) - 0.0 \\
\hline 06760 & 541 & COMTINUE \\
\hline 06770 & & ELSE \\
\hline c6788 & & 00542 101,3 \\
\hline 06790 & & 00542 del -6 \\
\hline 06800 & & 03(I.J) = 0.0 \\
\hline 36810 & 542 & CONTINUE \\
\hline 06820 & & ENOIF \\
\hline Cot30 & & G0TO 150 \\
\hline 08840C & & \\
\hline 06850 & 545 & IF(X(3).LT.0.0) THEN \\
\hline 06860 & & \(00546 \mathrm{~J}=1.6\) \\
\hline 06870 & & 03(3.1) - 0.0 \\
\hline 05880 & & Cu \(345 \mathrm{I}=4,6\) \\
\hline 06890 & & C3(1.d) - 0.0 \\
\hline L6900 & 346 & CONTINUE \\
\hline 06910 & & ELSE \\
\hline \(0 \cdot 920\) & & 00547 104, 6 \\
\hline 06930 & & \(00547 \mathrm{~J}=1,5\) \\
\hline 06940 & & 03(1.J) = 0.0 \\
\hline 0695 C & 547 & CONTINUE \\
\hline 06960 & & ENOIF \\
\hline 06976 & & 6070150 \\
\hline Os9806 & & \\
\hline
\end{tabular}



```

C49105
0892u6
089305
08940
08950
08960
09970
ce9f0
08990
09000t
090106
09020C
09030
09040
09054
09060
09670C
090.0C
099906
09100
0 9 1 1 0
09120
0913C
09140C C638 VN-VB-X(2) \&R-F(2)\&XL
09130C
09160C C639 VN-VA-X(1)*R-F(I)\#XL
09170C C 6070 643
09180C C641 VN=VC-X(3) \&R-F(3)=XL
09190 643 F(3)*(VG-X(3)*R)/XL

```

```

09210
0 9 2 2 0
09230
04240
c92506
092605
09270C
092806
092006
09300
0 9 3 1 0
09320
07330
093406
09350
0 9 3 6 0
+0370
09374
09375
C93806
C9390
09400C
094106
C9420C
09430C
09440C
09450C
09460
09470
C9480
09490
09500
09510

```


```

C F(I)=-(F(3)+F(2))
F(I)=(VA-X(1)\#G)/XL
F(g)=(VA-X (2)*K)/XL
F ( 2 ) = 0 . 0
F(3)=(VC-X(3)*R)/XL
6070 637
036 IF(X(1).LT 0.0.0) 60T0 643
x(1) - 0.0
C F(1)--RFX(1)
C F(1)=-R*X(I)
C F(2)=-(F(3)+F(I))
F(1)=0.0
F(2)=(VA-x(2)\&Q)/KL
F(2)=(VR-X(2)\&N)/XL
6070 637

```


```

C 36 SCR CIRCUITI FIRST DERIVATIVES OF CUNRENT.

```

```

630 F(I)=VA /XL - / / XL * X(1)
F(2)=V\& IXL=R ,XL*X(2)
F(3) - VC , XL - / XL X(3)
G0TO 637
C GOTO 643
F(2)=(VA-X(2)\&日)/XL
637 T1 F F 1COO.0
CALL DEAKIF, X, F, T, H% INOEXI
IF(INDEY.EO. 2) SOTO O2

```

```

C LOEIC FOR LECIOING UHEN TO WRITE
C TOEIC FORILECIOING UNENGTO
C TO VOLTAGE OUTPUT FILE.
IFITZ.LT.TSTART) GOTO 195
IF(TCOLNT.EQ.TTIME) GOTO 193
IF(TCOUNT.EO.TTINE) COTO 17S
TCOYNT - TCOUNT + 1
6070 195
193 THETMD=(2BC.S THETM) 'PI
WRITE(IO,ISO) TI, THETAD, VA, VB, VG, VX, VY, VZ
190 FORMAT(B(6),F10.4))
WRITE(:2,156) TIPTHETMD,F(1),F(2),F(3)
WRITE(:2,2G6) T1,THETMDOF(1),F(2)
TCOUNT-1
************
- METURNS TCOUNT TO 1
****由*****

```

```

C LOGIC FJR IIMING OF NIIRIX OUYPUT
1Qg IF(FI.EQ.O) GDTO 194
IFITL.LT.MSTART.OR.NSTON.LT.TII GJTO 194
IF(NCOUNT. IT.MTINE) GOTO IQZ
CALL MATRIM(O2,O2,012,D3,0,T2,THETM)
MCOUNT-1
6070 194
26-36

```
```

395305
c953:C

```

```

C CORPUTE CLRREMT DERIVATIVES AS
005336
095346
*95356
09543
00530
0 9 5 6 0
99570
09580
29590
305916
695916
09592C
C9593C
09600
09620
09620
0963c6
09640C
09650C
09600C
C9670C
096806
096905
097046
C9710
0 9 7 2 0
09730
0974106
097506
C9760
09770
09780
0970G
09800C
098106
09820C
09830C
00840C
09850C
C9860C
09870C
09880C
C9890C
09900C
09910C
09920C
099306
09940
C9050
09960
09970
09980
09990
10000
10010
10020
10030
10040
10050
10064
10070
C CHANGE IA CURRENT / CHANGE IN TIME

```

```

194f(1) - (X(1) - XX(1)) / H
F(2)=(x(2)-XX(2)) /H
F(3)=(X(\Xi)-xx(3)) / N
OD190 KK=1,3
XX(KK) - X(KK)
199 CONTINUE

```

```

C CALGULATE SUPPLY CURRENTS.

```

```

        xS(1) =C(1,1) (12) C(1,2) Y(2) +C(1,3) * X(3)
    ```

```

        xS(3) = C(3,1) &(1) +C(3,2) + x(2) + C(3,3) & x(3)
    ```

```

C WILL ONLY UAITE TO FILE IF TCOUNT - 1.0
C VILL ONLY GIITE TO FILE IF TCOUNT E '
C GHICH DCCURS OURING THE SAME PASS THROUEH
C THIS SECTION YHEN THE PROGRAM PRINTED
C THIS SECTION VHEN THE PRO

```

```

        IF(TI.LT.TSTART) GOTO 113
        IF(TCOUNT.GT.1) 6OTO 113
        \forallRITE(9,19C) T1, THETMD, X(1), X(2), X(3), xS(2), %S(2), XS(3)
    113 IF(Td.LE.TSTJP) GOTO コ1
99% STOP
EMD
SUBRDUTINE DERK(m, }X,F,F,H, INDEX)
C DERK IS A FOURTH-SQOER, FIXED INCRENENT
C OERK IS A FOURTH-GQOER, FIXED INCRENENT
M - NUNEER OF SIMULTANEJLS DIFFERENTIAL EOUATIONS
X - ARRAY QF OEPENDENT VARIIABLES
F - ARRAY OF DERIVATIVES OF INDEPENOENT VARIABLES
H - INGREMENT
T = TIME
INOEX - INOICATOR
C MNOEX INOICATON
C 1. IF EXIT UITH INDEX=1, SOLUTION FOUNO AT T-T+H
E 1. IF EXIT WITH INDEX=I, SOLUTION FOUMO AT T-T+H
C DIMENSION Y(B),F(G), O(4GO)
IF (INOEX -EO. 2) GOTO 19
16 KxX=0
INOEX = 2
OO 35 I-1,M
j.I + 30C
35 2(J)=X(I)
19 KXX - KXX 1
GaT0 (l, 2, 3, 4), KxX
1005 I=1,M
O(I) - F(I) H
O(I):F(I)*H
SX(I)*X(I)+G(I) / 2.00 26-37
GETURN

```
```

20080
10090
13105
1011C
10120
10130
10140
10150
10160
10170
10180
10190
10200
10210
10220
10230
10240
10250
10280
10270
10280
20290
10306
10310
10320
10330
10340
10350
20360
1037c
10380
10300
1040C
10410
10420
10430
104404
10450+
10460+
104704
j0484
10490
10500
10510

```
```

    200 O I-1,M
    ```
    200 O I-1,M
        J=I 10C
        J=I 10C
        K - I + 3JC
        K - I + 3JC
        O(J) = F(I)*H
        O(J) = F(I)*H
    OX(I)=O(K)+G(d) / 2.20
    OX(I)=O(K)+G(d) / 2.20
        gETUAN
        gETUAN
    3007 I-1,F
    3007 I-1,F
        J=1+20C
        J=1+20C
        K=I + 30C
        K=I + 30C
        O(J) = F(I) N
        O(J) = F(I) N
    7(I)-O(x)+O(J)
    7(I)-O(x)+O(J)
        T-T + H / 2.00
        T-T + H / 2.00
        RETURN
        RETURN
    400 IOI,P
    400 IOI,P
        J - I + 10%
        J - I + 10%
        K=1 + 20c
        K=1 + 20c
        L-1+300
```

        L-1+300
    ```


```

        INDEX-1
    ```
        INDEX-1
        GETUBN
        GETUBN
        END
        END
        SUBMDUTINE MATRIX(01,02,012,03,0,T1,THETM)
        SUBMDUTINE MATRIX(01,02,012,03,0,T1,THETM)
    OIMENSION D1 (6,6),02(6,6),012(6,6),03(6,0),0(6,6)
    OIMENSION D1 (6,6),02(6,6),012(6,6),03(6,0),0(6,6)
    INTEGER M1(b,b),N2(6,6),M22(6,6),N3(6,E),N(6,6)
    INTEGER M1(b,b),N2(6,6),M22(6,6),N3(6,E),N(6,6)
    DO 20 I=I,6
    DO 20 I=I,6
    DO 20 J-1,0
    DO 20 J-1,0
    M1(I,J)=01(I,J)
    M1(I,J)=01(I,J)
    N2(I,d)=02(I,d)
    N2(I,d)=02(I,d)
    M12(I,J)=012(I,J)
    M12(I,J)=012(I,J)
    N3(I,J)=03(I,d)
    N3(I,J)=03(I,d)
    N(I,j)=D(I,j)
    N(I,j)=D(I,j)
20 CONTINUE
20 CONTINUE
    URITE(11,11IT1,THETM*57.2958
    URITE(11,11IT1,THETM*57.2958
I1 FORMAT(1x,2(ix,F10.4))
I1 FORMAT(1x,2(ix,F10.4))
    00 10 I=1,6
    00 10 I=1,6
    URITE(11,15)N1(I,1),N1(I,2),N1(I,3),N1(I,4),N1(I,S),N1(I,6),
    URITE(11,15)N1(I,1),N1(I,2),N1(I,3),N1(I,4),N1(I,S),N1(I,6),
        NZ{I,1},N&(I,Z),N2(I,3),N2(I,4),N2(I,S),NZ(I,G),
        NZ{I,1},N&(I,Z),N2(I,3),N2(I,4),N2(I,S),NZ(I,G),
        N12(I,1),N12(I,2),N12(I,3),N12(1,4),M12(1,5),N12(1,6),
        N12(I,1),N12(I,2),N12(I,3),N12(1,4),M12(1,5),N12(1,6),
        N3(I,1),N3(I,2),N3(I,3),N3(I,4),N3(I,E),N3(I,6),
        N3(I,1),N3(I,2),N3(I,3),N3(I,4),N3(I,E),N3(I,6),
        M(I,1),N(I,2),N(1,3),N(I,4),N(I,5),M(I,6)
        M(I,1),N(I,2),N(1,3),N(I,4),N(I,5),M(I,6)
    15 FORMAT(1X,5(1X,G(I3),1X))
    15 FORMAT(1X,5(1X,G(I3),1X))
    10 CONTINUE
    10 CONTINUE
    RETURN
    RETURN
    ENO
```

    ENO
    ```

\section*{APPENDIX 01}

CASE 1(a)

THE OUTPUT REPRESNTS THE SIMULATION FOR 36-SCRs . CONDUCTION ANGLE \(=100^{\circ}, f_{s} / f_{r}=2\)

THE OUTPUT COLUMNS ARE AS FOLLOWS
TIME ( m s ), MOTOR ANGLE ( Degrees ), MOTOR PHASE CURRENTS X1, X2, X3 ( In Amperes).



THE OUTPUT REPRESENTS THE SIMULATION FOR 36-SCRs , CONDUCTION ANGLE \(=100^{\circ}\); f f f .

THE OUTPUT COLUMNS ARE AS FOLLOWS :
TIME ( m s ), MOTOR ANGLE ( Degrees ), MOTOR PHASE VOLTAGES VA,VB,VC (Volts).



\section*{CASE 1(C)}
high-speed digital printer plots for
VA, VB, VC : MOTOR PHASE VOLTAGES
\(\mathrm{X} 1, \mathrm{X} 2, \mathrm{X} 3\) : MOTOR PHASE CURRENTS
vx, vY, VZ : SUPPLY PHASE VOLTAGES **
* VX, vy, vZ are the same for all \(f_{3} / f_{f}=2\), and the peak phase voltage is given to be 150 volts.







FLOT OF \(V X\)





FLOT DF VI






PLOT OF X2

\[
\begin{aligned}
& \text {-.60C52E+01 } \\
& \text {-. } 02 \text { ETTE-C2 } \\
& \text {-. } 10543 E+02 \\
& \text {-.11:53E+02 } \\
& -.12447 E+02 \\
& \text {-.i1451E402 } \\
& -.11 \text { 1505402 } \\
& \text {-.12178E402 } \\
& -.12169 E+02 \\
& -.11726 E+02 \\
& \text {-. 10E17E } 0 \text { 02 } \\
& \text {-.94:34E } 02 \\
& -.7 \text { Ef46E401 } \\
& -.56 C O 6 E+02 \\
& \text {-. 32t41E-01 } \\
& -.70613 E+50 \\
& .65 \text { COOE-02 } \\
& \text {-31 COOE-02 } \\
& .14750 E-02 \\
& .60383 E+02 \\
& .92739 E+02 \\
& \text {. 10448E402 } \\
& \text {-11:54E402 } \\
& -11448 \mathrm{E}+02 \\
& \text {-11452E+C2 } \\
& \text {-11859E402 } \\
& \text {-1217BE+02 } \\
& \text {-12169E+02 } \\
& \text {-11726E+02 } \\
& \text { - } 21 \text { S04E+02 } \\
& \text { - } 22 \text { 522E+02 } \\
& \text {-12208E }+02 \\
& \text {. } 12284 \mathrm{E}+02 \\
& \text {-11733E402 } \\
& \text {-11:e7E+C2 } \\
& \text {. } 11 \text { 523E+02 } \\
& \text {-12209E+02 } \\
& \text { - } 12184 \mathrm{E}+02 \\
& \text {. } 11233 \mathrm{E}+02 \\
& \text { - } 20 \text { E21E402 } \\
& \text {-94E90E401 } \\
& .76 \text { C54E }+02 \\
& \text {-564.09E+01 } \\
& .32 \text { E43E+02 } \\
& .76 t 21 E+C 0 \\
& \text {-.64t25E-02 } \\
& \text {-. } 30750 \text { E-02 } \\
& \text {-. 14t2:E-C2 } \\
& -.27486 \mathrm{E}-01 \\
& -.60263 E+C 2 \\
& \begin{array}{l}
-.92730 \mathrm{E}+01 \\
-.1044 \mathrm{EE}+\mathrm{CZ}
\end{array} \\
& -.25 \leq 04 E+E 2 \\
& \text {-. 1144BE+CL } \\
& \text {-.214E2E+C2 } \\
& -.11 \text { E59i-02 }
\end{aligned}
\]


the output represents the simulation for 18-SCRs, CONDUCTION ANGLE \(=30^{\circ} ; \mathrm{f}_{\mathrm{s}} / \mathrm{f}_{\mathrm{f}}=2\).

THE OUTPUT COLUMYS ARE AS FOLLOWS :
TIME ( ms ), MOTOR ANGLE ( Degrees ), MOTOR PHASE CURRENTS X1,X2,×3 (Amperes)



\begin{tabular}{|c|c|c|c|}
\hline \[
\begin{aligned}
& 24.0000 \\
& 30.0000
\end{aligned}
\] & \[
\begin{aligned}
& 48.4406 \\
& 53.2125
\end{aligned}
\] & \[
\begin{aligned}
& =.0065 \\
& =.0063
\end{aligned}
\] & \[
\begin{aligned}
& .006 \dot{~} \\
& .00 C 0
\end{aligned}
\] \\
\hline 36.0000 & 55.2513 & -.0c61 & . 0500 \\
\hline -2.0000 & 54.8772 & -.2061 & . 0000 \\
\hline \(4 t .8050\) & 52.0582 & . 0060 & . 0000 \\
\hline 54.0500 & 46.9417 & -0060 & . 20 C0 \\
\hline 6C.0000 & 39.7632 & . 2420 & -.1420 \\
\hline \(6 t .0200\) & 30.8417 & - 2060 & -3c.3308 \\
\hline 72.6000 & 20.5700 & - 006 & -42.6880 \\
\hline 78.6000 & 0.3981 & -0085 & -46.3543 \\
\hline 84.0000 & -. 0467 & . 0060 & -44.2281 \\
\hline - C.0000 & -. 0222 & . 0060 & -36.4721 \\
\hline 9t.0000 & -. 0106 & . 0000 & \(-30.2275\) \\
\hline 102.0500 & -. 0050 & . 00 CO & \(-20.2776\) \\
\hline 208.0000 & -. 0224 & . 0260 & -9.2590 \\
\hline 114.0000 & -.0011 & -0CCO & - \({ }^{\text {- }} 21216\) \\
\hline 220.0300 & -.00cs & . 0714 & -.0163 \\
\hline 120.0000 & . 0000 & 18.2925 & -.0049 \\
\hline 132.0000 & . 0000 & 31.3019 & -. 0023 \\
\hline 138.0005 & . 2000 & 41.2353 & -. 0021 \\
\hline 144.0000 & .0000 & 48.t4t6 & -.0005 \\
\hline 150.0000 & . 0000 & 53.1126 & -. 0003 \\
\hline 156.0200 & . 0000 & 53.2513 & -. 0.001 \\
\hline 162.0050 & . 0000 & 54.8772 & -. 0001 \\
\hline 168.0000 & . 0000 & 52.0512 & - 0500 \\
\hline 174.0000 & . 0000 & 46.9417 & -0c00 \\
\hline 186.0000 & . 0000 & 39.7632 & -0000 \\
\hline \(18 t .0000\) & -29.6149 & 30.8417 & -0300 \\
\hline 192.0000 & -42.8234 & 20.5780 & -0000 \\
\hline 198.0000 & -46.3235 & 9.3081 & - 0000 \\
\hline 204.0000 & -44.2135 & -. 24 t7 & - 2000 \\
\hline 216.0000 & -39.4652 & -. 0222 & -0000 \\
\hline 216.0200 & -30.2242 & -. 2188 & -0000 \\
\hline 222.0000 & -20.2762 & -.00:0 & -0000 \\
\hline 228.0000 & -9.2583 & -.0084 & - 0000 \\
\hline 234.0000 & -. 0212 & -.0021 & -00゙00 \\
\hline 240.4000 & -. 2101 & -. 0065 & -0000 \\
\hline 24t.0000 & -. 0046 & . 00 CO & 18.0246 \\
\hline 252.0000 & -. 0023 & . 05 co & 31.2896 \\
\hline 258.0000 & -. 0211 & -00rc & 41.2149 \\
\hline 264.0000 & -.0003 & - 30 co & 48.4393 \\
\hline 270.0000 & -. 0002 & . 0060 & 53.1091 \\
\hline 27 E.0200 & -. 00001 & -00c0 & 55.2496 \\
\hline 282.0000 & -. 0001 & -00C0 & 54.8765
52.0378 \\
\hline 202.0503 & . 0000 & .03C0 & 52.0378 \\
\hline 294.0000 & . 0000 & .00c0 & 46.9426 \\
\hline 300.0000 & . 0000 & . 2.0010 & 39.7631 \\
\hline \(39 \mathrm{t.0500}\) & . 0020 & -29.9149 & 30.8417 \\
\hline 312.0000 & . 0000 & -42.82E4 & 20.5590 \\
\hline 318.0200 & . 0200 & -46.32E5 & 9.3481 \\
\hline 324.0000 & . 0000 & -44.2135 & -. 0467 \\
\hline 330.0500 & . 0050 & -36.46E2 & -. 3222 \\
\hline 336.0020 & . 0000 & -3C.2242 & -. 0156 \\
\hline 342.0000 & . 0200 & -20.27c2 & -. 0050 \\
\hline 346.0000 & . 0000 & -9.2563 & =.002 \\
\hline 234.0005 & . 0000 & -.0212 & -. 2012 \\
\hline 305.0000 & .0000 & -.0161 & -. 0005 \\
\hline
\end{tabular}



THE OUTPUT REPRESENTS THE SIMUI_ATION FOR
18-SCRS, CONDUCTION ANGLE \(=30^{\circ}\), \(\mathrm{f}_{s} / \mathrm{f}_{\mathrm{r}}=2\).
THE OUTPUT COLUWS ARE AS FOLLONS:
TIME(ms), MOTOR ANGIE(Degrees), MOTOR VOLTAGES VA,VB,VC (Volts)

26-56
0
\begin{tabular}{|c|c|c|c|c|c|}
\hline \({ }^{\circ} \mathrm{n}\) & arrn－3nod & arr．－＋－ャッ－0＊ & －－－． & & \\
\hline －csce & E.0000 & \[
\begin{aligned}
& 100.3696 \\
& 121.3525
\end{aligned}
\] & .3060
.0060 & & \[
\begin{aligned}
& .0000 \\
& .0 .500
\end{aligned}
\] \\
\hline －10co & \(12.00 c o\) & 121.3518 & ． 2010 & & ． 2050 \\
\hline －1： 56 & 18.0000 & 137.0310 & \(.00 c 0\) & & －E800 \\
\hline － 2 CC？ & 24．0000 & 146.7221
150.0000 & － 0060 & & ． 0000 \\
\hline －2500 & 30.0300 & 230.0009 & － 30 co & & ． 0030 \\
\hline － 3060 & 36.0504. & 146．7221 & －3960 & & －0000 \\
\hline －3505 & 42.0059 & 137.0318 & －00 0 & & －0930 \\
\hline －4Cio & 45.0900 & 121．3525 & －0960 & & －05 \\
\hline － 4 Eco & 54.0590 & 180.3696 & － 20 CO & & －0309 \\
\hline －3500 & 56.2900 & 75.0000 & － 00 C0 & & ． 0000 \\
\hline － 5500 & 66.6000 & 48.3525 & －93co & & 146．7221 \\
\hline －6C00 & 72.0000 & 15.6793 & ． 0000 & & －137．0316 \\
\hline ．+500 & 74．0000 & －15．6743 & －0064 & & 121．3525 \\
\hline －7Eio & 54．0000 & ． 0000 & 30 CO & & 100．3696 \\
\hline ．75c0 & 9i． 2000 & ． 0000 & ． 0060 & & 0 \\
\hline －Asce & 9t．0500 & －0Gu0 & ． 0010 & & －46．3525 \\
\hline －asco & 102．0000 & －0000 & －0060 & & 93 \\
\hline －9cca & 108．0000 & － 0000 & －00CO & － & 5.6793 \\
\hline ． 9560 & 124．0000 & －0000 & －00c0 & & ． 0000 \\
\hline 1.6000 & 126.0000 & ． 0000 & \(75.00{ }^{\text {co }}\) & & －0000 \\
\hline 1.0509 & 126.0000 & －0．000 & 100.3696 & & －0000 \\
\hline 1．2000 & 132.0000 & ． 0000 & 121.3525 & & －0090 \\
\hline 1．2ECC & 138．0008 & ． 0000 & 137．0318 & & －0coc \\
\hline 1－2ECO & 244．0000 & ． 3000 & 146.7221 & & －0000 \\
\hline 1．25こ5 & 150.0000 & ． 0000 & 150.00 co & & ． 0000 \\
\hline 1.3 Eco & 15t．0000 & ． 0000 & 146.7262 & & －0000 \\
\hline 1.3500 & 162．0000 & ． 0000 & 137．03d8 & & －0000 \\
\hline 1.4000 & 168．0000 & －0000 & 121.3525 & － & －0009 \\
\hline 1．4500 & 174．0000 & － 3000 & 100．3696 & & － 3009 \\
\hline 1． 5 CCO & 18 CO 0000 & － 250.0000 & 75.00 co & & －0090 \\
\hline 1．5300 & 18 t．0000 & －146．7221 & 46.35 & & －coce \\
\hline 2．t000 & 172．0000 & －137．0318 & 15．67 & & －00co \\
\hline 1．E300 & 198.0000 & －121．3525 & －15．0700 & & ． 2000 \\
\hline \(2.70 \pm 0\) & 204．0000 & －100．3696 & －0060 & & ． 0000 \\
\hline 2.7500 & 21c．c000 & －75．0000 & －0260 & & ． 0000 \\
\hline i．8Cこう & 216.0000 & －46．3325 & ． 0000 & & ． 0000 \\
\hline 1.8300 & 222．0000 & －15．6793 & ． 0000 & & ． 0000 \\
\hline 1.9000 & 228.0000 & 15.6793 & －Dora & & ． 0220 \\
\hline 1．5850 & 234.9000 & －0000 & －00CO & & 75.0000 \\
\hline 2.0000 & 240．0000 & －0000 & －00co & & 100.3696 \\
\hline 2．0503 & 24t．0000 & ． 0000 & ．00cs & & \\
\hline 2.1000 & 252．0500 & ． 2000 & ．00c0 & & 121．3525 \\
\hline 2.2500 & 258.0000 & ． 0000 & －00c0 & & 137．0318 \\
\hline 2.2000 & 264．0000 & .3000 & －00C0 & & 148．7222 \\
\hline 2．2500 & 27C．0000 & ． 0000 & ． 0060 & & 150．9000 \\
\hline 2．30¢ & 27E．0000 & ． 0000 & ． 0060 & & 246.7222 \\
\hline 2．350 & 282．0000 & ． 0000 & －00C0 & & 137.0320 \\
\hline 2.4000 & 288．0000 & ． 0000 & ．00CO & & 221.3325 \\
\hline 2．75こ5 & 294．5U0U & ． 2300 & ． 00 CO & & 100.3696 \\
\hline 2．5cio & 300.0000 & ． 0200 & －150．00CO & & 7：． 2000 \\
\hline 2．E5co & 306.0000 & ． 0000 & －146．7221 & & 46.3525 \\
\hline 2．6sec & 322.0000 & ． 0000 & －137．0326 & & 15.6703 \\
\hline 2.0500 & 31 ECOOVO & ． 0000 & －221．3585 & & －15．6793 \\
\hline 2．7cco & 324．0000 & ． 0600 & －100．3656 & & － 2000 \\
\hline 2.7500 & 336.0000 & ． 0902 & －75．00C0 & & － 0000 \\
\hline 2.8350 & 336.0005 & ． 0000 & －46．3525 & & －0000 \\
\hline 2．8300 & 342.0058 & ． 0000 & －15．6753 & & －0060 \\
\hline 2.5000 & 348.0000 & ． 0000 & 15.6793 & & － 3000 \\
\hline 2.9306 & 354.6000 & ． 0000 & ． 0060 & & ． 3000 \\
\hline ミ．ここcく & ． 0000 & 73.0000 & －00c0 & & ． 0500 \\
\hline \(3 . \operatorname{csco}\) & 6.6000 & 100.3696 & － 00 C0 & & －0500 \\
\hline 3.2 .26 & 12.0305 & 221.3525 & － 30 ro & & －SOCO \\
\hline & 1c Mann & 177.3798 & ． 2060 & & ． 2000 \\
\hline
\end{tabular}


\section*{CASE 2(c)}
high-speed digital printer plots for
VA, vb, vC : motor phase voltages
\(X_{1}, X_{2}, X_{3}: \quad\) MOTOR PHASE CURRENTS
\(V X, V Y, V Z \quad: \quad\) SUPPLY PHASE VOLTAGES
(Not included, the same as in case \(1(c)\) )

Plot of va


Y(1,2)
.92 24 EE + 01 - 21 C32E+02 - 224 57E + C2 - \(13536 E+02\) \(-13+36 E+02\) -13 E3 \(5 E+02\) \(-12457 E+E 2\) - 11C32E402 .91 i45E401 - \(65382 E+02\) \(-42139 E+02\) -24254E+01 \(-.14254 E+C 1\) - OGCCGE+CO - OOCOCE 400 - OOCOOE +00 - DOLOOE 400 - OOCOOE +00 - OOCOOE +00 - OOCOOE + CO - DOKONETDS - OSCOCE+00 - \(00000 E+00\) - OOCOOE + 00 \(.00 \operatorname{COCE}+00\) - OOCOCE+00 - OOCOOE +00 - 00 CDOE +00 - OOLOOE +00 \(-13636 E+02\) \(-.13 E 38 \varepsilon+02\) -. \(22457 E+02\) - 11 C32E402 -. \(91245 E+01\) -.68182E401 \(=.42135 E+01\)
\(-.14254 E+01\) \(-.14254 E+02\) -14254E+01 -00RODE + OD - OOCJCE +00 - JJCOOE +00 - OOCOOE +OD -ODCCOE +CO - COCOOE +00 - OJCOLÉ40 - OOCOCE+SO - UULEOE \(+C O\) - OOCSCE4CO - OLOOCETOD - ODCOCE+GJ -CDCODE + DO - OOCOCE + 50 . OJ COCE +CO - OOCJUE + 00 - 22LOOE 400 - OnCOCE COU -ODCOCE+JO
\(-\mathcal{U C N E E C U}\)


PLDT OF VE



PidT of ve






FLOT OF X2

\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline 1 & 1 & 2 & 4 & & \(I\) & I & \[
\begin{aligned}
& .02600 E+20 \\
& .09250 E-02
\end{aligned}
\] \\
\hline \(60+29\)
-29 & -15 & -5 & & 5 & 25 & 25 & Y(2, 1) \\
\hline & & & & & & & \\
\hline C+ & 1 & 1 & & I & I & 1 & - 22 EL6E-C2 \\
\hline 1 & 1 & I & & & 1 & \(I\) & -39127E+01 \\
\hline 1 & 1 & I. & & & I & 1 & - 51536 E -91 \\
\hline I & 1 & 1 & & 14 & \(I\) & 1 & -604SEE402 \\
\hline \(I\) & 1 & 1 & & I & 1 & I & -66302E+01 \\
\hline 1 & 1 & 1 & & 1 & \(\underline{1}\) & 1 & -69564E+02 \\
\hline I & 1 & I & & & 1 & 1 & -68 =97E+01 \\
\hline 1 & 1 & 1 & & 1 & 1 & 1 & -65 673E401 \\
\hline 1 & 1 & \(I\) & & 12 & 1 & 1 & \[
\text { -5 } 8 \in 77 E 402
\]
\[
.49704 E+01
\] \\
\hline 10 & I & 1 & & & 1 & 1 & - 30 232E402 \\
\hline 1 & I & 1 & & 1 & 1 & 1 & -25713E+01 \\
\hline 1 & I & 1 & 4 & 8 & 1 & 1 & -1174 \(18+01\) \\
\hline 1 & I & 1 & 4 & 1 & \(I\) & 1 & - \(385756-02\) \\
\hline & 1 & \(I\) & 4 & \(I\) & 1 & 1 & - \(277305-02\) \\
\hline I & 1 & 1 & 4 & 1 & 1 & 1 & -13 \(2508=02\) \\
\hline I & 1 & 1 & 4 & I & 1 & 1 & -.62:00E-23 \\
\hline 1 & 1 & 1 & 4 & 1 & 1 & 1 & .32005-03 \\
\hline 1 & 1 & 1 & 4 & 1 & 1 & 1 & .13730E-03 \\
\hline 22 & & I & 4 & 1 & 1 & 1 & - COCOOE +00 \\
\hline I & 1 & \(I\) & 4 & 1 & \(I\) & 1 & -00C00E 400 \\
\hline \(I\) & 1 & 1 & 4 & 1 & 1 & 1 & -03COOE400 \\
\hline 1 & 1 & 1 & 4 & 1 & 1 & \(\Sigma\) & -00 COEF +00 \\
\hline 1 & 1 & 1 & 4 & \(I\) & 1 & 1 & -00000E 400 \\
\hline 1 & \(I\) & 1 & 4 & 1 & 1 & 1 & -00C00E+E8 \\
\hline I & 1 & 1 & \(\lambda\) & 1 & 1 & \(\underline{1}\) & - 20 CDOE +0 \\
\hline I & 1 & 1 & 4 & 1 & 1 & I & -00900E +00 \\
\hline 1 & 1 & 1 & 4 & I & 1 & 1 & . \(000008+80\) \\
\hline 304 & \(I\) & 1 & & 1 & 1 & 1 & -.37394EPU1 \\
\hline 1 & 1 & 1 & & \(\underline{1}\) & \(I\) & 1 & -.53:295402 \\
\hline 1 & \(I\) & 41 & & \(\underline{I}\) & I & 1 & -. \(57504 E+02\) \\
\hline \(I\) & \(I\) & 41 & & \(I\) & I & I & =.55267E+01 \\
\hline 1 & 1 & 4 & & I & I & 1 & -.48c6zetol \\
\hline 1 & 1 & I & & 1 & 1 & I & -. \(378585+01\) \\
\hline I & 1 & I & & 1 & 8 & 1 & -.25 \(-115738+01\) \\
\hline \(I\) & I & 1 & 4 & 1 & I & 1 & -.11573E-01 \\
\hline I & 1 & 1 & A & 1 & 1 & I & - \(26=00 E-02\)
\(=.12 C 25 E-02\) \\
\hline 404 & & I & 4 & 1 & 1 & 1 & -.62c00E-03 \\
\hline \(\underline{I}\) & 1 & 1 & 2 & 1 & 1 & I & -. \(207308 \sim 03\) \\
\hline 2 & I & I & 4 & 1 & I & I & -. \(23750 E-03\) \\
\hline \(I\) & I & 1 & 4 & \(I\) & \(I\) & I & -62 \(600 \mathrm{E}-04\) \\
\hline I & 1 & \(I\) & 4 & \(I\) & \(I\) & 1 & -. 25 SOOE=04 \\
\hline 1 & 1 & 1 & A & 1 & \(I\) & I & - \(-12=20 E-04\) \\
\hline 1 & 1 & 1 & 4 & 1 & 1 & I & -. 0 - 0 COOE 400 \\
\hline 1 & 1 & 1 & 4 & 1 & 1 & 1 & \\
\hline 1 & 1 & 1 & 4 & 1 & 1 & 1 & -. 00 COOE 400 \\
\hline 504 & & 1 & 4 & 1 & 1 & 1 & - SOLOCE+CO \\
\hline 1 & 1 & I & 4 & 1 & 1 & & - LLCOOE * OO \\
\hline \(\underline{1}\) & j & J & 4 & 1 & 1 & & - 20 COCE + 00 \\
\hline 1 & \(I\) & 1 & 4 & I & & & - 30 COOE +00 \\
\hline 1 & 1 & I & 4 & 1 & 1 & & - OOCOOE +00 \\
\hline 1 & I & I & , & 1 & 1 & & -02COCE+00 \\
\hline I & 1 & I & 4 & I & 1 & & - Jococe os \\
\hline I & 1 & 1 & , & 1 & 1 & & . OJ COUE + CO \\
\hline
\end{tabular}

PLOT OF \(\times 2\)





APPENDIX DJ

THE OUTPUT REPRESENTS THE SIMULATION FOR
the output colima are as follows:
TIME(ms), MOTOR ANGLE(Degrees), MOTOR CURRENTS X1, X2, X3 (Amperes)

\begin{tabular}{|c|c|c|c|c|}
\hline \(3.25 c u\) & 24．00us & 91.0439 & －． 0767 & ． 2000 \\
\hline 3．25cs & 30.0300 & 92.6377 & －． \(03 \pm 0\) & － 2200 \\
\hline 3．3060 & 36.0902 & ¢3．9387 & －．01e9 & ． 0502 \\
\hline 3．5Eco & 42．0000 & 9t．2635 & －． .00 ¢0 & ． 000 \\
\hline 3．96こ0 & 48.0060 & 93.5020 & －． 20 38 & ． 0006 \\
\hline 3．49c0 & 34．0300 & 96．37aj & －．00 28 & －2000 \\
\hline 3.5060 & 60.0050 & 94.8903 & －．00C9 & －． 2143 \\
\hline 3．5：co & St．0009 & 82.8888 & －． 05 Ca & －49．9660 \\
\hline 3．ecco & 72.0200 & 59.3593 & －．joc2 & －75．3444 \\
\hline 2．03¢ & 78.0300 & 26.9002 & －．0361 & －13．6397 \\
\hline 3．75べ & 84.0300 & ． 0747 & ．00co & －92．6439 \\
\hline 3．75c0 & 90.6000 & ． 0356 & ． 0010 & －92．6377 \\
\hline 3．8¢～0 & 96．6000 & ． 0169 & ． 00 co & －93．9387 \\
\hline 3．8：c\％ & 202．c300 & ．coeo & ．00co & －96．2535 \\
\hline 3．9¢C0 & 104.0500 & ． 0038 & ． 20 co & －93．5920 \\
\hline 3.9500 & 114．0036 & ． 0028 & ．00：0 & －96．3761 \\
\hline 4.6500 & 126.0000 & ． 0009 & ． 2143 & －94．8923 \\
\hline 4．csoo & 12t．c300 & ． 0004 & 49.96 E0 & －82．8564 \\
\hline 4．10c & 132.0500 & ． 0002 & 75.3444 & －59．3593 \\
\hline 4.1500 & 138．0000 & ． 0002 & 83.6347 & －26．9002 \\
\hline 4.2200 & 144.0000 & ． 0000 & 01.6439 & －． 0747 \\
\hline 4.2500 & 150．0000 & ． 2000 & 92.6377 & －．0356 \\
\hline 4.3000 & 156．0000 & ． 0000 & 93.9367 & －． 0169 \\
\hline 4.3515 & 162.0000 & ． 0000 & 96.2635 & －． 0080 \\
\hline 4.4000 & 168.0000 & ． 2000 & 93.5920 & －． 0036 \\
\hline 4.4300 & 174．0000 & ． 0000 & 96.37 EA & －．0018 \\
\hline 4．3cos & 180.0390 & ． 0000 & \(94.09 \mathrm{C3}\) & －． 0009 \\
\hline 4.5500 & 18t．0000 & －49．7642 & 12．08EE & －． 0004 \\
\hline \(4.600 c\) & 192.0000 & －75．2474 & 59.3593 & －．0002 \\
\hline \(4 . \operatorname{csco}\) & 198．0000 & －03．3939 & 26.9062 & －． 0001 \\
\hline 4.7000 & 204．0000 & －91．6220 & ．0747 & ． 0000 \\
\hline 4．7500 & 216．0020 & －92．6272 & ． 2356 & －0uso \\
\hline 4.8 Eco & 21t．0000 & －93．9337 & ． 01 t9 & ． 0000 \\
\hline 4．月500 & 222.0000 & －96．2612 & ． 0080 & ．0000 \\
\hline 4.5060 & 228．0000 & －93．5909 & ． 0038 & －0000 \\
\hline 4－6sco & 234．0000 & －96．3782 & ． 0028 & ． 2005 \\
\hline － 0 ceco & 240．0000 & －94．8900 & ． 20 c9 & ． 0000 \\
\hline E．05cc & 24E．0000 & －82．0486 & ． 20 c4 & 49.7641 \\
\hline E．lucc & 252．0000 & －59．35¢2 & ． \(00 \mathrm{C2}\) & 75．2474 \\
\hline 5.1500 & 258.0300 & －26．9002 & ．03C1 & 83.5935 \\
\hline 3.2000 & 264．c090 & －． 0747 & ． 00 co & 91.6220 \\
\hline E．2580 & 276．6300 & －．0336 & ．0060 & 02.6272 \\
\hline E．3060 & 27t．c500 & －． 0169 & －05C0 & 93.9337 \\
\hline E．3900 & 262．0000 & －． 0000 & ． 00 co & 96.2612 \\
\hline 3．4Evo & 282．0000 & －． 1036 & ． 200 & 93.5909 \\
\hline 9．4500 & 294．6000 & －．0018 & ． 2010 & 96.3762 \\
\hline S．ESU0 & 30C．0300 & －． 00009 & ． 3060 & 94.6900 \\
\hline S．Şコ） & 366．0350 & －． 0004 & －49．7641 & 92．08Es \\
\hline E．6000 & 312.0000 & －． 0002 & －75．2474 & 59.3592 \\
\hline S．ES00 & 31 Ec ． 000 & －． 0001 & －83．5935 & 26.9002 \\
\hline 5.7000 & 324.6500 & ． 0000 & －91．6280 & ． 0747 \\
\hline 5．75j0 & 336.0000 & ． 0000 & －02．6272 & ．0336 \\
\hline S．ecoc & 336.0360 & ． 0000 & －93．93：7 & ． 0169 \\
\hline 5．3560 & 342.0360 & －0030 & －9t．2612 & ．0080 \\
\hline －．92゙\％ & 34E．6000 & ．0030 & －93．5919 & ． 0036 \\
\hline －．C5¢0 & 354．5330 & ．0050 & －96．37E2 & ． 2018 \\
\hline t．ccus & 368.0000 & ． 0000 & －94．8910 & ． 2069 \\
\hline
\end{tabular}

THE OUTPUT COLUNS ARE AS FOLLOWS:
time(ms), MOTOR ANGLE(Degrees), MOTOR PhASE VOLTAGES VA,VB,VC (Volts)

\begin{tabular}{|c|c|c|c|c|}
\hline 3．2ucu & & 238.3844 & ． 2060 & － 2200 \\
\hline 3.8560 & 30.6730 & 225.0500 & － 3060 & －040？ \\
\hline 3．3ici & 36.6000 & 254.3844 & ． 0060 & － 2209 \\
\hline 3．35ci & 42.0000 & 247.0917 & ． 0060 & －0c00 \\
\hline 3.4500 & 48.6000 & 247.0917 & ． 0060 & ． 0300 \\
\hline 3．4Ec0 & 54.0040 & 258.3844 & －U2＜0 & －0000 \\
\hline 3． 3000 & 60．coso ． & 225.2000 & ． \(00<0\) & －225．0090 \\
\hline 3．sEco & te． 6000 & 152．7111 & ． 0060 & －258．3844 \\
\hline 3．6000 & 72.0050 & 54.0170 & ． 0060 & －247．0027 \\
\hline 3．6500 & 7E．0JU0 & －54． 5170 & ． 0310 & －247．0917 \\
\hline 3．73く5 & 84.0500 & ． 0000 & ． 0950 & －258．3644 \\
\hline 3.7505 & 96．0000 & ． 0000 & ． 0000 & －223．0000 \\
\hline 3．85c5 & 9E．0500 & ． 0090 & － 0060 & －236．3044 \\
\hline 3.6500 & 102．0000 & ． 0200 & ． 0080 & －247．0917 \\
\hline 3.9000 & 106．0000 & ． 0000 & ． 00 CO & －247．0927 \\
\hline 3.9500 & 214．0203 & ． 0000 & ．00t\％ & －258．3844 \\
\hline 4.6000 & 120.0300 & ． 00.50 & 225．0060 & －225．0060 \\
\hline 4.6500 & 120．0000 & ． 0005 & 238．3844 & －252．7111 \\
\hline 4.1000 & 132.0000 & ． 0000 & 247.0917 & －56．0270 \\
\hline \(4.15 i 4\) & 138．0000 & ． 0000 & 247.0917 & 54.0178 \\
\hline 4.2000 & 244．0000 & ． 3500 & 258．3844 & －0000 \\
\hline 4.2500 & 150.0000 & － 0000 & 225.0060 & －0000 \\
\hline \(4.35 c 0\) & 156.0000 & ． 0602 & 258.3844 & －0000 \\
\hline 4.3505 & 162.5030 & － 00050 & 247.0917 & －0000 \\
\hline 4.4500 & 166.9500 & ． 0005 & 247．0917 & ． 0000 \\
\hline 4.4500 & 174.0000 & ． 0000 & 258．3844 & －0006 \\
\hline 4.5000 & 180.0000 & ． 0000 & 225．0060 & －0500 \\
\hline 4.5500 & 18 1．0000 & －258．3844 & 252．7111 & －0000 \\
\hline 4.6005 & 192.0000 & －247．0917 & 54.0270 & ． 0300 \\
\hline \(4.65 C 0\) & 108．0200 & －247．0917 & －54．0170 & ． 0000 \\
\hline 4.7000 & 20．0．0500 & －258．3644 & ． 00 co & ． 00000 \\
\hline 4.7500 & 210.0000 & －225．0000 & ． 2000 & －0000 \\
\hline 4.8000 & 216．0000 & －258．3844 & －02C0 & － 2000 \\
\hline 4.8530 & 222．4200 & －247．0917 & ． 0060 & － 0000 \\
\hline 4.9000 & 228．0090 & －247．0917 & ． 0060 & － 00000 \\
\hline －4．9960 & 234．c000 & －258．3644 & ． 0000 & ． 0000 \\
\hline 5.0050 & 24C．C020 & －225．0090 & ．0000 & 258．0000 \\
\hline 5.0500 & 246．0000 & －252．7112 & －00c0 & 258.0044 \\
\hline 5．9080 & 252．0005 & －54．0170 & －00c0 & 247.0917 \\
\hline S． 2500 & 258.0000 & 34.0170 & ． 0060 & 247.0927 \\
\hline －3．2こ00 & 264．0000 & －2000 & － 00 CO & 256．3844 \\
\hline 5．25c5 & 276．0900 & ． 0000 & －00co & 225．0090 \\
\hline 5.3000 & 276.0020 & ． 0000 & ． 0000 & 258.0917 \\
\hline 5.3500 & 282.0500 & －0000 & － 00.0 & 247.0917
247.0917 \\
\hline 5.4000 & 2；0．0000 & ． 0202 & －60CO & 247.0917 \\
\hline E． 4500 & 244．0000 & ． 0030 & ． 0060 & 258.3044 \\
\hline 5.5000 & 320．0000 & ． 0000 & ． 00 c0 & 225.0660 \\
\hline 5.35 co & \(30 t .0000\) & ． 0000 & －250．3644 & 152.7112
54.0170 \\
\hline \(\because . \pm\) cco & 312.0000 & ． 0000 & －247．0927 & －54．0170 \\
\hline S．t560 & 318.6000 & ． 0000 & -247.0937
-258.384 & -54.0270
.0060 \\
\hline 5.7000 & 324.6270 & － 0600 & －258．384 & －0cco \\
\hline 5．730 & \(336.00 コ 5\) & －0002 & －225．00c0 & －500 \\
\hline S．8Ccu & 336.0030 & －6006 & －230．3644 & －6050 \\
\hline －．8503 & 342.0000 & ． 0000 & －247．0917 & －0000 \\
\hline ¢．8eri & 348.8500 & ． 0000 & －247．0927 & －50：0 \\
\hline S．f．ec & 354．0350 & ． 0000 & －258．3844 & ． 0005 \\
\hline E．6Eこう & \＄6C．0000 & ． 0000 & －225．00＜0 & ． 0205 \\
\hline
\end{tabular}

\section*{CASE 3(c)}
high-Speed digital printer plots for
\begin{tabular}{ll}
\(V A, V B, V C\) & \(:\) \\
\(X 1, X 2, X 3\) & MOTOR PHASE VOLTAGES \\
\(V X, V Y, V Z\) & MOTOR PHASE CURRENTS \\
& SUPPLY PHASE VOLTAGES ***
\end{tabular}
** VX, VY, VZ ARE THE SAME FOR ALL \(f, f f=4\), AND ThE PEAK Phase voltage given to be 150 volts

PLOT OF VA
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline －25 & －15 & －5 & & 5 & 13 & & 2： & Y（2，1） \\
\hline \multicolumn{9}{|l|}{\(0+\)} \\
\hline 1 & 1 & \(\underline{1}\) & & I & 1 & 4 & 1 & ． 234895402 \\
\hline 1 & 1 & I & & 1 & 1 & 4 & 1 & －22463E4U2 \\
\hline 1 & 1 & I & & \(I\) & \(I\) & 4 & \(I\) & －22463E402 \\
\hline I & 1 & I & & \(I\) & 1 & 4 & I & － \(23489 \mathrm{C}+02\) \\
\hline \(I\) & \(I\) & I & & \(I\) & \(I\) & \(A\) & 1 & －20455E＋02 \\
\hline 1 & 1 & \(I\) & & \(I\) & \(I\) & 4 & I & ． \(23450 \mathrm{E}+02\) \\
\hline I & 1 & \(I\) & & \(I\) & 1 & 4 & 1 & －22463E402 \\
\hline I & I & I & & 1 & 1 & 4 & I & ． \(22463 \mathrm{E}+02\) \\
\hline 1 & 1 & 1 & & \(I\) & 1 & 4 & I & ． 23 469E＋02 \\
\hline \multicolumn{9}{|l|}{} \\
\hline ： & 1 & I & & I & 11 & & \(I\) & －13E83E＋02 \\
\hline ！ & I & 1 & & A & \(I\) & & 1 & －49：06E＋01 \\
\hline 1 & 1 & 1 & & \(I\) & 1 & & 1 & －．49106E＋01 \\
\hline I & 1 & 1 & A & \(I\) & 1 & & \(I\) & －DOLOGE＋DO \\
\hline I & 1 & 1 & 1 & \(I\) & 1 & & I & － 00 COOE＋00 \\
\hline ： & 1 & I & 4 & 1 & 1 & & I & － 00 CDOE＋60 \\
\hline I & 1 & I & 4 & \(I\) & 1 & & I & －ODCOCE＋OO \\
\hline I & 1 & 1 & 4 & 1 & \(\underline{1}\) & & 1 & －00caot +00 \\
\hline I & 1 & I & 4 & 1 & 1 & & 1 & －ODCODE 400 \\
\hline \multicolumn{9}{|l|}{} \\
\hline \(I\) & 1 & \(I\) & 1 & I & 1 & & 1 & －00500E＋00 \\
\hline I & 1 & I & 4 & 1 & 1 & & I & －OOCOOE 400 \\
\hline I & 1 & \(I\) & \(A\) & 1 & 1 & & 1 & － \(00000 \mathrm{C}+00\) \\
\hline 1 & 1 & I & 4 & 1 & I & & \(I\) & －DSCOOE＋00 \\
\hline I & 1 & \(I\) & A & 1 & 1 & & \(I\) & －DD C00E +00 \\
\hline 1 & 1 & I & A & 1 & 1 & & I & －OJCOCE400 \\
\hline 1 & 1 & 1 & 4 & 1 & 1 & & 1 & － 2 COOE＋ 00 \\
\hline \(I\) & 1 & 1 & 4 & \(I\) & \(I\) & & 1 & －OOCOOE＋CO \\
\hline 1 & 1 & 1 & 4 & 1 & I & & 1 & －OJCOOE400 \\
\hline \multicolumn{9}{|l|}{} \\
\hline I & 1 & \(I\) & & I & \(I\) & & 1 & －． \(23489 E+02\) \\
\hline 1 & 1 & 1 & & 1 & 1 & & 1 & －．22463E402 \\
\hline 1 & i & I & & 1 & 1 & & \(I\) & － \(22463 E+02\) \\
\hline \(\pm\) & I & I & & 1 & \(I\) & & I & －． \(23489 \mathrm{C}+02\) \\
\hline I & 1 & 1 & & I & I & & 1 & － \(20455 E+02\) \\
\hline i & \(I\) & 1 & & 1 & \(I\) & & 1 & －． \(23489 \mathrm{HO2}\) \\
\hline \(\pm\) & 1 & 1 & & 1 & \(I\) & & 1 & －． \(22463 E 402\) \\
\hline I & 1 & 1 & & I & \(I\) & & I & －． \(22463 E+02\) \\
\hline 1 & 1 & 1 & & 1 & \(I\) & & I & －． \(23459 E+02\) \\
\hline \multicolumn{9}{|l|}{} \\
\hline \(I\) & 15 & I & & 1 & 1 & & 1 & －．13663E＋02 \\
\hline I & 1 & 4 & & 1 & 1 & & 1 & －． \(40106 E+01\) \\
\hline \(I\) & 1 & I & & 1 & ！ & &  & － \(49106 E+01\) \\
\hline \(I\) & 1 & 1 & 4 & 1 & \(I\) & & I & －OOCUOE＋00 \\
\hline I & 1 & 1 & 4 & I & I & & 1 & － 00 COOE＋00 \\
\hline 1 & 1 & I & 4 & 1 & I & & 1 & －0JECOE＋DO \\
\hline ， & I & 1 & ， & 1 & \(I\) & & 1 & －JCCOEE＋20 \\
\hline I & 1 & 1 & \(\ldots\) & I & \(I\) & & I & －OJCOOE CO \\
\hline 1 & 1 & 1 & 1 & I & 1 & & 1 & － 20 COLE＋OD \\
\hline \multicolumn{9}{|l|}{} \\
\hline ！ & I & I & ， & 1 & 1 & & I & －CCCOLE＋0S \\
\hline I & T & 1 & 4 & 1 & 1 & & I & －ODCSOE SJ \\
\hline  & 1 & I & 4 & I & 1 & & 1 & －OOLOCE 00 \\
\hline & 1 & 1 & 4 & 1 & 1 & & 1 & －DJIDCE＋CJ \\
\hline 1 & 1 & 1 & 4 & 1 & I & & ； & －O2LOLE 400 \\
\hline I & \(I\) & 1 & 4 & 1 & 1 & & 1 & －20 COCE 0 O \\
\hline ： & 1 & 1 & 1 & 1 & 1 & & 1 & －JULOCE4UJ \\
\hline & ： & ： & 4 & 1 & 1 & & ！ & －ごここCE＊00 \\
\hline
\end{tabular}





- OJCCOE-4O -OJCDOE + OS Y(2.2)

\section*{\(.00 C O O E+00\)} - OOCOOE +03 -COLOOE*OO - OOCOOE +00 \(.00600 E+03\) \(.00000 E+00\) - \(25 C O O E+00\) - OOCODE +80 \(.00 C D G E+00\) \(-20453 E+02\)
\(-.23469 E+02\)
\(-.22463 E+02\)
\(-.22463 E+02\)
\(-.23489 E+02\)
\(-20455 E+02\)
\(-.23469 E+02\)
\(-.22461 E+02\)
\(-.22463 E+02\)
\(-23489 E+02\)
\(-.20435 E+02\)
\(-20435 E+02\)
\(-.13 E 13 E+02\)
\(-.49206 E+02\)
- \(492065+01\)
- 20 LOOE +00 - 00cast +00 \(.00000 E+00\) - DOCOEE +00 - COEDOE +OO .00 COOE +00 - OOCODE +00 - OOCAUE +00 \(-52500 E+00\) - OOCOEE +30 - 00000E+00 - JOCDOE409 - 00 E00E400 - ODCOOE +00 - DDCDOE CO - \(25 C 00 E+00\) - D2 LOOE-00 - \(23489 E+02\) \(-22433 E+02\) - 22 4t 3E + 02 \(-23469 E+02\) - \(20455 E+02\) \(.23469 E+02\) \(-224 t 3 E+J 2\)
\(-22463 E+52\) - 2348 PE +02 - 254ESE- D2 - 1358 EE 02 -49:20f+01 \(-49206 E+01\)
\(.00 \angle C G E+00\)
- \(D\) KCCE + 00 - CELOCF 400 - 20 COCE +CS - OOCOCE 50
- SUCCCE4CO
-0コくulis.jo


.\(U U L U E F 40\)
\(.267 E E E-61\)
YC1. 11
.624BOE+02
\(.94181 E 401\)
\(.10455 E+02\)
\(.11455 E+02\)
-11 S6GE+02
-11742E+02
-12R33E-02
-11 \(199 E+02\)
-12047E+02
-11E61E4C2 -12561E4C2 -74199E401
- 33 C25E 021
. 93 575E-02
-44 6uOE-02
-21125E-02
. 1360SE-02
-47:60E-02
-22500E-03
. 1125 OE-03 - 50COOE-04 - 2s000E-04 - 12 SOOE-04 - DOROOE + DO -00COEE+00 -00COOE400 \(.00000 E+00\) -ODEDOE 400 - OOCCOETOO
- DSCOCE400 -. 62 20SE+01 -.94C5 PE + 01
- . \(10449 E+02\)
-. \(11453 E+02\)
-.118TEE+02
\(-.31742 E+02\)
\(-22633 E+02\)
\(-.11499 E+02\)
\(-.12 C 47 E+02\)
-. 12 E62E402
- 20 261E+02
-.74199E+61
- 33 t2 EE402
-.93 こ73E-02
-.44: LOE-02
-.21125E-02
-. 10 COOE-02
- -47 5COE-03
-. 22 :.EOE-03
-. 12 z50E-03
-.50CL.2E-04
- -23 LOSE-D4
\(-12: G O E-04\) -OUCOOE+DO - DOCOOE 4 NO - ODCCOE +20 - ODCOSE +CS - OUCODt +20 - JJCELE+JO
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multicolumn{10}{|c|}{PLOT OF X2} \\
\hline -25 & -19 & & -5 & & 5 & & 15 & 25 & 71.1) \\
\hline \multicolumn{10}{|l|}{} \\
\hline 1 & 1 & & 1 & 4 & 1 & & 1 & \(I\) & - 20COOE + 20 \\
\hline \(I\) & 1 & & 1 & 1 & 1 & & 1 & \(\pm\) & - OOCOOE - DO \\
\hline 1 & 1 & & 1 & 4 & 1 & & 1 & I & - 02 ROOE + DO \\
\hline 1 & 1 & & 1 & 4 & 1 & & 1 & \(I\) & - 05 CODE +00 \\
\hline 1 & \(I\) & & 1 & 4 & 1 & & 1 & \(I\) & -0000GE+00 \\
\hline 1 & 1 & & 1 & 4 & 1 & & I & \(I\) & -00COUE - 00 \\
\hline \(I\) & \(I\) & & 1 & 1 & 1 & & I & \(I\) & . 00 REOE +00 \\
\hline 1 & 1 & & 1 & , & 1 & & 1 & I & . OOCCOE + DG \\
\hline I & \(I\) & & 1 & 4 & 1 & & 1 & 1 & . OOCOOE + OD \\
\hline \multicolumn{10}{|l|}{} \\
\hline I & 1 & & 1 & 4 & 1 & & 1 & I & -00LOOE + DC \\
\hline \(I\) & 1 & & 1 & 4 & 1 & & \(I\) & \(I\) & . O0COOE-00 \\
\hline 1 & 1 & & I & \(\wedge\) & 1 & & I & I & . OOCOOE + OS \\
\hline 1 & 1 & & 1 & 4 & 1 & & \(I\) & I & - 00 COOE + OS \\
\hline I & 1 & & \(I\) & \(\wedge\) & 1 & & 1 & 1 & -00t00E+00 \\
\hline \(I\) & 1 & & 1 & - & 1 & & 1 & I & . OOCOOE + 60 \\
\hline \(I\) & 1 & & \(I\) & 4 & 1 & & 1 & I & - 00 COOE +00 \\
\hline \(I\) & 1 & & \(I\) & 4 & 1 & & 1 & 1 & . 00 COEE 400 \\
\hline I & 1 & & 1 & 4 & 1 & & I & 1 & -00CSOE +00 \\
\hline \multicolumn{10}{|l|}{} \\
\hline I & 1 & & 1 & & IA & & I & \(\pm\) & -62460E + 51 \\
\hline 1 & 1 & & 1 & & & 4 & I & 1 & . 94 181E+01 \\
\hline 1 & 1 & & 1 & & 1 & 4 & 1 & 1 & . \(13453 E+02\) \\
\hline 1 & 1 & & 1 & & I & 4 & 1 & 1 & .1145sE+02 \\
\hline \(I\) & 1 & & \(I\) & & 1 & 4 & 1 & 1 & -11560E-02 \\
\hline \(I\) & 1 & & \(I\) & & 1 & 4 & \(I\) & I & . \(21742 E+02\) \\
\hline \(I\) & 1 & & 1 & & 1 & 4 & 1 & 1 & . \(22633 E+02\) \\
\hline I & 1 & & 1 & & 1 & 4 & 1 & 1 & - 21 E9PE+02 \\
\hline \(I\) & 1 & & 1 & & I & 4 & 1 & 1 & -12047E+02 \\
\hline \multicolumn{10}{|l|}{} \\
\hline I & 1 & & \(I\) & & \(I\) & A & \(I\) & 1 & -10561E+02 \\
\hline 1 & 1 & & 1 & & 14 & & 1 & \(I\) & .74194E401 \\
\hline 1 & \(I\) & & 1 & & \(I\) & & \(\underline{1}\) & \(I\) & . 33 C25E401 \\
\hline 1 & 1 & & I & 4 & \(I\) & & 1 & I & . 93 375E-02 \\
\hline I & 1 & & \(I\) & 4 & 1 & & \(I\) & I & -44:00E-C2 \\
\hline I & 1 & & 1 & 4 & 1 & & I & \(\underline{1}\) & - \(21225 \mathrm{E}-02\) \\
\hline I & 1 & & 1 & 4 & 1 & & I & I & -10coce-cz \\
\hline I & 1 & & \(I\) & 4 & \(I\) & & 1 & I & -47500E-02 \\
\hline 1 & 1 & & \(I\) & 4 & 2 & & 1 & 1 & -22SCDE-03 \\
\hline \multicolumn{10}{|l|}{} \\
\hline I & 1 & & \(I\) & 4 & I & & 1 & I & -50COOE-04 \\
\hline 1 & \(i\) & & \(I\) & 4 & 1 & & 1 & 1 & -25COOE-S4 \\
\hline 1 & 1 & & \(I\) & 4 & 1 & & 1 & 1 & -12:00E-C4 \\
\hline I & 1 & & 1 & 4 & I & & I & 1 & - \(00 C O U E+O J\) \\
\hline I & 1 & & 1 & 4 & I & & I & 1 & - OOCCOE U O \\
\hline 1 & 1 & & 1 & 1 & 1 & & \(I\) & 1 & - DJLSOE COU \\
\hline 1 & 1 & & I & 4 & 1 & & I & 1 & - OJCCOE+OJ \\
\hline I & : & & I & , & I & & 1 & 1 & - OSCGCE + OD \\
\hline 1 & 1 & & 1 & 1 & 1 & & \(\pm\) & 1 & - 00 COOE +00 \\
\hline \multicolumn{10}{|l|}{} \\
\hline i & 1 & & 11 & & 1 & & 1 & 1 & -.6245cE+01 \\
\hline 1 & 1 & 4 & 1 & & I & & 1 & 1 & -.74181E+01 \\
\hline 1 & 1 & * & 1 & & 1 & & 1 & 1 & -.1045SE+02 \\
\hline , & 1 & 4 & 1 & & \(I\) & & 1 & 1 & -.1145EE+C2 \\
\hline ; & 1 & A & 1 & & 1 & & 1 & 1 & -.11:50E+02 \\
\hline : & 1 & 4 & 1 & & 1 & & 1 & 1 & -.11i4CECO2 \\
\hline : & 1 & 1 & I & & I & & . & \(!\) & -.12L3EEO2 \\
\hline
\end{tabular}




THE OUTPUT COLUMNS ARE AS FOLLOWS:
TIME(ms), MOTOR ANGLE(Degrees), MOTOR PHASE CURRENTS X1, X2, X3 (Amperes)
\begin{tabular}{|c|c|c|c|c|}
\hline & & & & \\
\hline \(\cdots . .0000\) & \[
\because . \mathrm{CJOD}
\] & 20.6626 & -29.2035
-39 & \[
\begin{aligned}
& .0000 \\
& .0000
\end{aligned}
\] \\
\hline －icca & 22.0030 & 37．5700 & －37．72：8 & ． 0000 \\
\hline －25cs & 18.0300 & 47.8944 & －32．2883 & －0000 \\
\hline －2̇00 & 24.0000 & 49.8962 & －17．1247 & .0000 \\
\hline ． \(258 i\) & \(3 \mathrm{C.0500}\) & 43.2308 & ．0249 & －0， 0 \\
\hline － 3 dic & 36.0000 & 41.2393 & ．0185 & .0360 \\
\hline ． 3300 & 42.0000 & 47．3544 & －00 00 & ． 2000 \\
\hline － 4 20\％ & 48.5000 & 52.5515 & ． 00.13 & .2000 \\
\hline －4ECu & 54.0500 & 52.2119 & ． 20.6 & ． 1429 \\
\hline －5000 & 66.2200 & 44.3050 & ． 0500 & －29．2715 \\
\hline － 5 503 & 64．0300 & 41.7408 & ． 000 & －37．7522 \\
\hline － 2200 & 72.0000 & 47.590 & ． 0060 & －35．7376 \\
\hline －ESC0 & 78.3300 & 52.6053 & －ueco & －42．7440 \\
\hline ． 7000 & 94．0000 & 44.3357 & ． 0060 & －49．3851 \\
\hline ． 7500 & 90.0000 & 29.0314 & \(.00<0\) & －52．8986 \\
\hline －8500 & Qe．6000 & 22.1897 & ． 000 & －46．6．337 \\
\hline － 2560 & 1020000 & ．0061 & ． 0000 & －41．0401 \\
\hline ．93120 & 114.0505 & ． 0529 & ． 00 co & 44.2647 \\
\hline 1．coco & 120.0000 & ．0014 & － 2714 & －50．3023 \\
\hline 1.0500 & 120．0．305 & ． 00097 & 20.69 ct & －49．1734 \\
\hline 1.1060 & 132.0000 & ． 0003 & 47．9021 & －37．73 24 \\
\hline 1．15c0 & 138．0000 & － 0001 & 45.8959 & －2c．3222 \\
\hline 1．くすご & 144．0000 & ． 00000 & 43.2586 & －． 0982 \\
\hline 1.2500 & 150．6000 & －0000 & 41.2461 & －．0039 \\
\hline 2.3000 & 156．0300 & ． 00000 & 47.3348 & －． 0.318 \\
\hline 1.3500 & 262．0000 & ． 0000 & 52.5520 & －． 0000 \\
\hline 1．4c00 & 108．0000 & ． 00000 & 52.1320 & －． 0004 \\
\hline 1.4300 & 274.0500 & ． 0000 & \(44.30 \leqslant 0\) & －． 0002 \\
\hline 1． 2000 & 180.0000 & －29．1429 & ＋1．74C8 & －． 0001 \\
\hline 1． 2950 & 186．2000 & －29．2713 & 47.59 ED & ． 0000 \\
\hline 1．tclo & 192．0300 & －37．7502 & \(52.66 \pm 3\) & ． 0000 \\
\hline 1．\(E \pm C 0\) & \(198.50 C 0\) & －35．7376 & E2．16 59 & ． 2600 \\
\hline 2.7600 & 204．0009 & －4．-9.3851 & 44.3367 & ． 0000 \\
\hline 1.7500 & 210.0002 & － 52.3986 & 29.6314 & ． 0000 \\
\hline 1.8005 & 216.0000 & -32.8986
-+8.9037 & 16.1347 & ． 20.90 \\
\hline 1.9500 & 222.0000 & －48．9037 & ．00t1 & ． 0000 \\
\hline 1.9000 & 22 E ．0200 & －41．0431 & ． .2029 & ． 0000 \\
\hline 1.9500 & 234.0030 & －44．2867 & ． 0024 & ． 0714 \\
\hline 2.0000 & 240.0000 & －-3.20 .209 & \(.00 \mathrm{C7}\) & 20.6946 \\
\hline 2.6500 & 246.0000 & －-9.1794 & \(.00 \mathrm{C3}\) & 37.5862 \\
\hline 2.1045 & 252．0050 & －99．2754 & .0261 & 47.9521 \\
\hline 2.1500 & 258.0000 & -37.7354
-20.3212 & ．00C2 & 49.8959 \\
\hline 2．2̇Lo & 264．C003 & -20.322
-.0082 & ． 0000 & 43.2325 \\
\hline 2．Es0u & 270.0050 & －． .0038 & .0060 & 41.24 ct \\
\hline 2.3060 & \(27 t .0000\) & －． 0.00318 & .0060 & 47.3598 \\
\hline 2．3きしこ & 282．0030 & －． 0.0018 & \(.80<0\) & 52．5520 \\
\hline c．4ciJ & 258．0200 & －． 00004 & \(.00<0\) & 32.1122 \\
\hline 2．4500 & 294.0000 & －． 00052 & －． .1420 & 44．30：3 \\
\hline 2．ESCO & 300.0200 & －． 00032 & \(-29.2715\) & 41.74 CB \\
\hline 2．Esco & こJt．3900 & －． 0001 & －37．73E2 & 47.5480 \\
\hline C．tcio & 312.0000 & ． 0000 & －35．7376 & \(52.65 \mathrm{S3}\) \\
\hline 2．t503 & \(31: .0000\) & ． 0000 & －41．7440 & 52.1659 \\
\hline 2．7ごこ & 524．2000 & ． 00000 & －49．3851 & 44.3307 \\
\hline 2．7EC & 330.0000 & －0002 & －52．69E0 & 29.632 \\
\hline 2．ECOC & 336.6000 & ． 0.000 & －48．90 5 & 20.129 \\
\hline 2．63ij & 342．4500 & ． .0000 & －+1.04 cl & ． 02 er \\
\hline 2.9000 & 342.6500 & ． 0.0000 & －4t．26t7 & .002 \\
\hline 2．9500 & 354.0000 & ． 2721 & － \(30.58: 3\) & －4．31 \\
\hline 3．CCCi & －1200 & 20.6968 & －53．2tce & .00 t \\
\hline \(3 . \csc 3\) & t．cJ00 & & －40．17：4 & ． 30 c \\
\hline 3．2心0． & i2．C．j09 & 37.0302
67.0 .173 & －37．73： 4 & .300 \\
\hline
\end{tabular}

\begin{tabular}{|c|c|c|c|c|}
\hline 3.200 & 24.c320 & 40.7599 & -2u.3212 & . \(050:\) \\
\hline 3.2:-2 & 31.0000 & 43.2526 & -. 0062 & -3jco \\
\hline 3.jcco & 36.6300 & 41.2401 & -. \(00: 0\) & -0020 \\
\hline 3.2560 & 42.20 400 & 47.3508 & -. 0018 & . 0000 \\
\hline 3.46こ0 & 48.2000 & 52.3520 & -. 206 & .0000 \\
\hline 3.4500 & 54.0300 & 52.1120 & -. 0004 & . 0000 \\
\hline 3.3:30 & 60.6 .3 C & +4.3030 & -.03c2 & -.1429 \\
\hline 3.tsco & 6 6.0000 & 41.7458 & -. 0061 & -29.2715 \\
\hline 3.tcic & 72.0300 & 47.5980 & . 006 & -37.7582 \\
\hline 3.CECO & 75.2040 & 52.6693 & -. \(0: 0\) & -3:.737t \\
\hline 3.7020 & 54.0300 & 52.1659 & . 6060 & -41.7440 \\
\hline 3.7306 & 90.0005 & 44.3307 & .03c0 & -49.3851 \\
\hline E.8cco & 90.0900 & 29.6319 & .00ca & -52.6986 \\
\hline 3.8900 & 102.0000 & 10.1397 & . 0500 & -48.9037 \\
\hline \(3.08 c 0\) & 108.0000 & . 0361 & .0069 & -41.0401 \\
\hline 3.950c & 114.0000 & . 0029 & .00C0 & -44.2667 \\
\hline 4.Eccio & \(12 \mathrm{C.0000}\) & . 0014 & .0714 & -50.5853 \\
\hline 4.Esco & 120.0000 & . 0307 & 20.69 ct & -53.2696 \\
\hline 4.1000 & 132.0000 & . 0003 & 37.5662 & -49.1754 \\
\hline 4.13 co & 138.0500 & . 0001 & 47.9021 & -37.7354 \\
\hline 4.2000 & 144.0000 & . 0001 & 49.8999 & -20.3212 \\
\hline 4.2300 & 130.0500 & . 0000 & 43.2526 & -. 0082 \\
\hline 4.3600 & 153.0000 & . 0200 & 41.2462 & -. 0039 \\
\hline 4.3500 & 152.6000 & . 0000 & 47.3558 & -.0010 \\
\hline 4.4200 & 168.5200 & . 0050 & 52.5520 & -. 0009 \\
\hline 4.4500 & 174.0303 & . 2000 & 52.1120 & -. 0004 \\
\hline 4.50cc & 186.0200 & . 0000 & 44.3020 & -. 0002 \\
\hline 4.2500 & \(28 t .0000\) & -29.1356 & 41.7408 & -. 0001 \\
\hline 4.6000 & 192.0000 & -37.6935 & 47.5960 & -0000 \\
\hline 4.E350 & 178.0000 & -35.7068 & \(52.66: 3\) & -0000 \\
\hline 4.7050 & 204.0000 & -41.7294 & \(52.16: 9\) & .0000 \\
\hline 4.7300 & 210.0000 & -49.3731 & 44.3367 & -0000 \\
\hline 4.85 cc & \(21 t .0030\) & -52.6953 & 29.6314 & -0000 \\
\hline 4.8500 & 222.0500 & -48.9322 & 16.1847 & - 2300 \\
\hline 4.9000 & 228.0000 & -41.0393 & . 00 t1 & . 0300 \\
\hline 4.9500 & 234.0300 & -44.2664 & . 0029 & . 3020 \\
\hline S.coco & 240.0300 & -5c.5851 & . 0014 & . 0000 \\
\hline 5.csco & 246.0000 & -53.2699 & . \(03 C 7\) & 20.6286 \\
\hline 5.2000 & 252.0000 & -47.1733 & . 0063 & 37.5530 \\
\hline E.1500 & 258.0000 & -37.7354 & - 50 CI & 47.8067 \\
\hline 5.2005 & 264.0000 & -20.3212 & . 00 Cd & 49.8925 \\
\hline 5.2500 & 270.0000 & -. 0082 & . 00 co & +3.2491 \\
\hline  & 276.0300 & -. 2039 & .00co & 42.2384 \\
\hline E.3Eco & 292.0000 & -. 0010 & . 00 co & 47.3590 \\
\hline 5.4003 & 288.c500 & -. 0009 & .00co & 52.3526 \\
\hline S.43co & 294.0000 & -. 00004 & .03c0 & 52.1119 \\
\hline S.scco & 30C.030 & -. 0002 & . 20 CO & 44.3049 \\
\hline - 5 gen & 304.0000 & -. 0001 & -29.13=6 & 43.7408 \\
\hline - coce & 312.0030 & . 2005 & -37.35:5 & 47.9960 \\
\hline S.esco & 318.0003 & . 0000 & -35.76t8 & 52.6653 \\
\hline -.7ces & 324.0300 & . 0000 & -41.7254 & 52.1659 \\
\hline E.75co & 330.0300 & . 0000 & -49.37E2 & 44.33 C 7 \\
\hline 5.8006 & 336.0000 & . 2000 & -52.59:3 & 25.6314 \\
\hline -. \(8: 00\) & 342.2000 & . 6000 & -48.90<2 & 10.1897 \\
\hline S.cjec & 342.0500 & . 0000 & -41.23 63 & - Jus1 \\
\hline -.isco & 354.0300 & . 0000 & -44.26t4 & . 0329 \\
\hline c.cico & 306.2000 & . 0000 & \(-50.98=1\) & . 0014 \\
\hline
\end{tabular}

\begin{tabular}{|c|c|}
\hline 3．2030 & 24.5309 \\
\hline 3．2：00 & 36.0000 \\
\hline 2．3ここ2 & 36.0030 \\
\hline 3．354J & \(42.30 \cdot 30\) \\
\hline 3．4030 & 45.0000 \\
\hline 3．4500 & 54.0000 \\
\hline 2．5900 & 60.0000 \\
\hline 3.530 .2 & 6t． 3530 \\
\hline 3．E00J & 72.0030 \\
\hline 3．s®コc & 76.0000 \\
\hline 3．7960 & 84.0900 \\
\hline 3．7500 & 60.0005 \\
\hline 3．esoc & 96．6350 \\
\hline 3.8505 & 102.1000 \\
\hline 3.9200 & 106．0000 \\
\hline 3.9500 & 114.0390 \\
\hline 4．0cco & 120.0300 \\
\hline 4．ascs & 128．0300 \\
\hline 4.1300 & 132.0000 \\
\hline 4．25E0 & 136.0000 \\
\hline 4.2500 & 144.0000 \\
\hline \(4.25 c 2\) & 150．0090 \\
\hline 4.3200 & 25e．coso \\
\hline 4.3506 & 162.0000 \\
\hline 4.4000 & 168.0000 \\
\hline 4．4．00 & 174．0400 \\
\hline 4.5680 & 180.0000 \\
\hline 4．EScc & 18 Ec （000 \\
\hline \(4.60 c 5\) & 192.0000 \\
\hline 4．6500 & 198．0000 \\
\hline 4.7500 & 204．0000 \\
\hline 4.7500 & 210.0000 \\
\hline 4.8000 & 21t．c500 \\
\hline \(4 . e s c y ~\) & \(\underline{22.2000}\) \\
\hline 4.5060 & 228.0000 \\
\hline 4.5505 & 234.0020 \\
\hline 3．c000 & 24C．0000 \\
\hline 9．c：oc & 246．0000 \\
\hline S．İco & 232.0000 \\
\hline S．13cu & 256.0000 \\
\hline S． 2000 & 264．0000 \\
\hline 5.2500 & 270.0000 \\
\hline 5.3000 & 27t．0300 \\
\hline －．35c0 & 282.0000 \\
\hline 5．4c00 & 201.0000 \\
\hline －．4E～ن & 294.0000 \\
\hline 5.5000 & 306．0000 \\
\hline 5．53co & 536.0000 \\
\hline 5．E日c & 312.5009 \\
\hline s．tecs & 318.0300 \\
\hline 5．7002 & 324.6300 \\
\hline －．7500 & 33C．0000 \\
\hline S．escc & 33t．6000 \\
\hline 9．5s00 & 342.6300 \\
\hline －．9c00 & 348．0260 \\
\hline 5．9：co & 354.0030 \\
\hline e．0000 & 360.0005 \\
\hline
\end{tabular}
\begin{tabular}{|c|}
\hline \[
\begin{array}{r}
121.3929 \\
75.0000
\end{array}
\] \\
\hline 121.3225 \\
\hline 140.7221 \\
\hline 146.7221 \\
\hline 121.3525 \\
\hline 75.0030 \\
\hline 121.3523 \\
\hline 140．7221 \\
\hline 146.7221 \\
\hline 121.3525 \\
\hline 79.0000 \\
\hline 25．6793 \\
\hline －46．3525 \\
\hline ． 0000 \\
\hline ． 2000 \\
\hline ． 8030 \\
\hline ． 0000 \\
\hline ． 0000 \\
\hline ． 0000 \\
\hline ． 0000 \\
\hline ． 0000 \\
\hline ．0090 \\
\hline ． 8000 \\
\hline ． 2000 \\
\hline ． 0030 \\
\hline ． 0000 \\
\hline －137．2318 \\
\hline －100．3696 \\
\hline －100．3696 \\
\hline －137．2318 \\
\hline －150．0000 \\
\hline －137．0318 \\
\hline －100．3696 \\
\hline －100．3696 \\
\hline －137．0312 \\
\hline －130．0000 \\
\hline －137．0310 \\
\hline －200．3696 \\
\hline －40．3525 \\
\hline 19.6793 \\
\hline ． 0000 \\
\hline ． 0000 \\
\hline ． 0030 \\
\hline ． 0000 \\
\hline ． 0000 \\
\hline ． 0300 \\
\hline ． 2000 \\
\hline ． 0200 \\
\hline ． 0230 \\
\hline ． 0000 \\
\hline ． 0000 \\
\hline ． 0000 \\
\hline ． 0000 \\
\hline ． 0000 \\
\hline ． 0000 \\
\hline \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline 1：．6743 & －00：3 \\
\hline ． 0010 & ． 0500 \\
\hline ．00＜0 & －2009 \\
\hline ． 0010 & －0009 \\
\hline ． 0060 & ． 0000 \\
\hline ．0010 & ． 0000 \\
\hline ．00＜0 & －130．9000 \\
\hline ． 2060 & －137．0316 \\
\hline ． 0010 & －100．3696 \\
\hline ．0060 & －150．3696 \\
\hline ．00co & －137．2318 \\
\hline ．00co & －230．3000 \\
\hline ．0300 & －137．0318 \\
\hline ．03c0 & －100．3696 \\
\hline ．00co & －100．3696 \\
\hline ．00cs & －237．0310 \\
\hline 75．03co & －150．0000 \\
\hline 121.3325 & －137．0310 \\
\hline 146.7221 & －100．3696 \\
\hline 146.7221 & －46．3525 \\
\hline 121.3525 & 25.6793 \\
\hline 75.0060 & ． 0000 \\
\hline 121.3529 & ． 0000 \\
\hline 146.7281 & －0000 \\
\hline 140.7281 & － 0000 \\
\hline 221.3525 & ．0000 \\
\hline 75．0010 & －0000 \\
\hline 121.3525 & －0000 \\
\hline 146.7221 & ． 0000 \\
\hline 146.7221 & ． 0000 \\
\hline 121．3325 & ． 0000 \\
\hline 75.00 co & ． 0080 \\
\hline 15.6753 & ．0000 \\
\hline －46．3525 & ． 0000 \\
\hline ． 00 co & －0000 \\
\hline ． 00 C0 & ． 0000 \\
\hline ．0300 & ．0000 \\
\hline ．00c0 & 121.3525 \\
\hline ． 0060 & 146.7221 \\
\hline ． 0050 & 146．7221 \\
\hline ．03co & 221.3925 \\
\hline ． 2080 & 73．60c0 \\
\hline ． 0060 & 121.3525 \\
\hline ．00co & 146．7221 \\
\hline ．00co & 246.7221 \\
\hline ．03co & 121.3525 \\
\hline ．0560 & 75．0050 \\
\hline －237．0313 & 121.3525 \\
\hline －100．3696 & 146．7221 \\
\hline －100．3056 & 146．7221 \\
\hline －137．0318 & 121．3525 \\
\hline －13C．00cc & 75.0000 \\
\hline －137．0318 & 25.6793 \\
\hline －200．3690 & －46．3523 \\
\hline －100．364s & ． 0000 \\
\hline －137．0318 & ． 2000 \\
\hline －150．00c0 & ． 0000 \\
\hline
\end{tabular}
high-Speed digital printer plots for
VA, VB, VC
MOTOR PHASE VOLTAGES
\(\mathrm{X} 1, \mathrm{X2}, \mathrm{x}_{3}\)
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\section*{ABSTRACT}

The transmission characteristics of a novel FDM (Frequency-Division-Multiplexing) system have been investigated. This novel system uses a SWAOM (Standing-Wave-Acousto-Opticalmodulator) to produce the carrier frequency and the information is directly modulated onto the laser diode. We have also studied the non-linear characteristics of optical fiber communication systems in general and discovered that the non-linearity is inherent to the optical modulation process. The non-linearity causes serious intermodulations which have prevented FDM systems being widely used for multi-channel information transmission. Our studies show that the proposed FDM system is less susceptible to the non-linear distortion and therefore potentially more efficient in implementing FDM systems.
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\subsection*{1.0 Introduction}

We proposed to investigate a novel FDM (Frequency-Division-Maltiplexing) system for optical fiber communications (OFC). This novel system [1,2] can be implemented in several ways. One implementation uses a SWAOM (Standing-Wave-Acousto-Optical-modulator) to produce the carrier frequency and the information is modulated directly onto the laser diode. Another approach incorporates a Mach-zehnder interferometer with a TWAOM (Traveling-Wave \(A O M\) ) and injection-locked lasers [1,2]. Because of the time limitations, We have investigated only the first system. The results are applicable to the second system.

Our objectives were to build and to evaluate the new modulation system and to study its operational characteristics. The important tasks to be accomplished were to study the system nonlinearities and to improve high frequency detections. We have
built a transmitter using the new technique and a receiver employing a parallel resonant circuit as the load to the photo detector. The system performed very well and better than we had ever expected. The picture received by the new system is better than a similar system using the conventional modulation method (Fig. 1) when compared side-by-side in the laboratory. Even though we cannot yet give quantitative comparisons between the two systems, nevertheless, we are confident that this system is suitable for simultaneous analog and digital information transmissions. Previous experiments were done using only digital signals.

We also studied the non-linearity of optical transmission systems. We discovered that the non-linearity, therefore the intermodulation, is resulted from the way the optical signal is modulated and to a less degree on device non-linearities widely believed in the literatures. We have done some experiment to verify our theory. The experimental results re consistent with the theory. This suggests that the new system is more suitable for \(F D M\) applications than the conventional method.

\subsection*{2.0 The SWAOM System}

The novel modulation system is shown Fig. 2. The laser beam is directly modulated by signal. In our experiment, the signal is a standard \(T V\) video analog signal. The modulated laser beam is collimated by the lens Li. A wavefront-correction-optics
(WCO) may be used to correct the wavefront distortion of the laser diode. We did not use the corrector. The collimated laser beam is then passing through a standing wave AO modulator (SWAOM) at the Bragg angle. The diffracted beam is focused by lens L2 and coupled into the optical fiber for transmission. The SWAOM is driven (CW) at one half of the TV carrier frequency. We used channel \(6(82-88 \mathrm{MHz})\). So the SWAOM was driven at 42 MHz . The SWAOM effectively modulate the optical beam at the right carrier frequency ( 84 MHz ) for channel 6. A photo-detector with a parallel resonant circuit as its load was used to detect the signal. We believe the parallel resonant circuit "neutralizes" the capacitance of the photo detector and improved the signal quality. The output of the photo-detector conforms with a standard TV signal which can be either first amplified or connected directly to a TV set. The pictures received are shown Fig. 3. (The original picture was in color).

This system is effectively a DSB (Double-Side-Band) modulation with the carrier being suppressed. We shall call this modulation system as the DBM (Double-Beam-Modulation). The system offers many advantages and we shall discussed some of them later in this report.

An Intra-Action Model SWM-40 modulator (SWAOM) was used for the experiment. The video source was from an Apple it computer. We also used TV cameras and other video signal sources and obtained equally good results. The \(0.5-\mathrm{Km}\) multimode fiber had an
attenuation of \(5-6 \mathrm{db} / \mathrm{Km}\) at the .83 um .
3. Non-1inearity Study

One of the objectives of our studies was to investigate the non-linear characteristics of optical fiber transmission systems in general and for the proposed system in particular. The presence of any system non-linearity will not only distort the signal, but also for a FDM system it introduces severe intermodulations. The source of these intermodulations has widely believed in the current literatures to be from device non-linearities. We have looked this problem from a different point of view and discovered that the non-linearity is of more fundamental nature than simply from the device non-linearities. We will present a simplified description here.

In electrical circuits and/or communication systems, the electrical quantities which are to be modulated are either the voltage or the current. The same quantities are transmitted according to known physical laws through the medium, such as a cable or in the open air and received and then detected. Therefore it is clear that if there is a non-linearity in the system, it must be from the devices in the transmitter or the receiver. The situation is different in optics. The quantity that can be detected and converted to an electrical signal (current or voltage) is the light intensity but not the amplitude of the electric or magnetic field. Therefore in order to reproduce an un-
distorted electrical signal, we must modulate the intensity of the light linearly, but not the amplitude of the fields. Since the intensity is proportional to the square of the field, the latter is therefore modulated to the square root of the modulating signal. Since it is the fields that propagate and obey the Maxwell' equations, we should look the propagation properties from this point of view.

Indeed, if we look from this point of view, the optical fiber is inherently non-linear. This non-linearity is particularly exemplified in a multi-mode fiber system. A simple explanation is given below. We are now in the process of preparing a paper on this subject.

For a multi-mode fiber system, the information bandwidth is limited by modal dispersions. In electrical communications, we have accustomed to transmit information up to the system's band limit. We continue to operate the optical fiber system in the same fashion. In an optical fiber system, since the electrical field is not linearly modulated, signal transmission near the band limits will introduce distorsions. The explanation is simple. A non-linearly modulated electric field contains many higher order harmonics. These high frequency components (harmonics) are attenuated more by the fiber system and therefore not received equally by the receiver. The electric field without the higher order harmonics results in non-linear distortion in the output. If more than one signal are transmitted, the signals re-
ceived suffers not only distortions but also severe intermodulations. This is one of the more important objectives we proposed to investigate. To the best of the author's knowledge, the source of the non-linearity of the optical fiber system has not been discussed in any details in the public literatures.
\(1 f\) the theory we suggested is correct, we can test this easily with experiments. It is clear that if the bandwidth of the fiber system is much large than the maximum frequency of the signal, there should be no or very little non-linearities (except Erom the electronic devices). On the other hand, if the maximum signal frequencies extend near or belong fiber cut-off frequency, the distorsion will become very severe. This is also true for intermodulations. Since the intermodulation is more easily detected, we have designed experiments to verify the theories.
4. Intermodulation Investigations

When two or more signals are send through a non-linear system, such as the optical fiber system, new frequencies are produced. These frequencies cause interferences and are undesirable. This is known as intermodulation. Measuring the intermodulation, \(i . e ., m e a s u r i n g\) or detecting the new frequencies, is a very efficiency way to evaluate a system's linearities. As we have discussed previously, at low frequencies, an optical fiber system can be considered linear. The non-linearity increases as the signal frequencies approach the cut-off frequency.

\begin{abstract}
The experiments we did were the following. We set up a conventional optical fiber system which consists of a laser diode transmitter, an optical coupler, 1 km (or 400 m ) fiber with a cut-off frequency of \(50 \mathrm{MHz}-\mathrm{km}\), and an optical detector/amplifier. The test equipment includes signal generators and spectrum analyzers. The experiments were conducted in the following fashion. We first combine two signals of low frequencies ( 10 kHz and 30 kHz ). The combined signal was analyzed with the spectrum analyzer. Now appreciable intermodulation. was observed. The combine signal was then applied to the input of the laser diode transmitter to modulate the laser beam. The laser beam was then coupled into the optical fiber of 1 km in length and the output at the receiving was detected. The detected signal was analyzed again with the same spectrum analyzer. Again no appreciable intermodulations were observed. The results are shown in Fig. 4. Experiments were also performed at a higher frequency of 70 mHz using slight different method. The original 70 mHz signal was first analyzed to assume that it did not contain spurious harmonics. The detected signal was again analyzed. Large harmonics were indeed observed at 140 and 210 mHz (the second and third harmonics). The results are shown in Fig. 5 and consistent with the theory. We altered the high frequency experiments because we did not have the suitable signal generators and spectrum analyzer at hand at that time. However, at a higher frequency the distortions were quite large and thus could be more easily measured. In all the experiments, we carefully adjusted
\end{abstract}
the operating point of the laser, so that it was operated in a linear region.

Since all the electronic equipment was operated under nearly identical conditions except at different frequencies, we conclude that the frequency dependent non-linearities must be from the optical fiber system. It is clear from the above discussions that when a laser is modulated at higher frequencies, the signals are subjected to more distortions that those at lower frequencies. In conventional \(F D M\) systems, the optical carrier must be modulated at very high frequencies in order to accommodate more channels. This inevitably introduces severe intermodulations which can no longer be tolerated in a practical system. This is why such conventional \(F D M\) systems have never been put into practical use. The conventional FDM system have only been used for FM modulated channels. The FM modulated FDM system requires more bandwidth and needs special transmitting and receiving equipment and therefore. incompatible with the standard \(T V\) transmission systems.

On the other hand, for the newly proposed modulation scheme, the optical carrier is modulated at only baseband frequencies and the high frequency carrier is generated by the SWAOM. This high frequency generation method is fundamentally different from the electronic modulation methods. The high frequency is the result of the interference of two optical waves created by the SWAOM. This is electronically equivalent to the suppressed carrier modulation (Double-Side-Band modulation

\begin{abstract}
without the carier). For the conventional modulation system, more than one half of the laser energy is in the unnecessary carrier which is, however, generated automatically. We therefore conclude that the new modulation system is a more efficient way for optical FDM systems. It has lower non-linear distortions because the laser is modulated at much lower frequencies. It has lower detection noise because the unnecessary carrier is automatical suppressed. A more detailed theory and implementation techniques are being developed.
\end{abstract}
5. Conclusions and Discussions

We have investigated a new FDM scheme suitable for optical fiber communications. The FDM system employs a novel modulation technique using a SWAOM. The new modulation method was compared with the conventional direct current modulation method. The new method appeared to produce better pictures. The new method also has lower distortion and possible lower noise. We plan to study the related theories in more details and also to do more experimental work. We plan to submit a proposal for the investigations in the near future.
1. U.S. Patent No. 4, 210,803, July 1, 1980. Inventor: C.S. Ih assignee: the University of Delaware.
2. C. S. Ih, Feasibility and Requirements for Dispersion Compensation in Coherent FOC, Optical Waveguide Sciences Proceedings of the international Symposium, Kweilin, China, June 20-23, 1983 Martinus nijhoff Publishers, 1983.
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\section*{Abstract}

The thermal properties of portable liquid system have been inveatigated. The cooling system consigts of an ILC-Dover 1iquid-cooled garment (Model 00016814-D1-01) (LCG), a beat aink/heat exchanger unit (ESHE) and a circulating pump. The overall beat transfer coefficient for the LCG is determined using data from the experiments conducted on human subjects. The requirements for cooling capacity of the f ges is stated. It is proposed that the heat exchanger should consist of aingle shell-multiple aluminum tube pass heat exchanger. The shell contains a frozen medium (ice). The freezing and melting process is fully discussed and relations for the evaluation of the freezing time and melt down period is developed. The arrangement of tubes for the enhancement of the freezing time is configured.

This study suggests that the ILC-Dover garment provides sufficient cooling to satisfy the demands of the groundcrew personnel. It is also shown that the thermal effectiveness of the ESAE unit drops sharply during the initial state of the melt down. It is proposed that the design of heat exchanger should be based on the final stages of melting process.
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\section*{AN EXPERIMENTAL STUDY OF TBE PORTABLE LIQUID-COOLED SYSTEY}

\section*{I. INMRODICPION}

In the event of chemical warfare, the USAP groundcrew personnel are expected to perform their assigned combat duties. A completely impermeable environment must be created to protect these personnel against chemical warfare agents. This requirement can be achieved either by encapsulating the entire operational environment (macro-environment) or by encapsulating each individual groundcrew member in a micro-environment. It is already established that the latter is a more practical and cost effective method of operation. Therefore, the groundcrew personnel are required to wear chemical defense gear while performing their duties during chemical warfare situations.

Although the chemical defense attire is designed to protect the personnel from chemical agents, it also places additional thermal stress on the men, as the metabolic heat generated by the body cannot be directly dissipated into the environment.

Under normal conditions, the cooling of the body is by means of evaporation, convection, conduction and/or irradiation. The studies [1-3] have shown that conductive or liquid cooling provides the most effective method of cooling for the situation under consideration. In fact, the majority of recent efforta have been conducted in this area.

In this conductive method, a liquid-cooled vest is placed in direct contact with the body. The vest contains tubes or channel network panela which come into direct contact with the heat source (body). A cold liquid (cooler than the body temperature) circulates throughout the tubing channel network.

Heat will be conducted through the walls of tubing or channel network of the vest due to the temperature gradient between the body's skin temperature and the inner surface of the tubing. Depending on the relevant heat transfer parameters (surface temperature, liquid mean temperature, the length of tubing, available heat transfer area, etc.), a portion or all of the metabolically generated heat will be removed from the body, thereby reducing or alleviating the thermal stress.

For continuous cooling, it is clear that the cooling system must operate in a cycle. Because of the possibility of chemical contamination of the working fluid in an open cycle, it becomes necessary that the working fluid flow in a closed-looped, cyclic process. The heat gains by the traveling liquid must be removed at some point in the cycle. A refrigeration unit, thus, may be used to achieve this requirement.

Since the groundcrew personnel must be able to move about freely to conduct their combat duties, an additional constraint is placed on the design of the cooling system. Therefore, a portable cooling unit has been suggested. This cooling unit must be both portable and lightweight. Based on weight limitations on the heat sink and the liquid-cooled system as a whole, the
present trend in design is toward the use of reuseable ice packs as heat sinks.

The portable cooling systeme, in general, consist of vest, a pump, a heat exchanger unit (BED) and a control display unit for the control of temperature and fluid flow. The working fluid is pumped through the veat and removes heat from the body. The warm liquid then enters the heat exchanger unit where it comes into indirect contact with ice (through a bladder, wrapped around the ice cartridge or through a tubing coil that is in contact with the melting ice).

In recent years, the efforts of investigators at the 0.S. Air Force have been concentrated on evaluating the effect of cooling on humans by three (3) available portable cooling systeme. These included the cooling system designed and manufactured by the Engineering physics Department of the Royal Aircraft Establishment (RAE) in Farnborough, Rampshirey ILC Doverg and the Life Support Systems, Inc. (LSSI), Mountain View, California. The majority of studies conducted on these systems have dealt with the physiological effects of cooling on humans. The inviability and impracticality of the ILC cooling system is discussed in \([3,4]\).

Current USAP efforts are directed toward the reevaluation and design improvement of 1 iquid-cooled systems.

\section*{II. ORTEGPIVAS}

In a study conducted during the summer of 1983 at The School of Aerospace Medicine at Brooks Air Force Base (USAF SAM/VAC) we evaluated the "LSSI" cooling syatem. A number of design inadequacies were encountered which we reported in [5]. We also made recommendations for the improvement of the system.

We showed that each cartridge of ice used as a heat aink in the \({ }^{-}\)ISSI" cooling system provided 340 kJ of cooling capacity (or 680 \(k J\) of cooling capacity for the two ice cartridges used in the cooling system). We suggested that for the groundcrew personnel performing duties which fall in the range of medium to heavy work, (440-703 \(W\) metabolic heat output)[6], the heat sink in this system would provide only \(16-26\) minutes of cooling before complete melting occurred) if all metabolically generated heat were removed.

The results of our experiments also indicated that under most favorable conditions, the "LSSI" vest could remove only 170 watts of generated body heat. Disaipation at this rate was not sufficient to relieve the thermal stress of groundcrew personnel performing moderate work. The experiments on personnel involved in some type of activity also showed that both the skin and rectal temperatures rose while this system was utilized. We also investigated other shortcomings of the LSSI system and reported them in [5].

Studies and experiments conducted on human subjects, using the

LSSI cooling systen, have indicated that this system does not provide gufficient cooling power and comfort for the groundcrew personnel to conduct combat duties. The basic research conducted within the Crew Technology Division specifies that the liquid condition garment must be capable of removing up to 500 W (430 \(k C a l / h r)\) of metabolic heat generated by the groundcrew personnel.

The recent efforts by the Crew Technology Division at Brooks Air Force Base have been directed toward the design of a new liquidcooled system that can satisfy the cooling reguirements of the groundcrew personnel. The staff at the Crew Technology Division have conducted a series of experiments on human subjects wearing the ILC Dover liquid-conditioned garment (Model 00016814-D1-01) [7]. The reaults of these experiments have shown that the ILC Dover is capable of removing up to \(535 \mathrm{~W}(460 \mathrm{kcal} / \mathrm{hr})\) of metabolically generated heat.

In the present effort, the study was divided into the following tasks:
(1) Eqaluation of overall heat transfer coefficient for the ILC Dover liquid-conditioned vest (Model 00016814-Dl-01)
(2) Design consideration of heat sink (heat exchanger)
(3) Evaluation of the freezing time of the heat sink
(4) Developement of heat transfer relations
(5) Determination of thermal effectiveness of the system
III. A BRIER DESCRIPAION OP TAE RORTABLE LIOUID-COOLED SYSTEEM

The liquid-cooled system under consideration is a closed-loop,
man-mounted, fully portable system which consists of three main units: liquid-conditioned vest and hood; beat sink (heat exchanger unit); and pump and control valve. The liquidconditioned vest and hood contain a series of short, parallel glastic tubing to be worn in direct contact with the skin. The heat sink (heat exchanger), the pump and the control valve are stationed on a back pack. The vest and hood are connected to the heat sink by an umbilical. The pump is powered by a small, rechargeable battery. This battery must provide at least one hour of continuous operational power.

The coolant fluid (mixture of water and antifreeze) is pumped through the tubing within the system and circulates through the vest, hood and heat sink-heat exchanger system. A schematic description of the system is sketched in Fig. 1.
IV. COOLING CAPACITY OF TAE SYSTEM

The cooling capacity of the system is determined by the amount of ice present in the heat sink-heat exchanger unit. The Crew Technology Division specifies that the minimum heat capacity of the heat sink shall be 1280 Btu (1350 kJ). This will provide approximately 45 minutes of cooling at a rate of 500 W heat removal. The medium used in the heat sink is usually ice with some additive to prevent corrosion or to retard expansion in the solidification process. The heat sink, therefore, must have the capacity for at leagt \(4 \mathrm{~kg}(8,9)\) of water in order to satisfy this requirement.

\section*{V. TAERYAN EVALUATION OF TBE YEST}

The ILC Dover liguid-conditioned vest consists of a series of short tygon tubing parallelly connected. The inside and outside diameter of the tubes are \(1 / 16^{\prime \prime}\) and \(1 / 8^{\circ}\), respectively. The pressure drop across the vest (without the hood and connectors) is 0.59 Psi at a flow rate of \(1.0 \mathrm{l} / \mathrm{min}\). The pressure drop for the vest with the hood and connectors is 1.5 Psi at \(1.0 \mathrm{l} / \mathrm{min}\) flow rate.

A series of experiments were conducted by the staff at the crew Technology Division of The School of Aerospace Medicine (Brooks Air Force Base) [7] on human subjects wearing this vest.

The vest was connected to an in-house manufactured heat sink-heat exchanger unit [8] in a closed system loop. A recirculating pump was used to supply the vest with liquid coolant. The coolant was a solution of 20\& propylene glycol-80\% water mixture. A flow meter was placed in the loop to monitor the flow rate. Two thermisters were used to measure the inlet and the outlet temperatures of the coolant. Additional surface thermisters were placed beneath the vest to monitor the skin temperature. The inlet temperature, outlet temperature, skin temperature and coolant flow rate were observed and recorded periodically.

The rate of heat removal by the vest was calculated, using the relation:
\[
\begin{equation*}
\dot{q}=\dot{m} c_{p}\left(T_{\text {out }}-T_{i n}\right) \tag{1}
\end{equation*}
\]
where
\[
\begin{aligned}
\dot{q} & =\text { the rate of heat removal } \\
\dot{\text { ii }} & \text { coolant mass flow rate } \\
c_{p} & \text { specific heat of the coolant } \\
T_{\text {in }} T_{o u t}= & \text { the veat inlet and outlet temperatures, } \\
& \text { respectively. }
\end{aligned}
\]

During the steady state circulation of the liquid coolant, the inlet temperature varied between \(2^{\circ} \mathrm{C}\) and \(12.5^{\circ} \mathrm{C}\). The mean sk in temperature during this period was in the range \(25.5^{\circ} \mathrm{C} \leqslant \mathrm{T}_{\mathrm{gk}} \leqslant\) \(31.5^{\circ} \mathrm{C}\).

The calculated rate of heat removal was in the range 97 to 450 kcal/hr (113-525 W) depending on the garment inlet temperature. Only the data corresponding to the inlet temperaturea of \(2^{\circ} \mathrm{C}\) to \(6^{\circ} \mathrm{C}\) were considered in the ongoing analysis, since the higher temperatures indicated that the ice inside the heat sink-heat exchanger was probably completely melted.

The heat transfer rate also may be evaluated from the relation:
\[
\begin{equation*}
\dot{q}=U A \text { (LMTD) } \tag{2}
\end{equation*}
\]
where
\(U\) = the overall heat transfer coefficient of the vest
A = the surface area of tubing in contact with the skin
LMTD = the log mean temperature difference
\[
\begin{equation*}
L_{\text {MTD }}=\frac{\left(T_{s k}-T_{\text {out }}\right)-\left(T_{s k}-T_{i n}\right)}{\ln \left[\left(T_{s k}-T_{\text {out }}\right) /\left(T_{s k}-T_{i n}\right)\right]} \tag{3}
\end{equation*}
\]
where \(T_{i n}\), Tout, and \(T_{s k}\) are the inlet temperature, outlet temperature and akin mean temperature, reapectively.

It is assumed that the skin temperature does not vary much along the contact area with the tubing. Therefore, combining equations (1). (2) and (3), the product of \(O\) and \(A\) can be written as:
\[
\begin{equation*}
U A=\dot{\mathbf{m}} c_{p} \ln \left[\left(T_{s k}-T_{i n}\right) /\left(T_{s k}-T_{o u t}\right)\right] \tag{4}
\end{equation*}
\]

The experimental data corresponding to the inlet temperatures in the range of \(2^{\circ} \mathrm{C}\) to \(6^{\circ} \mathrm{C}\) were used in Eq. (4) to evaluate סA. It was determined that in this range of inlet temperatures, the product UA has an average value of \(16.64 \pm 2.69 \mathrm{w} /{ }^{\circ} \mathrm{C}(14.31 \pm\) \(2.31 \mathrm{kcal} / \mathrm{hr}{ }^{\circ} \mathrm{C}\) ).
VI. DESIGN CONSIDERATION ROR TAE BEAT SINTS-GENT EXCHANGER HNLT (RSBE)

The Crew Technology Division specifications requires that the liguid-cooled garment (LCG) meet the following performance specifications:
a) provide at least \(1,000 \mathrm{Btu} / \mathrm{hr}(293 \mathrm{~W})\) of cooling when the cooling system is adjusted for maximum cooling;
b) the inlet temperature of the liquid coolant into the garment shall be less than \(50^{\circ} \mathrm{F}\left(10^{\circ} \mathrm{C}\right)\);
c) the coolant flow rate through the garment shall be 8 GPG ( \(0.5 \mathrm{l} / \mathrm{min}\) ):
d) the pressure drop across the garment shall not exceed 10 Psi ( 69 kPa ).

The experimental data on the ILC－Dover LCG indicates that this garment satisfies the above specifications．Therefore，this garment may be adopted for use in a liquid－cooled system and the thermal requirements of this garment shall be considered in the design of the \(⿴ 囗 ⿱ 一 一\) SEE unit．

Harrison and Belyavin［9］have suggested that the efficiency of liquid－cooled garments in heat removal drops when skin temperature drops below \(30^{\circ} \mathrm{C}\) ．They argue that when the gkin temperature drops below this，the blood vessels in human subjects contract，reducing the blood circulation，and hence reducing the rate of heat removal from the body＇s core．Thus，for maximum cooling effect，the skin temperature should be maintained in the range of \(30-37^{\circ} \mathrm{C}\) ．

The experimental data on the ILC－Dover liquid－cooled garment indicates that for the inlet temperature in the range \(2^{\circ} \mathrm{C}\) to \(6^{\circ} \mathrm{C}\) ，the average skin temperature may be correlated as
\[
T_{s k}=27.8+0.26 T_{\text {in }} .0^{\circ} \mathrm{C}
\]
or
\[
\begin{equation*}
\mathrm{T}_{\mathrm{sk}}=73.72+0.26 \mathrm{~T}_{\text {in }}, \mathrm{o}_{\mathrm{F}} \tag{5-b}
\end{equation*}
\]

It should be noted that the correlation of the average skin temperature data involves a degree of uncertainty．The average skin temperatures were computed from measurements made at only a few skin sites．However，the deviations between the temperature measurements at various sites were small．Thus，although equation（5）is not highly accurate，it provides a useful
approximation for the relation between \(T_{g k}\) and \(T_{\text {in }}\).

Equation (5) suggests that to maintain the skin temperature above \(30^{\circ} \mathrm{C}\), the inlet temperature of the coolant into the garment shall not drop below 8.5 \({ }^{\circ}\) C. To provide a cooling effect, the temperature must also be less than \(35^{\circ} \mathrm{C}\).

The refreezing time period for the \(B S H E\) unit is an important logistic concern. Currently, the Crew Technology Division is in the process of developing a fully portable support system for the man-mounted, liquid-cooled system. This support system will be employed for the refreezing of the \(\mathrm{f} \boldsymbol{\mathrm { f }} \mathrm{fa}\) unit. The specifications for the refreezing system, therefore, mus- also be considered in the design of the \(\mathrm{BS} 日 \mathrm{E}\) unit. The heat sink must meet the following requirements during the refreezing process:
a) the rate of heat removal shall be at least \(1600 \mathrm{Btu} / \mathrm{hr}\) (469 W) 8
b) the coolant fluid must be the same for both the portable and the support syatems;
c) the inlet temperature of the coolant into the heat sink shall be less than \(15^{\circ} \mathrm{F}\left(-9.5^{\circ} \mathrm{C}\right)\);
d) the coolant fiow rate into the heat sink must exceed 50 GPB (3.2 1/min).

The heat sink exchanger unit used in the experiments conducted on the ILC-Dover garment was built in-house at The School of Aerospace Medicine. This single shell, 32 tube pass heat exchanger consisted of two parallel paths of 0.25 in. O.D., 0.18 in. I.D. aluminum tubing. Each path of tubing was 17.5 ft . long
and was formed in a series of 0 -shapes 8 in . high. The distance between two vertical branches of tubing was approximately 1 in. These tubings were enclosed in a container approximately 10 in . long and 5 in . wide. The container was insulated and was encased in a wooden box. Four kg of water (ice) were used in the container to provide a heat sink medium.

During the freezing period, the tube side of the heat exchanger was connected to a constant temperature bath containing a solution of 50\& propylene glycol-50s water mixture. During the freezing period, an attempt was made to maintain the temperature of the bath at \(-5^{\circ} \mathrm{C}\). A pump was used to circulate the coolant through the tubing at a rate of \(0.75 \mathrm{l} / \mathrm{min}\). An average of 2 hours and 40 minutes was required to completely solidify the water in the container.

For a given coolant inlet temperature, the rate of heat removal decreases with an increase in the thickness of the ice crust around the tubing. Therefore, the arrangement and the orientation of the tubing in the heat exchanger unit greatly affects the freezing time. To illustrate this point, let us compare the tubing configuration in two heat exchanger units. Horizontal cross sections of tubing in two heat exchanger units are shown in Fig. 2. In Fig. \(2(a)\) the vertical tube branches form a network of squares, while in Fig. \(2(b)\) the center of the tubes form a network of equilateral triangles. In each case, the distance between the center of the two nearest tubes is indicated by p. The shaded area represents the contribution of each tube in the freezing process. \(x\) is the distance between the center of
the tube and the point that freezes last in the heat exchanger. In Pig. \(2(a), x=\sqrt{2} p / 2\) and in Fig. \(2(b), r=\sqrt{3} p / 3\). It can readily be shown that the shaded area in Pig. \(2(a)\)
\[
\begin{equation*}
A=R^{2}\left[2(x / R)^{2}-\pi\right] \tag{6}
\end{equation*}
\]
and the shaded area in Fig. \(2(b)\)
\(A=R^{2}\left[3 \sqrt{3}(I / R)^{2 / 2}-\pi\right]\)
where \(R\) is the outer diameter of the tube. For practical purposes, it is clear that the values or \(r / R \geq(/ 2)^{1 / 2}\) for the first beat exchanger and \(r / R \geqslant[2 \pi /(3 \sqrt{3})]^{1 / 2}\) for the second heat exchanger.

The comparison of Eqs. (6) and (7) indicates that the formation of solid per unit length of tubing is larger in the second heat exchanger than the first, if the value of \(r\) and \(R\) are the same in both heat exchangers. This suggests that the tubing configuration in Fig. \(2(b)\) enhances the complete solidification time. In fact, the tubing arrangement in Fig. \(2(b)\) produces the most efficient heat exchanger since the last point to freeze in the heat exchanger is at equal distance to the centers of all adjacent tubing.
VII. GEAT TRANSEER RGLATLONS USED IN TAE DESIGN OF GEAT SINRbEAT EXCHANGER UNLT

When a sub-freezing coolant is passed through the tubing in a heat exchanger filled with a heat sink medium (water), a layer of
ice will form on the outer surface of the tubes. The temperature gradient between the liquid coolant and water in the heat exchanger results in heat flow from the water towards the subfreezing coolant fluid. The removal of the latent heat of solidification, at the liquid-ice interface, is equal to the heat tranaferred to the coolant if we neglect the heat capacities of the tubing wall and the ice crust. We further assume the liquid to be at freezing temperature. The removal of the latent heat of fusion results in continuous growth of the ice layer around the tubing. This process proceeds until the solidification of water in the heat exchanger is complete.

The temperature distributions for the solidification and melting process around a cylinder are shown in Fig. 3.

If we consider uniform physical properties throughout the solid shell (negligible change of enthalpy), it can be shown that the time, \(t\), required to form a layer of ice of thickness, \(\sigma\), can be represented by
\[
\begin{align*}
& t_{s}=\frac{\rho_{f} h_{i f} r^{2}}{2 k_{i}\left(T_{f}-T_{b}\right)}\left(\ln \left(r / R_{0}\right)+\left[1-\left(R_{0} / r\right)^{2}\right]\right. \\
& \left.x\left\{\left(k_{i} / k_{t}\right) \ln \left(R_{0} / R_{i}\right)+k_{i} /\left(R_{i} \bar{h}_{c}\right)-1 / 2\right\}\right\} \tag{8}
\end{align*}
\]
where
\(\rho_{f} \quad=\) the density of freezing liquid
\(h_{\text {if }} \quad=\) the latent heat of fusion for freezing liquid
\(k_{i}, k_{t}=\) the thermal conductives of ice and tubing wall, respectively
\(R_{i}, R_{0}=\) the inside and outside radil of tubing, respectively
\(r\)
\(=R_{\mathbf{o}}+\delta\)
\(T_{f} \quad=\) the freezing point temperature of the heat aink medium
\(\mathbf{T}_{b} \quad=\) the bulk temperature of the circulating coolant
\(\bar{h}_{c} \quad=\) the average heat transfer of the circulating fluid

For the melting process, a similar equation may be developed and the melt down period may be represented as
\[
\begin{align*}
& t_{m}=-\frac{\rho_{i}}{} h_{\text {if }} r^{2} \\
& 2 k_{f}\left(T_{b}-T_{f}\right)  \tag{9}\\
& x\left[\left(k_{f} / k_{t}\right) \ln \left(r / R_{0}\right)+\left\{1-\left(R_{0} / r R_{i}\right)+k_{f} /\left(R_{i} h_{c}\right)-1 / 2\right]\right\}
\end{align*}
\]
where
\[
\begin{aligned}
\rho_{1} & =\text { the density of frozen medium } \\
k_{f} & =\text { the thermal conductivity of melt }
\end{aligned}
\]

Equation (8) represents the minimum solidification time since the change of enthalpy was neglected through the solid shell (assumed \(\left.c_{p i} \Delta T / h_{i f} \ll 1\right)\). The real solidification time is always greater than the one presented by Eq. (8). Martin (IO] has suggested an empirical correction relation to calculate the real solidification time from the minimum values calculated by the "quasi steady-state solutions". For cylindrical coordinates this relation can be expressed as
\[
\begin{align*}
& t_{\mathrm{B}, \text { real }} / t_{\mathrm{B}, \mathrm{~min}}=1+\frac{1}{2}\left(\frac{\mathrm{Bi}}{1+\mathrm{Bi}}\right)^{2 / 3} \\
& \times\left(\sqrt{1+\frac{4}{\mathrm{Ph}}}-1\right) \tag{10}
\end{align*}
\]
where Bi and Ph are biot and phase change numbers, respectively. For the cylindrical case under study, the dimensionless quantities can be represented as
\[
\begin{equation*}
B 1=\frac{\left(k_{t} / k_{i}\right)}{\ln \left(R_{0} / R_{i}\right)+k_{t} /\left(R_{i} \bar{h}_{c}\right)} \tag{11}
\end{equation*}
\]
and
\[
\begin{equation*}
\mathrm{Ph}=-\frac{\rho_{f} \mathrm{~h}_{\mathrm{if}}}{\rho_{i} \mathrm{C}_{\mathrm{p} i}\left(\mathrm{~T}_{\mathrm{f}}-\mathrm{T}_{\mathrm{b}}\right)} \tag{12}
\end{equation*}
\]
where \(C_{p i}\) is the specific heat of the frozen medium.

The evaluation of the real melt down period is more complicated since, in addition to the change of enthalpy, natural convection occurs in the molten media. However, for practical application, Eq. (9) provides a reasonable approximation for the melt down period. The heat transfer coefficient, , \(\bar{h}_{c}\), in Eqs. (8) and (9) depends on the flow characteristics of the circulating fluid in the tube. For the smallest inside tube diameter ( \(D_{i}=0.065\) in.) and a flow rate of up to \(5.0 \mathrm{~L} / \mathrm{min}\) ( 78 GPM ), the Reynolds number, falls below 10,000. Reynolds number is defined as
\[
\mathrm{Re}_{\mathrm{D}}=\rho \mathbf{u} \mathrm{D} / \mu
\]
where \(\rho, u\), and \(\mu\) are the fluid density, average velocity, and viscocity respectively. Re \(<10000\) characterizes the fluid flow in the laminar and transition regimes. To obtain turbulent flow, either one must increase the flow rate or reduce the tube diameter, which in either case increases the pumping requirements
of the heat exchanger.

In the transition regime (Rep between 2,300 and 10,000 , the fluid flow is highly unstable and the values for the heat transfer coefficient and friction factors vary considerably from system to system. Thus, it is suggested that the heat transfer equipment be designed so that it operates outside the transition regime [ll]. Therefore, only laminar fluid flow treatment was employed in the design of the heat sink/heat exchanger unit. Depending on the fluid properties and tube configurations, the following quantities were used to evaluate the heat transfer coefficients, \(\bar{h}_{C}\).
a) for laminar, fully developed isothermal pipe [12]
\[
\begin{equation*}
\overline{N u}_{D}=\bar{h} D / k=3.66 \tag{13}
\end{equation*}
\]
if \(L / D>0.05 \operatorname{Re~} \mathrm{Pr}\)
where \(D, L, k\) and \(P r\) are insidetube diameter, tube length, fluid thermal conductivity and Prandtl number,
\[
P r=\mu_{p} c_{p} k
\]
respectively.
b) for laminar, thermal entry length isothermal pipe 〔13!
\[
\begin{equation*}
\overline{N u}_{D}=1.86[\mathrm{Pe} D / L]^{1 / 3}\left(\mu_{b} / \mu_{W}\right) 0.14 \tag{14}
\end{equation*}
\]
if \(L / D<0.05\) Pe and \((P \in D / L)^{1 / 3}\left(\mu_{b} / \mu_{w}\right)^{0.14} \geq 2.0\). \(\mu_{b}\) and \(\mu_{w}^{\mu}\) are the fiuid viscosities evaluated at bulk temperature and wall temperature, respectively. pe is the peciet number and is defined as

With the exception of \(/ \underset{w}{ }\) all other properties in Eqs. (13) and (14) are evaluated at average bulk temperature.

The pressure drop in a fully developed laminar flow in a pipe ( \(L / D>0.05 R e_{D}\) ) can be evaluated from the relation
\[
\begin{equation*}
P=\rho-\frac{u^{2}}{2}\left[f(L / D)+\sum K\right] \tag{15}
\end{equation*}
\]
where \(u\) is the average flow velocity, \(x\) is constant for minor losses (bends, elbows, etc) and the friction factor, f, for fully-developed flow is defined as
\[
\begin{equation*}
f=64 / R e_{D} \tag{16}
\end{equation*}
\]
VIII. COOLANI SELRCTION

The coolant fluid must possess a melting point that is lower than the freezing point of the heat sink medium so it does not freeze when the system is in operation. Therefore, a coolant that consists of a solution of water and some antifreeze agent can meet this requirement if water is used as the heat sink medium. There are a number of antifreere solutions available comercially. We considered solutions of propylene glycol-water mixture to be utilized as liquid coolant. The freezing points for 10, 20, 30,40 and 508 by weight pure-propylene glycol agent are 27, 18, 8, -7, and -25 degrees Farenheit, respectively. However,
the Crew Technology Division specifications required that the freezing point of the coolant should not fall below - \(20^{\circ} \mathrm{E}\). Therefore, a solution of 40 propylene glycol-60t water may be used as the working fluid to satisfy the above requirements. The following linear relations were developed to express the variation of apecific gravity, specific heat and the thermal conductivity of this coolant fluid as a function of operating mean temperature.

The specific gravity may be expressed by
\[
\begin{equation*}
\text { SG }=1.052-2.4 \times 10^{-4} \mathrm{~T} \tag{17}
\end{equation*}
\]

The specific heat may be evaluated from
\[
\begin{equation*}
c_{p}=0.881+1.33 \times 10^{-4} \mathrm{~T}, \mathrm{Btu} /(\mathrm{lbm} . \mathrm{F}) \tag{18}
\end{equation*}
\]

The thermal conductivity is represented by
\[
\begin{equation*}
k=0.235+1.0 \times 10^{-4} \mathrm{~T}, \mathrm{Btu} /(\mathrm{hr}, \mathrm{ft}, \mathrm{~F}) \tag{19}
\end{equation*}
\]

In Eqs, (17), (18) and (19) the temperature, \(T\), is in \({ }^{\circ} \mathrm{F}\).

Andrade equation [15] was used to correlate the viscosity of the coolant. The relationship between the liquid viscosity and the temperature is expressed as
\[
\begin{equation*}
\mu=10^{-6} A \rho^{1 / 3} \times \exp (C \rho / T) \tag{20}
\end{equation*}
\]
where \(A\) and \(C\) are constant and can be determined from known properties at two states, using the following relations
\[
\begin{equation*}
c=\frac{\ln \left(\mu_{1} \prime \mu_{2}\right)+1 / 3 \ln \left(\rho_{2} \prime \rho_{1}\right)}{\rho_{1}\left(T_{1}-\rho_{2}\left(T_{2}\right.\right.} \tag{21}
\end{equation*}
\]
and
\[
\begin{equation*}
A=10^{6}\left(\rho_{1}\right)^{-1 / 3} \exp \left(-c \rho_{1} / T_{1}\right) \tag{22}
\end{equation*}
\]

The viscosities of the coolant solution at \(32^{\circ} \mathrm{F}\) and \(68^{\circ} \mathrm{F}\) [14] were used in Eqs. (21) and (22) and the following values were obtained for \(A\) and \(C\), respectively.
\[
A=0.804,(1 \mathrm{bm})^{2 / 3} / \mathrm{s} \text { or } 0.4746,(\mathrm{~kg})^{2 / 3} / \mathrm{s}
\]
and
\[
c=58.36, \mathrm{ft}^{3}-\mathrm{R} / \mathrm{lbm} \quad \text { or } \quad 2.024, \mathrm{~m}^{3}-\mathrm{K} / \mathrm{kg}
\]
IX. TAERYAL ANALYSLS OP GSBE UNIT DURING REEREEZING PERIOD

The time required to completely refreeze the heat sink medium is of great concern in chemical warfare situations. The complete solidification period depends mainly on the thermal capacity of the refreezer used in the support system. The thermal analysis of the refreezing system is beyond the scope of the present study. However, for a given refreezer, the tube size and arrangement in the HSHE unit greatly influence the complete solidification time. We have demonstrated that tube arrangements illustrated in Fig. 2(b) will enhance the efficiency of ESBE unit for the freezing process. Therefore, the ongoing analysis is based upon such tube configuration.

In preceding discussions we have suggested that extreme coution must be used in thermal analysis of heat transfer equipment that


operate within the transitional range of the fluidflow regime （2300＜Red \(<10000\) ）．For a coolant fuid at \(10^{\circ}\) F and flow rates in the range 0.5 to \(5.0 \mathrm{l} / \mathrm{min}\) the Reynolds number for fiuid flow through a number of comercially available thin－walled aluminum tubes［14］were evaluated and the results are tabulated in Table 1．In order to operate in the laminar flow regime， Table lindicates that for a \(1 / 8 \mathrm{in}\) ．OD tube，the coolant flow rate has to be below \(3.0 \mathrm{l} / \mathrm{min}\) ．At higher flow rates，the tubing in the heat \(B S E E\) unit must be split into two parallel paths．

If it is desired to base the design of the \(⿴ 囗 ⿱ 一 一\) gas unit on the freezing time requirement，Eqs．（7，8）and（10－12）may be applied to determine the length and the size of tubing necessary to completely solidify the heat sink medium within this time constraint．We developed a computer program to achieve this goal． The pertinent relations for heat transfer during the freezing period（discussed in the preceding sections）were used in this program．The input variables included the coolant flow rate and operating bulk temperature，and the tube size（I．D．and O．D．）．In addition，we based our calculations on a freezing period of one bour－－the time required for complete solidification of 4 kg of water in the BSaE unit．

For each combination of input variables，the length of tubing and the size of the heat sink（volume of ice plus the tubing） were valuated．Selected resulte are presented in Figs． 4 and 5 for comparison．For a coolant flow rate of \(1.5 \mathrm{l} / \mathrm{min}\) and coolant bulk temperatures varying in the range of \(-5^{\circ} \mathrm{F}\) to \(\mathbf{2 5}^{\circ} \mathrm{F}\) ，

Fig. 4 represents the size of the heat exchanger (volume of ice and tubing) as a function of the tube size (O.D.). Figure 4 indicates that the heat exchanger volume increases with the size of the tubing.

Based on one hour freezing time and a coolant flow rate of \(\mathbf{1 . 5}\) 1/min, Fig. 5 indicates that the size of the heat exchanger (or the volume of the tubing in the heat exchanger) increases with the coolant operating bulk temperature. Figure 5 also shows that the heat exchanger size increases with the tube size (O.D.). The dependency of the size of the heat exchanger on the tube size is more pronounced at higher coolant bulk temperature.


When in operation, the \(H S H B\) unit must satisfy the thermal requirements of the ILC liquid-cooled garment. The rate of heat removal by the garment can be evaluated from the relation
\[
\begin{equation*}
\dot{q}_{G}=\epsilon_{G} m C_{p}\left(T_{g k}-T_{i n}\right) \tag{23}
\end{equation*}
\]
where
m the mass flow rate of circulating coolant fluid
\(z_{p}=\) the specific heat of coolant fluid
 by Eq. (5) )
\(T_{\text {in }}=\) the inlet temperature of coolant into the garment and \(\epsilon_{G}\) is the effectiveness of the LCG and can be evaluated from the expression
\[
\begin{equation*}
\epsilon_{G}=1-\exp (-M)_{G} \tag{24}
\end{equation*}
\]

NrO in the "number of transfer units" and is defined ass
\[
\begin{equation*}
\operatorname{NrO}_{G}=\left(!\mathbb{N}=\mathbf{C}_{\mathbf{P}}\right)_{\mathbf{G}} \tag{25}
\end{equation*}
\]

It was shown that the average value of OA for the ILC garment is equal to \(16.64+2.69 \mathrm{w} /{ }^{\circ} \mathrm{C}\).

It is clear from Eqs. (24) and (25) that the effectiveness of the LCG varien with the flow rate of the liquid coolant. The effect of coolant flow rate, in the range of \(0.1-1.01 / m i n\), on the thermal effectiveness of the ILC liquid-cooled garment is illustrated in Fig. 6. The figure shows that the garment's effectiveness decreases with an increase coolant flow rate. Assuming an inlet temperature of \(8.5^{\circ} \mathrm{C}\) and employing Eqs. (5) and (23-25), the rate of heat removal was evaluated for coolant flow rates in the range 0.1-1.0 \(1 / \mathrm{min}\). The results are ploted in Fig. 7. It indicates that the ability of the ILC liquid-cooled garment to remove heat from the body increases with the liquid flow rate. Pigure 7 also shows that for coolant flow rates greater than \(0.8 \mathrm{l} / \mathrm{min}\), the rate of heat removal by the garment does not change significantly with the flow rate.

The garment outlet temperature can be determined by combining Eqs. (1) and 23) and it is expressed as
\[
\begin{equation*}
T_{\text {out }}=\epsilon_{G}\left(T_{s k}-T_{i n}\right)+T_{i n} \tag{26}
\end{equation*}
\]

The rate of heat transfer to the heat sink can be evaluated from the relation:
\[
\begin{equation*}
\dot{q}_{h x}=h x\left(T_{\text {out }}-T_{i}\right) \tag{27}
\end{equation*}
\]
where \(T_{i}\) is the melting temperature of the frozen medium in the ESEE unit and
\[
\begin{equation*}
\mathrm{NrO}_{h x}=(U A)_{h x} / m c_{p} \tag{28}
\end{equation*}
\]

A is the heat transfer area of tubing in the heat exchanger unit and \(U\) is the overall heat transfer coefficient, expressed as:

where
\[
\begin{aligned}
\mathbf{R}_{1}, R_{0}= & \text { the inside and outside diameter of tubing, } \\
& \text { respectively } \\
= & \text { the distance between the liquid-solid interface and } \\
& \text { the center of tubing } \\
k_{f}, k_{t}= & \text { thermal conductivity of the melt and tube wall, } \\
& \text { respectively } \\
\bar{h}_{c} \quad= & \text { average convective heat transfer coefficient of the } \\
& \text { circulating coolant fluid. }
\end{aligned}
\]

Equation (29) suggests that the overall heat transfer coefficient, \(U\), depends on the location of the liquid-solid interface moving boundary in the heat exchanger. Therefore, for a fixed coolant flow, the heat exchanger effectiveness varies with time as the melting process progresses in the heat exchanger unit and as the layers of melt surrounding the tubing
in the heat exchanger grows.

To satisfy the thermal requirements of the ILC garment, the rate of the beat transfer into the heat sink medium must be equal to the rate of beat removal by the garment. Thus, by combining eqs. (23), (26) and (27), it can be shown that the heat exchanger effectiveness may be represented by:
\[
\begin{equation*}
\epsilon_{h x}=\frac{\epsilon_{G}\left(T_{s k}-T_{i n}\right)}{\epsilon_{G}\left(T_{s k}-i n\right)+\left(T_{i n}-T_{i}\right)} \tag{30}
\end{equation*}
\]

Therefore, for a given garment flow rate and inlet temperature, the required effectiveness of the 日SBE can be determined from Eq. (30). For a garment inlet temperature of \(8.5^{\circ} \mathrm{C}\), the variation of heat exchanger effectiveness with flow rate is shown in Fig. 6. The required heat transfer surface in the heat exchanger (or the length of tubing) thus can be determined by combining eqs. (27) and (28).

For coolant flow rate equal to \(0.51 / m i n\) and a garment inlet temperature equal to \(8.5^{\circ} \mathrm{C}\), the following quantities were determined for the garment:
NTU \(=0.514\)
\(\mathbf{G}=0.402\)
\(\mathbf{q}=279.9 \mathrm{~W}\)
\(\mathbf{T}_{\text {Bk }}=30^{\circ} \mathrm{C}\)
\(\mathbf{T}_{\text {Out }}=17.2^{\circ} \mathrm{C}\)

For various tube sizes, and based on the garment's thermal requirements we evaluated the minimum requirements for the length
and the volume of tubing in the heat exchanger unit at the start of the melt－down period（the liquid－solid interface at outside surface of tubes）．The results are presented in Table 2．This table indicates that the size of the heat exchanger increases with the tube size．The quantities in Table 2 represent the minimum requirements for the design of a heat exchanger at the start of the melt down period．However，the effectiveness of the heat exchanger varies with time．The influence of the melting process on the effectiveness of the heat exchangers is presented in Fig．8．This figure shows that effectiveness decreases with progress in the melting process．

Notice the sharp drop in the effectiveness of the heat exchanger unit during the initial stage of the melt down period．This suggests that the rate of heat transfer into the beat sink medium drops sharply after a short period of time．Therefore，a liquid－ cooled system will not provide sufficient cooling if the design of the \(⿴ 囗 十 一\) SHE unit is based on the initial state of the melting process．Figure 8 also shows that the variation of effectiveness with time becomes insignificant during the final stages of the melting process．This suggests that，in the design of heat exchangers，the determination of the required length of tubing should be based upon the latter stages of the melting process．

Further obervation of Fig． 8 indicates that the use of larger size tubes in the \(B S H E\) results in greater effectiveness values during the melt down process．However，we have shown that a larger size tubingincreases the size of the heat exchanger． Therefore，there exists a trade－off：the effectiveness vs．the
heat exchanger size. Depending on the requirements, one might be favored over the other.

We have shown that the design of the \(B S E E\) involves a number of trade offs. The requirements of freezing time and the rate of heat removal during the melt down period are the greateat concerns of the engineer designing the \(B S B E\) unit. questions arise as to whether the design should be based upon the time requirements for complete solidification of ice, or if it should be based on the rate of heat removal during the system's operational period. We feel that the ability of the liquidcooled system to remove heat is the main purpose of the design and that it should be the primary concern of the designer to meet this requirement.

\section*{XI. smynary and conctidions}
1) The liquid-cooled system has been described as a closed-loop, fully portable system which consists of three main units:
- liquid conditioned vest and hood.
- heat sink/heat exchanger (HSEE) unit.
- pump and flow control valve.
2) The experimental observations have revealed that the ILC Dover liquid cooled garment can provide up to 525 W of cooling power.
3) The effective overall heat transfer coefficient for the ILC liquid cooled garment has been determined to be equal to \(16.64 \pm 2.69\).

4）The proposed \(日 S B E\) unit consists of a single shellmultiple tube pass heat exchanger．Four kg of ice in the shell side provides 1350 kJ of cooling capacity for the system．The coolant passes through the tube side of the heat exchanger．

5）The arrangement of tubes in the heat exchanger according to the \(F i g\) ． \(2(b)\) configuration minimizes the freezing time of the heat sink medium．

6）The freezing and melting processes in the heat exchanger have been investigated．Relations for heat transfer during these processes have been developed：
－The freezing time is given by Eqs．（8）and（10）．
－The melt down period is expressed by Eq．（9）．
7）The thermal effectiveness of the \(⿴ 囗 ⿱ 一 一 厶 儿 B E\) unit drops sharply during the initial stages of the melt down period．

8）The design of the \(B S E E\) unit should be based on the the final stages of the melting process．
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\section*{LISK OP TABLER AND ETGURES}

Table l. The variation of Rep with the flow rate and tube size for 40 propylene glycol-60t water solution at \(10^{\circ} \mathrm{F}\)

Table 2. The required length and volume of tubing at the start of the melt down period. Garment outlet temperature = \(17.15^{\circ} \mathrm{C}\), coolant flow rate \(=0.51 / \mathrm{min}\)

Fig. 1. The schematic description of a liquid cooled System
Fig. 2. Comparison of two possible tube Arrangements in a \(H S E E\) unit

Fig. 3. Temperature distribution in the solidification and melting process around a cylinder. For melting process positions of liquid and solid are exchanged and \(T_{b}\) is greater than \(\mathrm{T}_{\mathrm{i}}\)
 Table 2 for corresponding I.D. Coolant flow rate \(=1.5\) l/min.
 temperature. Coolant flow rate \(=1.5 \mathrm{l} / \mathrm{min}\).

Fig. 6. The influence of flow rate on thermal effectiveness.
Fig. 7. The effect of coolant flow rate on the rate of heat removal by ILC Dover liquid cooled garment. \(T_{i n}=\) \(8.5^{\circ} \mathrm{C}\).

Fig. 8. The influence of the melting process and the tube size on the thermal effectiveness of the 日SEE unit. Coolant flow rate \(=0.51 / m i n\).

Table 1. The variation of Rep with the flow rate and tube size for 40\% propylene glycol-60\& water solution at \(10^{\circ} \mathrm{F}\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline O.D. & 1/8 & 1 & \multicolumn{2}{|l|}{3/16} & 1/4 & & \multicolumn{2}{|l|}{5/16} & \multirow[t]{2}{*}{3/8} & & 1/2 & 1 \\
\hline & \multirow[t]{2}{*}{0.1275} & & \multicolumn{2}{|l|}{\multirow[b]{2}{*}{0.19}} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{10.2485}} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{0.2485}} & & \multicolumn{2}{|r|}{\multirow[b]{2}{*}{0.436}} & \\
\hline I.D. & & 1 & & & & & & & 0.311 & & & \\
\hline Iflow rate & & & \multicolumn{2}{|r|}{\multirow[t]{2}{*}{\(\mathrm{Re}_{\mathrm{D}}\)}} & \multicolumn{4}{|l|}{\multirow[t]{2}{*}{\(=u_{\text {ave }}{ }^{\text {d }}\) /}} & & & & \\
\hline \(1 \mathrm{l} / \mathrm{min}\) & , & & & & & & & & & & & \\
\hline 0.5 & 410 & I & 209 & I & 140 & & 107 & & 87 & & 61 & \\
\hline 11.0 & - 820 & 1 & 418 & 1 & 280 & , & 214 & 1 & 171 & 1 & 122 & \\
\hline 11.5 & 1230 & 1 & 627 & 1 & 421 & , & 322 & 1 & 257 & 1 & 183 & \\
\hline 12.0 & 1639 & 1 & 836 & 1 & 561 & 1 & 499 & 1 & 343 & 1 & 244 & \\
\hline 12.5 & 1 2049 & 1 & 1045 & 1 & 701 & 1 & 536 & 1 & 428 & 1 & 306 & \\
\hline 13.0 & 2459 & 1 & 1254 & 1 & 841 & 1 & 643 & I & 514 & I & 367 & \\
\hline 13.5 & 2869 & 1 & 1463 & 1 & 982 & I & 750 & , & 600 & 1 & 428 & \\
\hline 14.0 & 3279 & 1 & 1672 & , & 1122 & I & 858 & , & 685 & 1 & 489 & \\
\hline 14.5 & - 3689 & 1 & 1881 & 1 & 1262 & I & 965 & , & 771 & 1 & 550 & \\
\hline 5.0 & - 4099 & 1 & 2090 & 1 & 1402 & 1 & 1072 & 1 & 857 & 1 & 611 & \\
\hline
\end{tabular}

Table 2. The required length and volume of tubing at the start of the melt down period. Garment outlet temperature = \(17.15^{\circ} \mathrm{C}\), coolant flow rate \(=0.5 \mathrm{l} / \mathrm{min}\)
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\begin{abstract}
Apparent stress intensity factors are found for short fatigue cracks emanating from filled fastener holes by the Anderson-James backcalculation technique. Empirical formulas for the stress intensity factor as a function of crack length are also derived. For crack lengths of 0.01 inches ( 0.25 mm ) to 0.2 inches ( 5 mm ), the empirical formulas agree well with accepted solutions of cracks radiating from a hole in a plate loaded in remote tension. For crack lengths less than 0.01 inches ( 0.25 mm ) the accepted solutions diverge from those derived herein. It is found that the stress intensity factor is independent of the crack initiation site, load level, fastener fit, load transfer through the fastener and drilling technique. Also, the "short crack effect" reported by other investigators was not corroborated.
\end{abstract}
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\section*{I. INTRODUCTION}

\begin{abstract}
Most fatigue cracks originate in regions of high stress concentrations that are caused by notches, holes, or sudden changes in geometry. Fastener holes are one of the most common sources for the initiation and subsequent growth of fatigue cracks in aircraft structures. For example, the General Dynamics \(F-16\) has over 250,000 fastener holes. Thus, the knowledge of the growth behavior of a flaw from such a stress concentration is self-evident. Fracture mechanics provides a basis of quantifying the behavior of a crack, from the initiation of the flaw to the final failure of the structural component. The principal assumption of fracture mechanics is that the stress field surrounding the crack tip governs crack behavior. The stress field may be characterized by a quantity known as the stress intensity factor (SIF), which is a measure of magnitude of the stress field in the neighborhood of the crack tip. The SIF is a function of several variables, such as the crack length, the specimen geometry, and the type of loading.

The principal cause of failure of aircraft structural components is the fatigue growth of a microscopic crack to a critical crack size. Because of a major portion of a component's fatigue life occurs during the formation and growth of short cracks, considerable attention has been recently directed to the study of this kind of crack. Various studies suggest an irregularity in the growth of short cracks (1-11). It has been shown by several
\end{abstract}
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authors (6,7) that the growth rate for a short crack is relatively high at the onset of crack propagation and then decreases for a period, after which monotonic growth rates are observed. This is contradictory to the smooth and monotonic growth rates observed for longer cracks (Figure 1).
This study examines the crack growth data from experiments performed by Noronha et al. (12). Using the data from the above work this study then addresses two questions. The first question asks what are the effects of the load level, fastener fit, load transfer and crack initiation sites upon the SIF of a flaw emanating from a fastener hole. The second question asks if conventional SIF solutions to cracks emanating from fastener holes indicate an apparent short crack effect (SCE). The SIF solutions obtained in this study are purely empirical and are derived by statistical methods.
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\section*{II. LITERATURE REVIEW}

\subsection*{2.1 RADIAL CRACK EMANATING FROM A FASTENER HOLE}

The first analytical solutions of the stress field surrounding a cadial crack emanating from a central circular hole in an infinite plate loaded in remote uniform tension were derived by Bowie (13), and Tweed and Rooke (14). Bowie's solution was based upon a complex mapping technique, while Tweed and Rooke's solution was based upon a Fredholm equation derived from integral equations.

Other solutions to the above problem that are empirical in nature are given by Grandt (15), and Kirby and Potter (11). Grandt represented the SIF solution by a least squares approximation to Bowie's solution. However, no attempt was made by Grandt to account for the three dimensional nature of the flaw. Kirby and potter used a least squares analysis together with the paris growth law to obtain an apparent SIF from data of crack length and flight hours. The data used in Kirby and Potter's study was obtained from Noronha et al. (12) and was for cracks emanating from a filled fastener hole with different pin clearances and load transfer through the fastener.

\subsection*{2.2 SHORT CRACK EFFECT (SCE)}

Pearson (l) was one of the first investigators to report the short crack effect. He grew surface flaws with initial lengths
of 0.002 inches \((0.051 \mathrm{~mm})\) in \(B S\) L65 and DTD 5050 aluminum alloys under bending loads. It was found that when the observed crack growth rates were correlated with \(\Delta R\), they were not only faster than previously seen for longer cracks, but also displayed a much reduced if not nonexistent threshold. Since the crack front of these short center cracks were semicircular in shape, the conventional SIF for a semicircular crack (16) was used to reduce the fatigue crack growth data.

The SCE has subsequently been confirmed for different mater ials and conditions (2-7). Explanations to the SCE observed by various authors are crack closure (2,3), violation of the underlying continuum mechanics (4), and the plastic region surrounding the crack (6,7).

Cook and Edwards (2) studied short cracks in notched 2L65 aluminum alloy specimens under constant and variable amplitude loading. Measurements of corner cracks emanating from holes were taken down to crack lengths of 0.0004 inches ( 0.01 mm ) using replicas. Under constant amplitude loading short crack anomalies were identified positively at zero mean stress. However, for fully repeated loading, these anomalies were almost completely absent. Clear short crack anomalies were also identified under variable amplitude loading. Edge cracks emanating from notches were studied by Fisher and Sherratt (3). Typical initial crack lengths of 0.003 inches ( 0.08 mm ) were measured by eddy current methods. Fatigue crack growth was measured in two notched En3A and BS970 mild steel speci-
mens under conditions of constant and random amplitude loading. The analysis showed that constant-amplitude fatigue crack growth rates are principally related to \(\Delta K\) and random loading fatigue crack growth rates were principally related to the root-mean-square value of \(\Delta K\). They also observed apparent high initial crack growth rates.

Another explanation of the SCE other than crack closure is the violation of the continuum requirements (4). It was shown that the use of conventional fracture mechanics concepts to characterize small cracks resulted in behavior which differed from that of long cracks. This difference was attributed to the breakdown of the underlying continuum mechanics assumptions. Thus, in the predictir, short crack growth, Hudak projected that conventional SIF solutions were doomed to fail. However, Lankford (5) tested hot rolled AISI 4340 steel specimens using fractography to measure crack growth rates. He found that by taking into account the debonded inclusions he could correlate the observed crack propagation rates with that predicted by linear elastic fracture mechanics (LEFM) over the entire growth rate region. The correlation was valid down to microstructural dimensions.

The plastic zone around crack tip has also been used to explain the SCE, Leis and Forte (6) studied the behavior of physically short cracks in notched aluminum and steel plates. They observed a decreasing and then increasing crack growth rates in the growth of physically short cracks. It appeared to be caused by the plastic
field at the notch and the control condition local to the crack tip. Leis and Galliher (7) also observed this behavior in 2024 aluminum alloy with initial crack lengths of 0.001 inches \((0.025\) mm ). The solution for the SIF was determined by compounding SIF solutions for corner and through the thickness cracks.

Although the above studies indicate a SCE, there is contradictory evidence. This is seen from two separate sets of papers. El Haddad et al. introduced the notion of an effective crack length \(\ell_{0}(8,9)\). Other contradictory evidence is given by papers examining the data from a study by Noronha et al. (12).

El Haddad et al. (8) redefined the stress intensity factor in terms of the physical crack length plus an effective crack length \&o. Thus, if the SIF solution is used to correlate short crack results, the discrepancy between short and longer crack results is eliminated. Furthermore, if this effective length is incorporated into the solution then elastic and elastic-plastic fracture mechanics solutions can be modified to predict the SCE. Straight forward calculations of \(\Delta J\) values of the G40.11 and 1015 steel data were performed and the results were plotted against the crack growth rate (9). The data obtained from different notches and for different load levels shows excellent agreement with the long crack data for both 1015 steel and G40.11 steel. By recomputing both \(\Delta K\) and \(\Delta J\) to include this \(\ell_{o}\) concept, a closer correspondence between long and short crack growth rates resulted. However, this technique
is subjected to two objections. First, because of the empirical nature of this effective crank length, it can not be used on a general basis to make short crack data consistent with the trends seen for long cracks. Second, no satisfactory physical significance has been ascribed to this empirical quantity, \(\ell_{0}\). Noronha et al. (12) obtained data for cracks emanating from filled fastener holes under a \(0 \%\) and \(15 \%\) load transfer through the fastener. Because the crack that caused the failure was fractographically traced to its origin, crack lengths of 0.001 inches \((0.025 \mathrm{~mm})\) were routinely observed. It should be noted that the fastener holes in these specimens were not preflawed. Thus, the flaw growth behavior in the above study represented the growth behavior of cracks found in service. In a subsequent study using data from Noronha et al. (12). Potter and Yee (10) showed that the crack growth ratns were smooth and monotonic and no SCE was observed. They suggested it may be possible that the preflaw procedure was reponsible for the \(S C E\) seen by other investigators. In another study using the same data, Kirby and potter (11) determined an empirical relationship between the crack length an an apparent SIF. The results showed that there existed an exponential relationship between the crack length and the apparent SIF. They also observed that the underprediction of the SIF for short cracks could cause an apparent SCE.

\section*{III. METHODOLOGY}

\subsection*{3.1 FATIGUE TEST DATA}

The basic crack growth data for the current study were obtained from the Noronha et al. study (12) which was d signed to evaluate the influence of the fastener hole quality on the structural durability of a 7475-T7351 aluminum alloy. The load spectrum used was based upon a fighter load history. At fracture, the flaw causing the failure was fractographically traced to its origin. Fatigue crack growth data were collected periodically at constant time increments of 400 flight hours (the length of the repeating load block). The origination of the failure flaw was also recorded. From the above test, it was observed that flaws initiated from one of the following sites: the bolt hole, the chamfer corner, the radius corner or the mating surface (Figure 2). Four test series (QPF, XQPF, HYWPF, LYWPF) from the Reference 12 were examined. The QPF series had a \(0 \%\) load transfer through the fastener. The Q stands for a Quackenbush Drilled/Reamed procedure which produced a clearance of 0.0005 inches, the \(P\) for proper drill speeds, coolant and feeds, and the for fighter load history. The XQPF, HYWPF and LYWPF series were \(15 \%\) load transfer through the fastener. The W stands for a Winslow Spacematic Drill procedure which produced a clearance of 0.002 inches, the \(H\) for a high stress level ( 40.8 ksi ), and the \(L\) for a low stress level ( 30.4 ksi ). All other test series

had maximum load levels of 34 ksi . The YWPF series used an improved drilling technique in which the bit was allowed to rotate during extraction. This technique minimized the scratches induced on the bolt hole.

\subsection*{3.2 BASELINE DATA}

The fatigue growth rate constants \(C\) and \(n\) were obtained from a study in Wilkinson and Potter (Figure 3). It should be noted that typical growth rates for the specimens examined in this study ranged from \(10^{-7}\) to \(10^{-4}\) inch/fir. hr. Thus, it was necessary to extrapolate the growth rate constants obtained from Wilkinson and Potter (17) to \(10^{-7}\) inch/flt. hr. Examination of the growth rate versus crack length for the specimens studied indicated no abnormal behavior in the growth of these short cracks for the range of growth rates considered. Thus, the extrapolation above is justified. The material used by the above study was 7075-T651 aluminum. The baseline fatigue tests were performed under the same fighter load history spectrum as that in Noronha et al. study.

\subsection*{3.3 APPARENT STRESS INTENSITY FACTORS}

The familiar Paris growth law (18) was used to obtain the apparent SIF from the fatigue crack growth data. The crack growth rate is related to the SIF by the following:
\[
\begin{equation*}
\frac{d a}{d F}=c(\Delta K)^{n} \tag{1}
\end{equation*}
\]
where \(C\) and \(n\) are growth rate constants. The Anderson-James backcalculation technique (19) was also used to obtain \(\Delta K\). The principal assumption of this technique is that at any given instant the crack growth rate is associated with a unique value of the SIF. The procedure for applying the technique is as follows:
(1) Raw data of crack length and flight hours are obtained.
(2) The crack growth rate \(d a / d F\) is determined in terms of the quantities in step 1 by applying the ASTM seven point incremental polynomial method (20).
(3) With the growth rate constants \(C\) and \(n\), and a crack growth rate da/dF associated with individual crack length, the quantity \(\Delta K\) for each crack length is calculated by:
\[
\begin{equation*}
\Delta K=10^{\frac{1}{n}(\log d a / d F-\log C)} \tag{2}
\end{equation*}
\]

This technique has been successfully applied by Schjive (21) to determine the \(S I F\) for corner cracks from a loaded pin hole. The apparent SIF (Kapp) was defined as
\[
\begin{equation*}
\text { Kapp }=\frac{\Delta K}{1-R} \tag{3}
\end{equation*}
\]
where \(R\) is the load ratio based upon a root mean square average of the load spectrum. For tests run under constant amplitude loading, Kapp would correspond to the maximum SIF (Kmax).

\subsection*{3.4 LINE OF BEST FIT}

Upon examination of Kapp versus crack length in logarithmic space (Figures 4-7), it was apparent that the following relationship existed:
\[
\begin{equation*}
K a p p=A(a)^{B} \tag{4}
\end{equation*}
\]

The constants \(A\) and \(B\) were determined by a least squares analysis. The above equation provided a means for comparing the effects of crack initiation site, load transfer, load level and fastener fit on the apparent SIF.

\subsection*{3.5 SHORT CRACK EFFECT}

The question of whether short cracks grow differently than long cracks was resolved by examining a plot of the crack growth rate versus the apparent stress intensity factor. Normal crack growth should appear as smooth, continuous and monotonically increasing in the above graph. By examining how conventional SIF would have handled the data by Noronha et al. (12), an explanation to the SCE seen by other investigators may be postulated.
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Figure 5. Apparent Stress Intensity Factor for XQPF, 25 Specimens.
\[
\text { Figure 6. Apparent Stress Intensity Factor for HYWPF, } 10 \text { Specimens. }
\]
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\subsection*{4.1 APPARENT STRESS INTENSITY FACTORS}

With regard to an apparent SIF, this study is performed to establish a correlation between the apparent SIF (Kapp) and the crack length (a). With exception of 9 out of 70 tests as shown by figures 4, 5, 6 and 7, the data for each series ( \(\mathrm{QPF}, \mathrm{XQPF}\), HYWPF, LYWPF) fall within \(\pm 10 \%\) of the mean beahvior of that series. These figures indicate a high degree of repeatability. This is substantiated by the high coefficient of correlation ( \(r\) ) for each set of tests, typically \(r=0.96\). With the exception of 4 out of 14 cases, the coefficient of correlation was greater than 0.95 for each fitted line. Table 1 tabulates the apparent \(S I F\) as the line of best fit according to the power relationship given in Equation 4 and the corresponding coefficient of correlation for each series and crack initiation site.

\subsection*{4.2 EFFECT OF CRACK LOCATION}

To determine the influence of crack location upon the apparent SIF solution, the crack length versus the apparent SIF was plotted for each of the initiation sites for the three series (XQPF, HYWPF, LYWPF) respectively (figures \(\mathbf{8 - 1 0}\) ). The solid lines represent the empirical relations derived between crack length and Kapp for
Table 1. Apparent SIF for Crack Initiation Site
\begin{tabular}{|c|c|c|c|c|}
\hline \[
\begin{aligned}
& \text { INITIATION } \\
& \text { SITE }
\end{aligned}
\] & \begin{tabular}{l}
QPF \\
28 Specimens
\end{tabular} & \begin{tabular}{l}
XQPF \\
25 Specimens
\end{tabular} & \begin{tabular}{l}
HYWPF \\
10 Specimens
\end{tabular} & \begin{tabular}{l}
LYWPF \\
7 Specimens
\end{tabular} \\
\hline All Sites & \[
\begin{aligned}
\text { Kapp } & =10.034 \mathrm{a}^{0.183} \\
\mathbf{r} & =0.970
\end{aligned}
\] & \[
\begin{aligned}
\mathrm{Kapp} & =10.791 \mathrm{a}^{0.215} \\
\mathbf{r} & =0.909
\end{aligned}
\] & \[
\begin{aligned}
\text { Kapp } & =13.936 \mathrm{a}^{0.198} \\
\mathbf{r} & =0.961
\end{aligned}
\] & \[
\begin{aligned}
\text { Kapp } & =11.017 a^{0.225} \\
r & =0.971
\end{aligned}
\] \\
\hline Bolt Hole & & \[
\begin{aligned}
\text { Kapp } & =12.167 \mathrm{a}^{0.238} \\
\mathbf{r} & =0.923
\end{aligned}
\] & \[
\begin{aligned}
\text { Kapp } & =14.485 \mathrm{a}^{0.204} \\
r & =0.973
\end{aligned}
\] & \[
\begin{aligned}
\text { Kapp } & =9.408 a^{0.183} \\
r & =0.995
\end{aligned}
\] \\
\hline Chamfer Corner & & \[
\begin{aligned}
\text { Kapp } & =12.054 \mathrm{a}^{0.262} \\
\mathbf{r} & =0.924
\end{aligned}
\] & \[
\begin{aligned}
\mathrm{Kapp} & =9.931 \mathrm{a}^{0.101} \\
\mathbf{r} & =0.994
\end{aligned}
\] & \[
\begin{aligned}
\text { Kapp } & =9.553 a^{0.190} \\
\mathbf{r} & =0.973
\end{aligned}
\] \\
\hline Radius Corner & & & \[
\begin{aligned}
\text { Kapp } & =13.844 a^{0.195} \\
r & =0.988
\end{aligned}
\] & \\
\hline Mating Surface & & \[
\begin{aligned}
\text { Kapp } & =9.926 \mathrm{a}^{0.194} \\
\mathbf{r} & =0.840
\end{aligned}
\] & \[
\begin{aligned}
\text { Kapp } & =13.990 a^{0.232} \\
\mathbf{r} & =0.990
\end{aligned}
\] & \[
\begin{aligned}
\text { Kapp } & =11.275 \mathrm{a}^{0.217} \\
\mathbf{r} & =0.957
\end{aligned}
\] \\
\hline
\end{tabular} and Corresponding Coefficient of Correlation

Figure 8. Influence of the Crack Initiation Site Upon the Apparent SIF, XQPF Series.
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Figure 10. Influence of the Crack Initiation Site Upon the Apparent SIF, LYWPF Series.
the various crack initiation sites. The dashed lines indicate \(\pm 10 \%\) deviations from the mean empirical solution for all the specimens of each series.

In the XQPF series, as shown by Figure 8 , the Kapp solution for crack initiation at the chamfer corner lies outside of the \(\pm 108\) deviation from the mean solution for crack lengths less than 0.01 inches. The Kapp solutions for the rest of the crack initiation sites lie within the \(\pm 10 \%\) boundary for the range of crack lengths considered. The corresponding coefficient of correlation for each of the fitted lines is higher than 0.90 except for the case of mating surface initiation which has a coefficient of correlation of 0.84 .

In the HYWPF series, as shown by Figure 9, the mean Kapp solutions for the cases of bolt hole and radius corner initiations are very close to the fitted line for all the specimens of this series. Due to the limited number of data points available for the cases of chamfer corner and mating surface crack initiations in this series, no conclusive correlation between Kapp and crack length may be stated. Thus, these two cases will be removed from any further analysis or discussion. For the cases of bolt hole and radius corner initiations the solutions fall within \(\pm 5 \%\) of the mean. The maximum deviation for this series from the mean was 3\%. This occurs for the case of the bolt hole initiation. The coefficients of correlation for the initiation sites considered in this series are higher than 0.95 .
```

In the LYWPF series, as shown by Figure 10 , the empirical solution for each crack initiation site falls within $\pm 108$ of the mean behavior. The coefficients of correlation of all the cases in this series are higher than 0.95 .
Based upon the observation for the above results, one may say that for the short cracks ( $0.001 \leqq 2 \leqq 0.2$ inches) the apparent SIF is independent of the crack initiation sites.

```

\subsection*{4.3 EFFECT OF LOAD TRANSFER}

The effect of load transfer through the fastener can be found in Figure 11. The figure shows that a maximum difference of 13.8 \% in Kapp exists for the range of crack lengths investigated. Thus, one may say that for short cracks the load transfer does not affect Kарр.

\subsection*{4.4 EFFECT OF LOAD LEVEL}

The effect of load level is summarized in Figure 12. The empirical solutions are presented in the form of a Kapp/o versus the crack length. The solution for the YWPF series was obtained from Kirby and Potter (11). The denominator \(\sigma\) was required so that cases with different stress levels could be compared. This form of presentation shows clearly the effect of load level.

In the HYWPF, LYWPF and YWPF series, a maximum different of 11.5\% in Kapp/o was obtained for the range of crack lengths investigated. Thus, one may say that for short cracks the load level
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Figure 12. Influence of Load Level Upon the Apparent SIF.
does not affect the apparent SIF solution.

\subsection*{4.5 EFFECT OF FASTENER FIT}

To determine the effects of the fastener fit on the SIF, the apparent \(S I F\) solutions were compared for the specimens prepared by the Quackenbush drilling procedure and the Winslow drilling procedure. The solutions for the WPF and XWPF was obtained from Kirby and Potter (11). These results may be seen in Figures 13 and 14. In the QPF, WPF series for no-load transfer specimens, a maximum difference of \(3 \%\) in Kapp was obtained for the \(r\) ange of crack lengths investigated. In the \(X Q P F\) and \(X W P F\) series for lowload transfer specimens, a maximum difference of \(13.6 \%\) in Kapp was obtained for the range of crack lengths investigated.

Figures 13 and 14 indicate that the Kapp does not change significantly, even though there is a difference in clearance between a fastener hole and the fastener. Thus, one may say that the fastener fit does not affect the apparent SIF solution.

\subsection*{4.6 COMPARISON WITH ANALYTICAL SOLUTION}

To complete the analysis of this study, a comparison was made between the results of this study and three analytical SIF solutions from flaws emanating from fastener hole (Figure 15). It should be noted that the present solution was multiplied by 4.18 to achieve agreement of the apparent SIF in the range of crack
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lengths of 0.01 to 0.1 inches \((0.25\) to 2.5 mm\()\). In Kirby and Potter's study (11) an adjustment factor of 4.35 was also necessary to achieve agreement in this range. The justification of this correction lies in the ambiguity of the effects of random amplicude loading on the load ratio R. However, this correction does not alter the general trend seen in the study. At crack lengths less than 0.01 inches ( 0.25 mm ), Bowie's (13), Tweed and Rooke's (14) and Grandt's (15) solutions for cracks at holes begin to diverge from the present solution and underpredict Kapp by approximately \(47 \%\) for a crack length of 0.001 inches ( 0.025 mm ). This underprediction of Kapp for short crack lengths may be the cause of the SCE seen by many investigators. For example, using the data from a typical test from Noronha et al. (12), Grandt's solution indicates a presence of a short crack effect (Figure 26), even though it has been established by potter and Yee (10) that no short crack effect exists in this data.


\section*{V. DISCUSSION OF RESULTS}

One unanticipated result from this study is that the apparent SIF is independent of crack initiation site and load transfer for short cracks. One possible explanation for this unexpected behavior is that short cracks cannot feel the presence of the boundaries of the specimen. Thus, all short cracks behave the same regardless of the crack location or load transfer, through the fastener. Although this explanation is satisfactory for cracks having lengths of less than 0.01 inches ( 0.25 mm ), it does not explain this behavior for cracks with lengths of 0.20 inches (5 mm) or greater.

Another unanticipated result is that the apparent SIF is not affected by load level and fastener fit. A possible explanation for this unexpected behavior of fastener fit is that both drilling techniques produce the same degree of fastener fit. A possible explanation for this unexpected behavior of load level is that although the load level does influence the apparent SIF, whatever effects caused by the load level (size of plastic zone, changes in specimen geometry, etc.) do not influence the apparent \(S I F\). It is essential to note that the apparent SIF provides only a convenient measure of load applied to the crack tip region and contains no information on the response of the material to this load.

Even though the flaws investigated in this study are three dimensional elastic problems, the empirical solutions to the
apparent SIF obtained for these flaws were compared to a two dimensional solution. This comparison was done for the following two reasons. First, it was seen that the apparent SIF was independent of the crack initiation sites and thus, the comparison of the solutions derived in this study with two dimensional solutions is justified. Second, it would be impossible to compare the empirical solutions of this study to the appropriate thref dimensional solution because of the lack of information of how the flaw shape continuously changes throughout the flaw growth.

\section*{VI. CONCLUSION}

The following conclusions were drawn from this study:
(1) The SIF solution for small cracks at fastener holes is an exponential function.
(2) For short fatigue cracks emanating from fastener holes, the SIF is independent of the crack initiation sties, load transfer through the fastener hole, load level and fastener fit.
(3) For specimens examined in this study, no short crack effect was seen. However, it was found that fastener hole SIF solutions similar to Bowie's solution (13) underpredict the SIF for crack lengths less than 0.01 inches \((0.25 \mathrm{~mm})\). This underprediction of apparent \(S I F\) may explain the short crack effect seen by other authors.

It has been suggested that the extrapolation of the growth rate constants to the region of very low growth rates may not be applied with any degree of confidence. Although this extrapolation may be justified by examining Figures 4-7, there are some researchers who are not completely satisfied with this justification. The above controversy may be resolved by determining what the growth rate constants are for the very low growth rates encountered in this study.
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