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RESEARCH INITIATI(tI PROGRAM - 1983

For several years prior to 1983, AEJSR conducted a special follow-on
funding program for Summer Faculty Research Program (SFRP) participants; this
was popularly known as the AFOSR Minigrant Program. That program was
superceded in 1983 by the Research Initiation Program conducted by SCEEE.

To compete for a Research Initiation Program award, SFRP participants must
submit a complete proposal and proposed budget either during or promptly after
their SFRP appointment periods. Awards to the 1983 participants may extend
through 15 December 1984.

Each proposal was evaluated for technical excellence, with special
emphasis on relevance to continuation of the SFRP effort, as determined by the
Air Force laboratory/center. The final selection of awards was the
responsibility of AFOSR.

The most effective proposals were those which were closely coordinated
with the SFRP Effort Focal Point and which followed the SFRP effort with
proposed research having strong prospects for later sustained funding by the
Air Force laboratory/center.

The maximum award under the Research Initiation Program is $12,000 plus
cost-sharing up to a matching total amount.

The mechanics of applying for a Research Initiation Program award are as
follows:

(1) Research Initiation Program proposals of $12,000 plus cost-sharing
were to be submitted after August 1, 1983 but no later than
November 1, 1983.

(2) Proposals were evaluated and the final award decision was the
responsibility of AFOSR after consultation with the Air Force
laboratory/center.

(3) The total available funding limited the numuer of awards to
approximately half the number of 1983 SFRP participants.

(4) Subcontracts were negotiated with the employing institution,
designating the SFRP participant as Principal Investigator, with
the period of award having a start date no earlier than Septenber
1, 1983 and a completion date no later than December 15, 1984.

ionploying institutions were encouraged to cost-share since the program
was designed as a research initiation procedure. Budgets included, where
applicable, Principal Investigator time, graduate assistant and support effort,
equipment and expendable supplies, travel and per diem costs, conference fees,
indirect costs, and computer charges.

Volumes I and II of the 1983 Research Initiation Program Report contain
copies of reports on all 53 of the subcontract efforts awarded under this
program.
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A STATISTIC FOR MEASURING THE BALANCE OF A SAMPLE

Richard W. Andrews

The University of Michigan

ABSTRACT

Consider a finite population for which the values of many variables are kniown on every unit.

The sampling units for a multipurpose sample have been selected. A statistic based on the principal

components of the auxiliary variables is proposed to measure the balance of the sample. The mean

and variance of this statistic are derived. Calculations for two simple examples demonstrate the

behavior of this measure with both simple random and purposive sampling. The statistic is then

used to check the balance of various samples from a U. S. Air Force supply database.

1. INTRODUCTION

The population of interest consists of N units, labelled 1.2, ... , N. Associated with each

unit there are V' variables, z1, X2 ..... z. The is are the auxiliary variables and their values

are known on all N units. Also associated with each unit are numerous variables which are not

available without sampling. We refer to these variables as target variables and use the symbol Y

to denote any one of them. The target variable Y could be a vector. A sample a, of n units, will

be selected. The values of Y for these n units sampled will be available for observation. The n

units sampled will constitute a database (or data bank). Requests for data on Y will be made.

The nature of the requests are unknown at the time of sampling. The resulting Y data from the n

units will be used to make inferences about the entire N units. The r*(r = 1, 2,... , R) population

and sample moments about the origin for the v th auxiliary variable (v* = 1,2,... , V*) are:
MD) .N Z ,-

N Z

IV
and

m7 (v*) - r.

The EN indicates a summation over all units in the population, 5"*,indicates a summation over

sampled units.
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In Royall and Herson(1973) a balanced sample is defined to have i,( = m(') for r =

1, 2, R, for some R. However most of their results consider the case in which V" = 1, i.e.

there is one auxiliary variable. More than one auxiliary variable is considered in Royall and Pfef-

fermann(1982).

In Royall and Herson(1973), an approximately balanced sample is defined to be a sample for

which the values of A, are small, where

A, = m,(v')-U,-(V) for r 1,2,... ,R.

Again a single variable (V = 1) is considered. The ratio estimator is shown to be approximately

unbiased when the sample is approximately balanced. Royall and Herson(1973) state that condi-

tions that yield an approximately balanced sample are easy to obtain but they do not elaborate on

how to achieve those conditions.

The three purposes of this report are (i) to define a statistic, based on the principle components

of the auxiliary variables which measures the balance of a sample; (ii) to find the mean and standard

deviation of that statistic, and (iii) to recommend that this statistic along with its mean and

standard deviation be reported for multipurpose samples.

The literature in finite population sampling has reported some theoretical results for balanced . .

samples (i.e. perfectly balanced). For example. Royall and Herson(1973) state the following result:

If mi(") =pl(v") for v - 1,2,..., V"

and

Y& =/O+,k.- 0 10h2,2k± ... ±$v-zv.k-4E for k= 1,2,... ,N

with ck ~ (O,a q,(z)), 7T(z) = Ej=oa1 ja and, a,'s are constants, then Njy is the best linear

unbiased estimator of EN Y. Royall and Herson(1973) also give similar results in which there is a

single auxiliary variable and the function for Y is a polynomial in z.

Royall and Pfeffermann(1982) show that there are no affects on the posterior distribution of

the parameter of interest due to misspecification if the sample is balanced on both il and i . The

misspecified model is a linear relationship between Y and :1 only, which they term the working

model. The 'true model ' has Y as a linear function of both 11 and i. They use this result to

conclude that there is a role for random sampling in Bayesian inference because a random sample

will, with some probability, provide balance on some of the components of Z2.

The results of this work suggest that a restricted random sample be used. The restriction being

that the sample is approximately balanced on the principal components of the known auxiliary

variables.

The sampling environment for which the results of this work are appropriate have three char-

acteristics:(1)The sampling units are large with respect to the entire population, and there is no

1-3
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practical way to subsample, (2)The sample will be used for many purposes which are not known

at the time of sampling, and (3) There are many auxiliary variables.

It is common for decision makers in large businesses and governments to maintain what is called

a data bank, which is a sample with the above three characteristics. In addition to the auxiliary

variables, the data bank contains the values of many target variables,but these values are available

only for the units in the sample. In section 3 an Air Force Supply Data Bank is described. It has

the three characteristics listed above.

The balancing statistic is defined in section 2 and its mean and variance are derived. Section 3
contains 3 examples, one of these being samples taken from Air Force supply data. The last section

gives concluding remarks concerning the use of the balancing statistic.

2. BALANCING STATISTIC
We consider the case in which there are many auxiliary variables which may be strongly cor-

related. We employ principle components methodology to replace the ils by uncorrelated auxiliary
variables. Without loss of generality we can assume that X = (XI, Z2,... ,Zv-)' has mean 6 and

variance-covariance matrix E. Let the eigenvalues of E be bl, b2,... ,b v- and the corresponding

eigenvectors be j2, jy....; G -(j, j2...., v-)- Then

E. GAG, "

where A = diagonal(b1, .....1b2 k). The principle components are

",.' zl = g X.".

Let the V principle components, (zl, zP... , ZV), corresponding to the V largest eigenvalues, be the

auxiliary variables on which the sample will be approximately balanced. The zs are uncorrelated.

The rlh(r = 1,2,... , R) population and sample moments about the origin for the v/* principle

component (v = 1,2,... , V) are:
,-:" ,~~~,(v) = - ::-

N

and

m,(v) n-.1 ~ :

Under simple random sampling

E, m,(v)] =,,C.

If N is large relative to n, the population size can be considered infinite and the finite population

correction can be ignored. From Kendall and Stuart(1963,p.229),

V r[m,() n A (V) - (V) 1 (2.1)

...............................

v--. -- - - ..-.... . . . -..-... -.-... ,,-.-.....-..-. . :,"---..-'



As a measure of balance we define:

B= LB,j

where
k " im7(v) - M,(v) 1 2:i ~ ~~~~~~B, = E,,,-( .( ">""

The quantity B measures the squared error between the sample and population moments for V

principle components and for R moments. The purpose of the remaining part of this section is to

derive the mean and variance of B.

The result is:

E[B - kR (2.2)

and
VarAB= 2kR

_M -I i2 -1 -.-'"s

2F, . .- F.)-(P, -FI (JA.- .1 (2.3) "

,.- a •

-' O r- 42) u'.

-'(A2, .,A" -

where

f(,) = A2+.2 - P2.,2. 2 M2r+.A. + 2024; - 2 s2-r.4Sr ".,2.r ; - 2,+, - 8p..,.,. - 6,;,;.

The innermost summation is over the V principal components and the notation of showing that

the population moments are for variable v has been deleted for brevity of presentation.

The main steps in deriving this result are as follows. For (2.2)

k 2E(B,) = nE(m, -_ A) = k; _'

E(B) = E(B,) = kR.

The main steps for showing (2.3) are:

k n V ar(m - ,r)'
Var(B,)= 2 V -

r-1 ~(2.4)";. -

- n2 V ar(m2 ) + 4, 2 V ar(m,) - 4js,CoV(M2, mr))

Var(m,) = E(m) - [E(M,)12. (2.5)

( =- 1 2?, + (1 -f-)14. (2.6)
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U -V-

E(m 4 ) = nt-n f 4 -"4n(n- l)psrp,-3n(n- 1)p- 7+6n(n- 1)(n- 2)p2,p4 ± 'do- 1)(n- 2)(n-

(2.7)

Substituting (2.6) and (2.7) into (2.5) yields

U;ar(m.) - 1,- -4 2n-)11 3 ,- (2n -2 
- 3-), '-

(4n- 16n- 12nC)p 2  _ (4f- l0f-2  6,f 3 )j4 (2.8)

Cov(m , m,) = n-P3, + (2n-z - 3n 2)p2 ,p, - (2n1- - 2n-)j4. (2.9)

Substituting (2.1),(2.8), and (2.9) into (2.4) yields

V ar(B,) = 2k

k

- .- (M - 1)-2(,4 - 4M,1. - 12p,1' - 64)
1

R
V" a(B) : V ar(B,)- 2Z. , Cov(B7 , B,)

= 2kR

k (2.10)
+ ft 1  (,. - p 2)-(, - -

3 /. 9 12p 2., - 6,4)

- 2 F Ij,[E(B,B,) - k2'

E(B,B,) k2

k(2.11)•-" "
,2 ) - p)'21, + 2p., - 4,p;,,,. + R-1f(A)_

i=F

Substituting (2.11) into (2.10) gives (2.3).

3. EXAMPLES

In this section, the statistic B is calculated for samples from 3 populations. In all cases the

first four moments are used (R = 4). A population is defined by its N units and the known values

of the V" auxiliary variables. Based on the V" auxiliary variables, V principal components are

found.

For each population and its associated principal components the mean and standard deviation

of B are stated. Several samples of different sizes are taken. Some of the samples are selected by

simple random sampling. Other samples are purposively selected. The value of B is reported for

each sample. Reflecting on the resulting values of B lead to the concluding remarks which are given

in the next section.
1- 6
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Population I This example demonstrates the variation in B pictorially. Population I has 100

units (N = 100) and a single auxiliary variable X (V" = 1). Furthermore. the values of X are the

unit indices, i.e. X, = i (i = 1, 100). Five simple random samples of size 2 were taken. The

samples are depicted in Figure 3.1. A blackened strip indicates a sampled index. The corresponding

value of B is given directly above the chart. From the 5 simple random samples, the best balanced

sample had a B of 0.38. That sample consisted of indices 17 and 85.

For this population and a sample of size 2. the mean and standard deviation of B are 8.00

and 4.46, respectively. It is interesting to note that the sample with indices 3 and 99 has a larger

value of B than the (77,98) sample. Obviously, the (3,99) sample is better balanced on the first

moment. However, the second and fourth moments cause the value of B for the (3,98) sample to

be lrarge. Both of these samples have a value of B larger than its mean. It is reasonable not to use

any sample with a B value larger than its mean. This recommendation will be discussed further in

the next section.

For this population, it is easy to select all possible samples of size 2. There are 4950 possible

samples. The value of B was calculated for all these samples. Five samples are shown in Figure

3.2. Two samples provide the smallest value of B. They are (19,81) shown at the top of Figure 3.2

and (20,82), not shown. The largest value of B is 41.76, which results with either sample (99,100)

(not shown) or (1,2), shown at the bottom of Figure 3.2

Figure 3.3 consists of charts for 5 simple random samples of size 6. The mean and standard

deviation of B for n = 6 is 4.00 and 4.08, respectively. Figure 3.4 consists of 5 purposively selected

samples. It is interesting to note that the second sample in Figure 3.4 was chosen purposively and

with some care towards balance. However, the value of its B was higher than 3 of the 5 random

samples from Figure 3.3. The implications of this observation will be further discussed in the next

section.

Population II This population was taken from Press and Wilson(1978). The units are the 50

states of the U.S. The 3 variables we will consider are Xj(per capita income in $1000), Xj(birth

rate), and Xj(death rate).

The output of the principal components analysis is given in Table 3.1. Table 3.2 gives the

values of B for a sample of size 2. The computations for B were based on both the first principal

component only (k = 1) and the first two principal components (k = 2). For k = I the mean and

standard deviation of B are 4.00 and 9.11; for k = 2 the mean and standard deviation of B are 8.00

and 17.99.

The first five entries in Table 3.2 are simple random samples and all except one (Nebraska

and South Dakota) have a value of B below its mean. Of the 5 purposive samples the first

(Arkansas,Delaware) and the last (Louisiana,South Dakota) were selected based on a complete

enumeration of all possible samples of size 2. The (Arkansas,Delaware) sample resulted in the

1-7
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smallest value of B for the k I case. The (Louisiana,South Dakota) sample resulted in the

largest value of B. The other 3 samples were chosen as interesting cases. For example, (New York,

California) is the sample of the 2 most populous states.

The values in Table 3.2 indicate that a single sampling unit can greatly influence the value of

B. The state of South Dakota is in the 2 samples which have large B values. From the original

data the death rate for South Dakota is 2.4. The next largest death rate is 1.3. The implications

of a single sample point will be discussed further in the next section.

In Table 3.3 the Population II data was again used but this time with a sample of size 6. The

mean and standard deviation of B are 4.00 and 6.36, respectively. The first 5 entries are simple

random samples. The last 4 entries are purposively selected. The first 2 of these consist of the 6

most populous states and the 6 least populous states. The 50 states were stratified by population

into 6 strata with 8 states in each stratum except for the last stratum which had the 10 states

with the smallest population. The third purposive sample chose the state from each stratum which

had the largest population. The last purposive sample chose the state from each stratum with the

smallest population.

Those samples which include South Dakota again yeild large values of B. The only sample

which provided a very small value of B was the third purposive sample, which was purposively

selected from a stratified design. The implications of this observation will be discussed further in

the next section.

Population Ill The final population to be discussed is the population that lead to the author's

inquiry into the question of balancing. This population consists of 96 units. The units are the 96

U.S. Air Force bases which belong to the six major commands. A list of these 96 bases and the

commands to which they belong is given in Table 3.4. Twelve supply variables have been chosen

as auxiliary variables. They are reported for each base every month. A list of these variables is

given in Table 3.5. The data is from April,1982. 7

A principal components analysis yielded the output given in Table 3.6. The first 3 eigenvectors

were used to develope scores on the 96 units, so V = 3.

Five simple random samples of size 2 were selected and their values of B are reported in Table

3.7. The EJBJ = 12.00 and SD[B] = 26.59.

All possible samples of size 2 were selected and their values of B calculated. The smallest value

of B is 0.56 as reported in the first purposive sample in Table 3.7. The largest is 225.21 which is

also reported in Table 3.7.

Table 3.8 gives the values of B for the Air Force supply data using a sample size of 6 (EIBI =

12.00 and SD[B] = 16.84). The first 5 entries are simple random samples.

The sixth entry in Table 3.8 is a purposively selected sample which consists of one base from

each major command. This sample was selected by Air Force personnel and put forth as repre-

--8 """
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sentative. These 6 bases provide additional data in the form of Y or target variables to the Air

Force Logistics Management Center. The value of the Y variables observed at these six bases are"-

used as input into stockage policy analysis. This additional data is not observed at the other 90
bases. The choice of these 6 bases has been previously investigated by Andrews and Gentner(1983)

and the concepts of a representative sample as discussed by Kruskal and Mosteller(1979a,b,c,1980)

have been considered. i-"
The next two purposive samples were selected based on the values of the variable VI. which

is a measure of size of the base. The second purposive sample took the 6 largest bases out of the

96. The third purposive sample selected the 6 smallest bases. For the last 2 samples in Table 3.8

the population of bases was stratified by major command as given in Table 3.4. The largest and

smallest in each stratum refer to variable V1.

The obvious conclusion based on Table 3.8 is that the sample purposively chosen by Air Force

personnel is well balanced. Additional remarks on the values of B calculated in this and previous

tables will be discussed in the next section.

4. CONCLUDING REMARKS

(1) Balancing on X seems to makes sense only if the target variable Y is correlated with X. In

the first population the X values are just indicies and balancing on X might seem to be worthless.

However a sample is taken to be used. It is my contention that a user will not put as much credence

in a poorly balanced sample on the indices as one without obvious balancing problems.For example,

if (1,2) was the sample from population I. would a user proceed without hesitation? Therefore I

take the extreme position that even if one knows (one could be wrong) that X is uncorrelated with

Y, I still recommend a restricted random sample. The restriction being that only values of B less

than E B] - 6SD'B(6 > 0) are acceptable.

(2) Figures 3.3 and 3.4 demonstrate that caution is in order if one uses a purposive sample.

The second sample from the top in Figure 3.4 was selected with the idea that it would be well

balanced. However, 3 of the 5 simple random samples had a smaller B. That comparison supports

the suggestion to use a restrictive random sample.

(3) As demonstrated with the Press and Wilson data, one unit in a sample may be responsible

for a large value of B. Does a sampling unit which causes imbalance adversely affect the inference?

The answer is not obvious and it will depend on the type of inference procedure used. However,
it would be wise to treat such a situation with caution and to possibly exclude that unit from the

population.

(4) The statistic B equally weights each principal component used in developing scores. It also

weights each of the R moments equally. This is reasonable unless additional information is available

about the the components or moments. Another approach would be to report a vector of balance
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measures based on moments and/or variables but comparison of samples would be difficult.

(5) A restrictive random sample allows the sample to be irregularly spaced throughout the

auxiliary variable space. The sample of size 6 at the top of Figure 3.4 is not ideal even though it

has a low value for B. It is too regular. Choosing a sample by minimizing B would set higher order

inclusion probabilties for adjacent items to zero. A random sample with an adequately small value

of B is preferable. Randomness avoids the pitfalls of regularly but unrestricted randomness may

result in misleading inferences.
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(1)(2) (3)
EIGENVALUES 1.3406 1.1470 .51244
% VARIANCE 44.69 82.92 100.00

1.INC0HE -.76723 .00962 .64129
2.BIRTHS .46464 .69759 .54542
3.DEATHS .44211 -.71644 .53968

TABLE 3.1
Output from Principal Components for Press and Wilson Data
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METHOD OF VALUES OF B
STATES SELECTION (ksl) (k=2)

Maine Colorado SRS 0.74 0.93

Virginia Alabama SRS 0.52 0.93

Nebraska South Dakota SRS 27.35 103.49

Alaska Colorado SRS 1.03 3.50

Illinois Delaware SRS 2.26 2.54

Arkansas Delaware Purposive 0.12 0.40

New York California Purposive 4.86 5.13

Hawaii Alaska Purposive 1.09 10.76

Texas Rhode Island Purposive 0.95 1.13

Louisiana South Dakota Purposive 123.96 194.66

TABLE 3.2
Values of B for Press and Wilson Data

(nL:2)
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METHOD OF VALUES OF B

STATES SELECTION (k=1) (k=2)

Nevada Mississippi
Missouri South Dakota SRS 14.00 34.52
Nebraska Tennessee

Georgia New York
Delaware Rhode Island SRS 2.15 2.66
Ohio Indiana

Michigan Maine
New Jersey Washington SRS 2.70 3.48
Nevada North Carolina

Nebraska South Carolina
Louisiana North Carolina SRS 7.31 8.00
New York North Dakota

Texas Iowa
Georgia Nebraska SRS 2.60 3.78 - .

New Mexico North Carolina _

California New York Purposive:
Texas Pennsylvania Most 3.92 4.78
Illinois Florida Populous

Alaska Wyoming Purposive:
Vermont Delaware Least 5.34 23.87
North Dakota South Dakota Populous

California New Jersey Purposive:
Tennessee S. Carolina Largest in 0.67 1.48
Arkansas N. Hampshire Stratum

Alaska Rhode Island Purposive:
West Va. Colorado Smallest in 6.01 6.93

Louisiana North Car. Stratum

TABLE 3.3

Values of B for Press and Wilson Data
(n=6)
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Index Base Major Command Index Base Major Command

1 Keesler Air Training Command 25 McGuire Military Airlift Command

2 Chanute Air Training Command 26 Lajes Military Airlift Command

3 Sheppard Air Training Command 27 Pope Military Airlift Command

4 Columbus Air Training Command 28 Dover Military Airlift Command

5 Vance Air Training Command 29 K.I. Sawyer Strategic Air Command

6 Williams Air Training Command 30 Minot Strategic Air Command

7 Lackland Air Training Command 31 Wurtsmith Strategic Air Command

8 Lowry Air Training Command 32 Offutt Strategic Air Command

9 Reese Air Training Command 33 Barksdale Strategic Air Command

10 Mather Air Training Command 34 Vandenberg Strategic Air Command

11 Maxwell Air Training Command 35 F.E. Warren Strategic Air Command

12 Randolph Air Training Command 36 Plattsburg Strategic Air Command

13 Laughlin Air Training Command 37 Griffis Strategic Air Command

14 Scott Military Airlift Command 38 Farichild Strategic Air Command

15 Hurlburt Military Airlift Command 39 McConnell Strategic Air Command

16 Charleston Military Airlift Command 40 Pease Strategic Air Command

17 Altus Military Airlift Command 41 Whiteman Strategic Air Command

18 Rhein Main Military Airlift Command 42 Malatrom Strategic Air Command

19 Andrews Military Airlift Command 43 Blytheville Strategic Air Command

20 Travis Military Airlift Command 44 Grissom Strategic Air Command

21 Norton Military Airlift Command 45 Grand Fork Strategic Air Command

22 Little Rock Military Airlift Command 46 Dyess Strategic Air Command

23 Kirtland Military Airlift Command 47 March Strategic Air Command

24 McChord Military Airlift Command 48 Castle Strategic Air Command

1-19
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Index Base Major Command Index Base Major Command

49 Loring Strategic Air Command 74 Clark Pacific Air Force

50 Beale Strategic Air Command 75 Taegu Pacific Air Force

51 Carawell Strategic Air Command 76 Hickan Pacific Air Force

52 Ellsworth Strategic Air Command 77 Kadena Pacific Air Force

53 Langley Tactical Air Command 78 Kunsan Pacific Air Force

54 Holloman Tactical Air Command 79 Osan Pacific Air Force

55 Shaw Tactical Air Command 80 San Vito U.S. Air Force - Europe

56 England Tactical Air Command 81 Mildenhall U.S. Air Force - Europe

57 Myrtle Beach Tactical Air Command 82 Zweibrucken U.S. Air Force - Europe

58 S. Johnson Tactical Air Command 83 UpperHeyford U.S. Air Force - Europe

59 Howard Tactical Air Command 84 Torrejon U.S. Air Force - Europe

60 George Tactical Air Command 85 Lakenheath U.S. Air Force - Europe

61 MacDill Tactical Air Command 86 Sembach U.S. Air Force - Europe

62 Tyndall Tactical Air Command 87 Bitburg U.S. Air Force - Europe

63 Keflavik Tactical Air Command 88 Ramstein U.S. Air Force - Europe

64 Homestead Tactical Air Command 89 Hahn U.S. Air Force - Europe

65 Moody Tactical Air Command 90 Springdahla U.S. Air Force - Europe

66 WlellIs Tactical Air Command 91 Alconbury U.S. Air Force - Europe

67 Cannon Tactical Air Command 92 Bentwaters U.S. Air Force - Europe

68 Bergstrom Tactical Air Command 93 Aviano U.S. Air Force - Europe

69 D-Monthan Tactical Air Command 94 Incirlik U.S. Air Force - Europe

70 Luke Tactical Air Command 95 Hellenikon U.S. Air Force - Europe

71 Mt. Home Tactical Air Command 96 Camp NewAmst U.S. Air Force - Europe

72 Yokota Pacific Air Force

73 CIRF Kadena Pacific Air Force

TABLE 3.4

AIR BASES AND MAJOR COMMANDS
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CATEGORY 1: MEASURES OF SIZE

V1 - Number of Items Records

Overall Total (Repair Cycle)

CATEGORY 2: ACTIVITY MEASURES

V2 - Total Transactions (Supplies)

V3 - Total Issues (Supplies)

V4 - Total Due-Outs (Supplies)

V5 - Total Receipts (Supplies)

V6 - Total Overall Requisitions
Total Number

CATEGORY 1: EFFECTIVENESS MEASURES

V7 - Recoverable Issue Effectiveness

V8 - Recoverable Release Effectiveness

V9 - Total Item Records with Requisi-
tion Objective, Zero Accessible
Assets - Overall Total

CATEGORY 4: REPAIR CYCLE INFORMATION

V10 - Average RCT for Total RTS
Total All Organizations

V11 - Average RCT for Total NRTS
Total All Organizations

V12 - Average RCT for Total Condemned
Total All Organizations

TABLE 3.5

AIR FORCE SUPPLY VARIABLES
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(1)(2) (3)
EIGENVALUES 6.2337 2.2224 1.1653
% VARIANCE 51.95 70.47 80.18

1.V1 .34247 -.01612 -.08775
2.V2 .39357 .04980 .00980
3.V3 .36595 .09850 .02281
4.V4 .38871 .02107 .00005
5.V5 .38961 .03858 -.00622
6.V6 .38939 .03312 .03650
7.V7 .00740 .04892 .83608
8.V8 -.02456 .42394 .34685
9.V9 .35714 .00777 -.08464

10.V1O .03946 -.53931 .09781
11.V11 .03875 -.60602 -.01550
12.V12 .09005 -.37979 .39244

TABLE 3.6
Output from Principal Components for Air Force Supply Data
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METHOD OF VALUES OF B
BASES SELECTION (k=3)

Gr1ssoM Incirlik SRS 2.06

San Vito Torrejon SRS 17.58

Lowry Cannon SRS 44.68

McChord Lajes SRS 10.27

D-Monthan Maxwell SRS 3.47

Howard Osan PurPo3ive 0.56

Carswell Aviano PurPosive 225.21

TABLE 3.7
Values of B for Air Force Supply Data

(n=2)
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METHOD OF VALUES OF B
BASES SELECTION (kz3)

Columbus McGuire
?ildenhall Altus SRS 4.77
Randolph Zweibrucken
-- - - - - - - - - -- - - - - - - - - - -- - - - - - - - - -
Morton Castle
Camp NewAmst Mather SRS 4.12
Plattsburg Howard

McChord Osan
Plattsburg Langley SRS 19.43
Taegu Clark

F.E.Warren Mildenhall
Rhein Main Blytheville SRS 5.32
Loring Norton

Bergstrom Loring
Taegu Shaw SRS 4.76
Maxwell Upper Heyford

Randolph Little Rock Purposive:
Minot England Data Bank 2.18
Kunsan Upper Heyford Bases

Nellis Clark Purposive:
Offutt Kadena Largest 125.39
Langley Travis by V1

Lackland Maxwell Purposive:
Chanute San Vito Smallest 45.95
Hellenikon Columbus by VI

[(coaler Travis Purposive:
Offutt Nellis Largest in 158.49
Clark RaMatein Stratum

Lackland Lajes Purposive:
F.E.Warren Howard Smallest in 32.85
Taegu San Vito Stratum

TABLE 3.8
Values of B for Air Force Supply DataI
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Abstract-Emission lineshapes are calculated numerically for isolated optically

thick infrared lines in the earthlimb as a function of tangent height using a

general non-local thermodynamic equilibrium (non-LTE) upper-atmospheric line-

by-line radiation transport code. It is also shown that the exact integral

form of the transport equation can be written in a form that is easily amen-

able to analytical approximation of high accuracy. In this form the limb

spectral radiance Iv appears as a weighted average of nu/nl , the ratio of

upper-state to lower-state population density, multiplied by the absorptivity

l-exp [- T ( v )), whereT ( v ) is the total optical path along the line-of-

sight. In the wings the variation of I, is governed by the absorptivity,

while in the core of the optically-thick line I, is determined by the

averaged population ratio. The analytical forms enable one to calculate all

the important features of the self-absorbed line and agree remarkably well

with the more time-intensive numerical calculation. We illustrate these

results by calculations on the1 5 /um CO2  V2(0110 - 0000) vibrational

transition for tangent heights ranging through the mesosphere and lower

thermosphere. Even though the collision linewidth is less than 1% of the

Doppler width at these altitudes, we show that it is essential to use the

Voigt line profile in this calculation rather than the Doppler profile.

Failure to do so leads to a total band radiance in error by up to a factor of

three, as well as incorrect bandshapes and lineshapes.

2-2
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SECTION 1: INTRODUCTION

Probing the earth's high-altitude atmosphere by observing emittirg species

in the earthlimb from balloon, rocket, or satellite platforms has become

increasingly popular in recent years 1 6 . By scanning the earthlimb as a

function of tangent height, one obtains a radiance profile which can be

inverted to yield species concentration and temperature information7 '8 .

This technique is capable of high vertical resolution and large area

coverage. The large limb optical paths available compared to upward-looking

or downward-looking probes and the very low background radiation from space

contribute to high signal-to-noise ratio and allow the identification of weak

emitters. These techniques have been successfully employed in measuring and
6,9 10~

analyzing the diurnal6 , latitudinal, and seasonal behavior of the

infrared emissions from the earth's mesosphere and thermosphere.

The calculation of the propagation of light from a high-altitude molecular

emitter viewed in the limb of a planetary atmosphere is accompanied by many

complications, especially in the infrared region of the spectrum where the

vibration-rotation bands of most atmospheric molecular species lie. The

optical path is inhomogeneous, with the atmosphere becoming less dense and the

mixing ratio and temperature of the emitting species changing as one proceeds

outward from the tangent point along the path in either direction. At

sufficiently high altitude, and certainly by the time one has reached 65 km,

collisions are insufficiently frequent to maintain the vibrational populations

in equilibrium, and the atmosphere deviates from the condition of local

thermodynamic equilibrium (LTE). In the non-LTE region absorption of sunshine

and earthshine, chemiluminescent processes, and radiation to space, in

addition to collisional processes, determine the vibrational population
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distribution. Additional difficulties are contributed by the presence of hot

bands and isotopic bands, the overlapping of bands, and especially by the fact

that strong lines become optically thick.

Most infrared atmospheric radiation analyses have used band models because

of the increase in computational speed which they allow11 . Nevertheless,

the increased accuracy possible with the more time-consuming line-by-line

calculations is well-known, and various methods have been proposed to increase

computing speed 12 "14 . In this paper we present a general numerical

treatment of non-LTE infrared earthlimb emission lineshapes, using a recently

developed computer code 15 , and also show how various analytical

approximations of high accuracy can be used to provide important insights and

to significantly shorten computation time. We express the solution of the

radiation transport equation for the spectral radiance within non-overlapping

lines in the form I -<R>li -exp[-r(v)]J where <R> is

essentially a weighted average of the ratio of upper-level to lower-level

populations nu/nl of the emitter and rip) is the total optical path

along the line-of-sight (LOS). This expression can be approximated in

different ways in the line wings and in the line-center region. The

expression for I is determined primarily by the variation of "( V ) in the

wings and by the variation of<R> in the central region. We show that in the

line-center region the variation of <R> , and hence of I , as a function of

frequency reflects the variation in nu/nl as a function of height. This

suggests the possibility of inverting the radiance profile for a single line

to obtain upper-level populations.

We concentrate in this paper on mesospheric emissions and show the

critical importance of using the Voigt emission lineshape rather than the

Doppler for optically thick lines in this part of the high-altitude atmosphere

to predict properly band and line radiances, as well as the spectral radiance

variation I within a single line. This is true despite the fact that the

Doppler llnewldth is more than 100 times the collision width everywhere above

65-70 km altitude. The extremely slow (Av) 2 fall-off of the wings of the

2-4

• . .,. ". ..

. . . . . . . . . .- . .

w- " ' t • T ... _. , ,,a .... ,; . . . . . . . ..... . ..,,.,,. . . . ..m



Lorentzian is responsible for this effect. The observation that for very

strong absorbers the wings of the line determine the absorption coefficient

has been known for a long time in the field of atomic resonance

radiation16 . However, the manifestation of this effect in molecular

vibration-rotation bands in the atmosphere is particularly striking. The

wings of the Voigt profile are of importance not only in the calculation of

mesospheric infrared limb emission, as pointed out in this paper, but also in

the calculation of mesospheric infrared radiative cooling rates 17 .

High-resolution line-by-line limb emission spectra have been calculated by

Rebours and Rabache recently18' 19; however, their code has been optimized

for stratospheric calculations, where LTE conditions prevail and line

broadening is predominantly Lorentzian, and they have concentrated on the

far-infrared region (wavelength < 100 cm1 ). A number of other slant-path

line-by-line transmission and emission codes are optimized for the lower

atmosphere where LTE conditions exist (for example20 ).

We begin in Sec. 2 with a discussion of the general features of the

emission lineshape. Section 3 discusses the earthlimb viewing geometry. In

Sec. 4 we present the integrated radiative transfer equation for IV and

recast it into the form of a product of<R> and the absorptivlty. The

numerical solution of this equation is discussed in Sec. 5, and the inadequacy

of using the Doppler line profile in the 70-85 km altitude range is shown.

Analytical approximations to the spectral radiance I,, in the line-center

and line-wing regions are presented in Sec. 6, and Sec. 7 presents some

concluding remarks. %
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SECTION 2: GENERAL EMISSION LINESHAPE CONSIDERATIONS

The following discussion and results are generally applicable for

non-overlapping spectral lines; however, for clarity we use the specific

example of the CO2 bending mode /ku2 = 1 (ollo-0o)

vibration-rotation transitions viewed in a limb look near 70 km tangent height.

In the presence of both Doppler and collision broadening, the lineshape

for a homogeneous path is described by the familiar Voigt profile21 , which

is a convolution of the Doppler and Lorentz profiles (Appendix A). (The

collision lineshape is Lorentzian in the impact approximation.) The use of a

Voigt profile assumes that the Doppler and collisional broadening are

independent broadening mechanisms which do not Interfere. When the molecular

mean free path between collisions is much shorter than the wavelength,

if , A. such destructive interference occurs and gives rise to the

phenomenon of collisional or Dicke narrowing (for example 22, 23). In the

mesosphere and thermosphere at infrared wavelengths, the mean free path is

long enough that this condition is never satisfied, and we assume t.'at Doppler

and collisional broadening are independent for the remainder of this paper.

At 70 km altitude the Doppler lnewidth (half-width at half-maximum) a-

vV/c) (ln) 1/2 is about 5.3 xO cm- 1  in the 15 um spectral

region, where v is the frequency expressed in wavenumbers,-7 is the most

probable molecular speed, and c is the speed of light. At this altitude the

collisional width a c is 4,8 x 106 cm
-1  or only 1/110 times the

Doppler width. The shape of the line close to line center near 70 km altitude

Is expected to be Gaussian with a half-width given by ao . A few

(approximately three) Doppler widths away from line center, the shape of the

line becomes Lorentzian. This is due to the fact that, no matter how much

larger a is than a c' the Gaussian (Eq. A-1 ) decreases much more

rapidly than the asymptotic form of the Lorentzlan 1r-1 a, (, -

(Eq. A-2), and the latter dominates sufficiently far from line center v
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Still further from line center, perhaps several tens of thousand Doppler

widths away, the condition cv=t- 1 is achieved, where tc is the
c

duration of a collision23. Then the impact approximation fails, and the

details of the short-range part of the intermolecular potential and of the

molecular trajectory during tlne collision dominate the lineshape. In this

far-line-wing region, in simplest approximation, the lineshape falls off

exponentially. Although this part of the molecular lineshape has raised

several points, which so far have not been completely resolved, in this paper

we need not be concerned with the shape of the line more than about twenty

Doppler linewidths from line center, well within the region where the impact

approximation is valid.

Suppose we have a detector with infinite resolut n and negligible noise

looking at the earth limb emission in the 15 p m spectral region and near 70

km tangent height. This detector will record emission from the fundamental of

the bending mode of various isotopes of carbon dioxide. The observed emission

will involve transitions in the various branches of bands ending not only in

the ground vibrational level but also in higher vibrational levels. The

detector will also resolve isotopic emissions and reveal the details of the

lineshape of each vibration-rotation transition.

The shape of optically thin lines seen by our detector is a composite of

lines obtained from different altitudes weighted by the density of emitters

and the element of geometric path length at that altitude. The Doppler

llnewidth is independent of pressure and increases weakly with temperature

Of D T112 , because the average speed increases with temperature. The Lorentz part
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of the lineshape in the extreme wings may permit us to deduce

the collisional linewidth ac" Because of the weak dependence of a1 c

on the temperature and because ac i density, it may be possible to invert

the lineshape in the extreme wings to obtain the density.

In the rest of this paper, we focus on the transmitted CO2 ( 2)

lineshape or spectral radiance in the domain where self-absorption becomes

important. Under the influence of self-absorption, the lineshape can be

altered dramatically, and the relative importance of the Doppler center

portion of the line and the Lorentzian wings can be changed. We will examine

the spectral radiance in various regions of a single line and the variation of

line radiance from line to line in the band. The way in which the spectral

radiance and line radiance depend on the properties of the radiative transfer

process and on atmospheric parameters will be investigated.
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SECTION 3: LIMB GEOMETRY

The geometry of'a detector making earthlimb radiance measurements is

illustrated in Fig. 1. The detector is in the exosphere above the spherical

earth at an altitude hd 300 km. The point where the LOS of the detector

meets the line from the center of the earth at right angles is called the

tangent point, and the altitude of this point ht is called the tangent

height. Looking at the earthlimb at tangent height ht, the detector

collects radiation from all altitudes h such that ht s h. The position

along the LOS is characterized by its distance s measured from the tangent

point. The path increment As along the LOS for an altitude increment A h

above altitude h is given by

As = (2R + h + ht)ll 2 [(h - ht + A h)1/2 _ (h-ht)1/2], (3-1)

where R is the radius of the earth. For ht near 70 km and altitudes h

within a few tens of kilometers of ht, we have

/As- 113.5 km1/2 [(h - ht + Ah) 1/ 2 - (h - ht)/2). (3-2)

The point of Eq. (3-2) is that altitudes closer to the tangent height have

longer path lengths along the LOS than those farther away. In fact, the path

along the LOS within 1 km above ht is 2A s = 227 km, whereas the next 1 km

increase in altitude contributes only 94 km. We thus emphasize that not all

altitudes through which the LOS traverses make equal contributions to the path

length along the LOS and that the contribution of altitudes close to the

tangent height predominates. Of course, the contribution to the total radiance

from a given altitude region is determined by weighting the path length As by

appropriate parameters characteristic of the radiating species, such as the

upper-state density or the transmissivity. We discuss these fActors in the

next section.
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SECTION 4: PATH SPECTRAL RADIANCE -GENERAL EXPRESSION

in this section we develop some analytical results for the general line

profile for limb radiance observations. The limb spectral radiance I

Lphotons/cm2 sec sr cm1 1 at wavenumber v is given by24

Iv J ds g L V P.Ii0 h(s)) n~jhs)]

x exp {! B, ,fas' C -1- 910 h(s) n, [h WlJ-TEh(SI] A (4-1)
S

where A [sec-1) is the Einstein coefficient for spontaneous emission,

B is the Einstein absorption coefficient [cm 3/erg sec 2 molecule

cm/gm molecule), h multiplying Y' is Planck's constant, and n1 (h) and

nu(h) are the densities [cm-3 j of the lower state and upper state of the..........

emitting species, respectively, at altitude h. The function g( P'- Y' 0 h)

Lcmi is the normalized lineshape function centered at Pop that is

Vd& g(v- V ,h = 1. (4-2) -

It depends on altitude hi through the temperature T and the pressure p. (See

Appendix A for functional forms.) The population factor 'Y(h) is

given by

where gu and 91 are the statistical weights of the upper and lower

states. Note that ds and dh are related by the infinitesimal limit of Eq.

(3-1), namely

2-10
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WWI (1/2) ((2R + h + ht)/(n.ht)j1/2  (4-4)

Equation (4-1) has very simple and basic physics as its foundation. The

number of photons emitted per unit volume at h over the whole

vibration-rotation line per second per steradian is (A/4 ir )nu. Of these,

the number emitted at frequency v is obtained by multiplying by g(v- v, h),

and the fraction reaching the detector is obtained by multiplication by the

the exponential transmissivity factor. Finally, the resulting number is

integrated over the whole optical path. Equation (4-1) assumes that the

detector height hd is above the whole radiating atmosphere, so that the

upper limit on the s integral can be set to + - and that there is no flux

from space into the atmosphere. The equation also ignores scattering of any

kind. The derivation of Eq. (4-1) also assumes a steady-state atmosphere

which need not be in thermal equilibrium and includes stimulated emission

through the factor Ll- 'Y (h)j.

If we define the integrand of the exponential term in Eq. (4-1), that is

the absorption coefficient, by

fC vh(s)] = (h v/c) Bl.ug(. - o, h) nl(h)[l- Y (h)) (4-5)

and define a weighting factor

FC V ,h(sl, s] f" Y,h(s)] exp S ds' fL v,h(s')] , (4-6)

then (using the relation between the Einstein A and B coefficients and the

definition of 7), Eq. (4-1) can be rewritten

2I = c f ds If[h(s)]/ 1- ^Y (h(s)] FE v ,h(s),sJ. (4-7)
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Further substitution of

R (h) = '(h)/LI- Y(h)] (4-8)

in Eq. (4-7) gives

I= 2c 0 fds Rh(s)] FL r h(s),s] . (4-9)

Note that 2c vo R(h) is equal to the blackbody spectral radiance at a

temperature equal to the vibrational temperature Tvib for the Q branch. In

this case Tvib is related to'Y by

Tvib (h) z -hc 'o/k In y (h) . (4-10)

For P and R branches an additional factor depending on the rotational

temperature must be included to account for the population difference between

lower and upper rotational states. The vibrational temperature Tvi b need

not be equal to the common temperature T characterizing the translational and

rotational distributions. Furthermore, the interpretation of 2c v 2 R(h)

as a blackbody spectral radiance does not require that the whole vibrational

distribution be in equilibrium at Tvib.

Clearly the dimensionless factor F is a positive quantity (because f is

everywhere positive) and can be used as a measure with which to average R over

the LOS. The integral of the weight factor F over the whole path is easily

shown to be the absorptivity

.dsFL v , h(s), s] 1 - exp[- t ( v )J , (4-11)
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where T ( , ) is the total optical path,

( , f) = ds f[ ' ,h(s)] (4-12)

Equation (4-9) can now be written

I 2c <R> I exp- ((4-13)

where

R> ds R[h(s)] FE , , h(s),s] (4-14)

f ds FL , h(s),sJ

the range of the integrals being (- - ,

The radiative transport equation, Eq. (4-13), is the central result of

this paper. The radiance at frequency P can be viewed as the effective

blackbody radiance 2 c v 2 R, averaged over the LOS with weighting

function F, multiplied by the total absorptivity.

Note that (R> depends on the Einstein absorption coefficeint B u, or
I U.

the line strength, only through the optical path. In two particular cases,

namely (1) optically thin lines and (2) R independent of height, the average

value <R> is independent of the B coefficient or the line strength. In the

former case,

( R> - g9fds nu g , (4-15)

gu f ds n1 g(l- V )

while in the latter case <R> = R - constant.

In the next section we discuss computer solutions of Eq. (4-13) for

CO2 ( L 2) spectral lines and for a LOS intersecting the earthlimb.
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SECTION 5: NUMERICAL SOLUTION OF TRANSFER EQUATION

The integral in Eq. (4-9) is approximated by partitioning the atmosphere

above the tangent height with spherical shells and summing over the n path

segments. n/2 on each side of the tangent point, resulting from the partition 15

V.

n R 
i 

f+ 
d S F [ 

P 
h ( s )

, 
s ]  

-)

=1 si

Each atmospheric layer is chosen to correspond to a I km change in altitude.

A constant value Ri is assumed for the slowly varying function R(h) in each

layer, based on the mean value within the layer of vibrational temperature(and -

also rotational temperature for thePandR branches). The positions si and si+ l

bound the LOS in the ith layer on the far and near sides, respectively, relative to the - -

detector. A value of n/2 equal to 50 was sufficient for the calculations --

reported here. Integration over the perfect differential F ds for each layer

gives

n n

where 7r, the optical path along the LOS in the ith layer, is approximated

by

Vi (5-3) . -

Here As i is the LOS distance in the ith layer determined from Eq. (3-2),

and f i is the linear absorption coefficient of Eq. (4-5), assumed constant

within the layer,
f 9/ ¢ 1- ~ nli  (I -_)i) 54 i: :
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The subscripted parameters g i, nli, and "Y i are mean values of

g(r- 1o, h), nl(h), and 'y(h) calculated from mean values of temperature

and number density in the ith layer [compare Eq. (4-5)].

In practice, the linear absorption coefficient was calculated using the

line strength from the AFGL line parameters compilation25. The tabulated

line strength S(T s)[cm/molecule] is given for conditions of LTE at the stan-

dard temperature TV which is 296 K, and is related to 
81*u by

B _SIT.) [l-exp (-C2 B.,T /Ts) ] -  (5-5)
c -u-P 1 (Ts ) , .2

where C2 = 1.4388 K/cm-1 is the second radiation constant and Pl(Ts)

is the probability of finding the lower vibration-rotation state occupied. In

general, P1 = nl/n, where n is the total number density of the species.

The exponential term in Eq. (5-5) takes into account the stimulated emission

at 296 K and, in fact, is simply '' evaluated under conditions of LTE at

Ts . Equation (5-4) can now be rewritten

P1 (T.) 1 %%
f = S(TS) 90 i g n i (5-6)P I(T s) I - exp(-C 2  V' Ts) .-- r

The spectral radiance was calculated for lines in the CO2 ,2 (0110 -

0000) band. Total pressure (p) and kinetic temperature (T) profiles were . r

26
based on the 1976 U.S. Standard Atmosphere . The vibrational temperature

profile used was based on preliminary results from a code currently under

development, and is shown in Fig. 2, along with the kinetic temperature

profile. Similar profiles have been shown by Kumer27. The rotational

temperature Trot is taken to be equal to the kinetic temperature Tkin - T

at all altitudes of interest. The vibrational temperature is less than the

kinetic temperature for h > 6s km because collisional excitation is

Insufficiently frequent to overcome radiative loss. The C02 density profile

was based on a constant mixing ratio of 322 ppmV26 extrapolated to h>125 km

from the data of Trinks and Fricke28 , and is shown along with the total pressure

in Fig. 3. In Fig. 4 we show the altitude profile of the weighted population ratio R,

along with the corresponding vibrational temperature profile repeated from Fig. 2.
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Examples of spectral radiance calculated for the Q14 line at tangent

heights between 70 and 85 km are shown in Fig. 5. The calculations were

performed using bath Voigt29 and Doppler lineshape. Out to approximately

0.0015 cm-1 (or three Doppler widths at 70 kin) from line center the

calculations are identical for the two lineshape options used. This is

because the Voigt and Doppler lineshapes are not significantly different from

each other this close to line center at these altitudes. Further from line

center the Voigt and Doppler lineshapes do differ, and the calculations using

the Doppler lineshape deviate from those using the Voigt lineshape at

altitudes below 85 km. At 70 km tangent height, the integrated line radiance

calculated with the Voigt lineshape is more than three times that calculated

using the Doppler lineshape, even though (as noted in Sec. 2) the collisional-

linewidth is less than one hundredth of the Doppler linewidth. The very

slight line intensity in the Lorentzian wings of the Volgt profile is

nevertheless sufficient to give rise to significant band r'adiance for the

strong transition and long path lengths involved.

Within about 0.0013 cm-1 of line center, the spectral radiance and its

variation as a function of distance from line center are remarkably similar at

the various tangent heights. As will be shown quantitatively in Sec. 6, in

this spectral region, the spectral radiance is approximately that of a

blackbody at a temperature T at the altitude where the radiationvib

first becomes optically thick and the atmosphere becomes opaque, proceeding

inward from the detector along the LOS, The initial decrease in Tvib as a

function of altitude h, its minimum near 95 kin, and its subsequent increase as

a function of h (see Fig. 4) are tracked by the radiances seen looking inward

along the LOS as one moves out from line center in Figure 5. This is due to

the fact that the more opaque center of the line samples the atmosphere closer

to the detector, and hence at a higher altitude, than does the more

transparent portion of til line at larger r . The minimum in the calculated.
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radiance is 5.0 X 1013 photons/cm
2 sec sr cm-1 in reasonable agreement with a

radiance of 4.0 X l13 photons/cm2 sec sr cm-1 for a blackbody at the vibrational

temperature minimum of 148 K. For an extremely thick line in limb-looking geometry,

the altitjtle where the atmosphere becomes opaque to a given frequency of radiation is

fairly independent of tangent height. Consequently, the resulting spectral radiance

is also not strongly dependent on tangent height. This situation leads to the . -

similarity in appearance of the central spectral region at various tangent

heights.

In the optically thin frequency range sufficiently far from line center,

the radiance is proportional to both upper-state column density and absolute

line strengt1i. The line strength sufficiently far from line center is, in

turn, proportional to the pressure. Hence, the radiance rises rapidly in the

wings at successively lower altitudes below a critical altitude (approximately

85 km for the Q14 line).

Integrated line radiances for the fundamental transition of the most

common isotope 12C1602 in the spectral range 620-720 cm
-1 , again using

both Voigt and Doppler lineshapes, are shown in Fig. 6. (Note that an actual

spectrum would show additional lines for hot bands and other isotopes.)

Examination of these radiances shows qualitatively different behavior for the

two lineshapes. The Doppler shape gives almost constant values of radiance

for all except very weak lines. The Voigt-shape calculation matches the

Doppler for weaker lines, but the radiance from stronger lines shows a

distinct correlation with line strength. The additional contribution in the ..-

Volgt calculation for strong lines corresponds to the spectral radiance

arising in the optically thinner collision-broadened wing region, where

radiance is dependent on absolute line strength.
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SECTION 6: ANALYTICAL APPROXIMATIONS

As shown in Sec. 4, the path spectral radiance was expressible through Eq.

(4-13) as a product of two factors, (i) the absorptivity along the LOS, Eq.

(4-11), and (ii) the averaged R, Eq. (4-14), which essentially reflects the

average of the ratio of populations in the upper and lower levels in the

region where the weight factor F of Eq. (4-6) is significant. Various

analytical approximations or simplifications are now feasible for the

evaluation of these two factors, depending on the frequency range and other

parameters of interest. Many of the salient features of the lineshapes can be

inferred from these analytical approximations.

A. Determination of Optical Path T ( V)

From Eq. (4-12), the optical path along the LOS is given by

I-, =A - as g( -,o, h) n(h)[l- -y(h)] , (6-1)

where h = h(s). For the Voigt profile, a convenient integral representation

is30

112(I n2)l/. 2-"--
9 ( ) x cos x exp(-ax - x 2 /4), (6-2)

where ( and a are defined in Eqs. (A-5) and (A-6). Since a < 1 for our

parameters, one can use the small-a expression
3 0 .

g( ) (In 2/r )l/24Dl(exp(- 2) - 2a-l 1 2[l . 2 F(Q)] + (6-3)

with

F( ) = exp(- 2)f dx exp (x2 ) (6-4)

0
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ueing uawson's integral. The function F( )has been tabulated by Abramowitz

and Stegun l. We note here the small- and large-c expansions for the
second term in Eq. (6-3).

2,,- 112 (1 -2 F( )J 2,r-112(l 2 42 4 8 86 +**, ~ (-a

(1+ -- 2 1 5 4+
-T72 4 .. (6-5b)

The representation for the line profile, Eq. (6-3), allows the evaluation

of the optical path of Eq. (6-1 ) by a simple quadrature. Since the main

contribution arises from s -0 where the density has a maximum, one can set

D its value at the tangent height, in Eq. (6-3) as a first

approximation. This is permissible since the Doppler width is a slowly

varying function of altitude, and one obtains an explicit v dependence in

terms of =(ln 2)l1/2(, - 0)/ 'a~ 0 =

D 0

rL) (l~n 2)1/ 2 l-hc L'B1-u (112 o- 0~ exp(- 2 -1 12 7r 11 2  24F Q (6-6)
7F a

where

Io f s n1(h)El Y ) (h)),

Ii= fs a(h)nl (h)[l Y '(h)).

The first term in Eq. (6-6) represents the Doppler profile contribution, and

the second term is the additional correction due to the Voigt profile. The

optical path in the wing is governed by the second term.

A further improvement is achieved by expanding the Doppler term as

exp 1-q2 /012] exp [_-p 2 / (co 21 ?1,2 ~ ao)2J +~*

(6-7)
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before integration in Eq. (6-1) and including the factor I/( D in the

0
quantity in the integrand of Io, rather than approximating it by i/a D"*

Figure 7 displays the optical path calculated (a) numerically from Eq. (6-1),

as described in Sec. 5, (b) approximately based on Eq. (6-6). and (c)

approximately based on Eq. (6-7). In all three cases, summation over I km

thick layers replaces the integrals. The three curves for tangent height 70

km are practically indistinguishable. Curve (b) differs at most by 11% and

curve (c) by 3% from curve (a). Even for greater tangent heights such as 110

km, the differences in the three curves are not significant.

Thus, we can conclude that the simple forms of Eqs. (6-6) or (6-7) are an

adequate representation for the optical path over the entire lineshape for the

tangent heights of interest. The absorptivity factor I - exp[- T( V )] is

then easily evaluated for all , ; the only required quadratures over the LOS

are the integrals Io and Il for Eq. (6-6) or the only slightly more

involved quadratures for Eq. (6-7). Hence, a considerable saving of

computation time is realized by using Eq. (6-6) or Eq. (6-7) instead of Eq.
"" ~(6-1).:':

B. Determination of< R >

The other factor to be evaluated across the line profile is the averaged

R, Eq. (4-14). Different approximations are required, depending on the

frequency domain.

(1) Line Center

For thick lines, the line center is characterized by T, 1, and

Eq. (4-13) reduces to

I a < (6-8)

The average <R>can be estimated by applying the method of steepest descent to

evaluate the numerator in Eq. (4-14),
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<R> RLh(S 0 )] = R(h0 ), (6-9)

where So, the location along the LOS at which F attains its peak value, is

given by

df/ds _f2. (6-10)

As we move away from the line center, s0 moves closer to the tangent point,

and h0 moves toward the tangent height ht. This is illustrated in Fig. 8

which shows the weighting function F for several values of v - r at 70 km

tangent height. Thus the variation of I , near the center reflects the

variation of R wi~h altitude. (The normalization for F is given by Eq.

(4-11); however, only the shape of F is significant for the evaluation of

(2) 'Line Wing

The wing region is characterized by little or no absorption, T-4 1

and F - f, leading to

(R~~win9 1 = .il.s gn u  (-1 :

wing gu fds gn0(1 -V ).......'-"6-"l

For thin lines (where r 4 1 for all v ), this is valid for the entire

lineshape as already stated in Eq. (4-15).

For the Doppler profile, there are no pronounced wings due to the fast

Gaussian decline of g( v ). For the Volgt profile, when the Lorentzian

width a 4 a the Doppler width, or a 4 1, one can employ Eq. (6-3);

for jo. I only the second term survives in Eq. (6-3) and it has the asymptotic

form

g( , h) (a c(h)/ x] [B(v - V)] ,  (6-12)

based on Eq. (6-5b), where

a 2 a 4

+ + + (6-13)2n2 ( v - v) 4 (l n2) ( v o- )
21A
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The pri mary Idependence i s the expl ic it 0)2factor in Eq. (6-12), while

the space dependence is mainly through ' the factor B is only weakly

dependent on r anld h.

The approximate separability of g into a function of h multiplied by a

function of a' renders < R) in Eq. (6-11) almost independent of v'

and if we set B 1, we obtain the far-wing limit,

1 /ds ac nu,6-4

9 u dsa Cn 1-)

The integrals in Eq. (6-14) can be evaluated from the input data specifying

nut n1. and the pressure p, which determines arct as functions of

altitude. Thus < R> is easily evaluated by quadratures.

The weak dependence of <R> on v' in the wings can be recovered by using

higher-order terms for B in Eq. (6-13) to represent g in Eq. (6-11) and by

retaining the lowest-order absorption effects in F in Eq. (4-14). It is

convenient to express these corrections to Eq. (6-14) in the form

=R/<> [l + b( -o )-2 +' b2( v o)4

X(l - 1 
T 2 + *~ (6-15)

where

b, (3/2 In 2) [<a 2 >u <a 2 >1 (6-16)

with the averages over the upper-level and lower-level populations defined by

<A =fds fl ac A (6-17a)
u A[d>nu cc

u fds n( a

<A> 1  f I )c A (6-17b)

~fis n1( Y V acr

while 1 L~ s (l- ac >u

0 .(6-18)
2

q 24 8 J ds, n (I Y) & 3..
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The first factor in Eq. (6-15) represents the successive corrections due to

the higher-order terms in B in Eq. (6-13), and the second factor represents

the lowest-order absorption effects. The mixed representation in Eq. (6-15)

can be converted into a pure ( - 2 expansion by noting from Eqs

(6-1), (6-3), and (6-5b) that

7- (h81._0u/rc)fds n1(1 -0 yCr -o )-2 + o[(V- o (6-19)

in the far-wing region.

C. Comparison with Numerical Results

It is convenient to express the path spectral radiance in the

normalized form

( ) - I, I/(2c 2 (R>, 11 -exp- -(t , <R> /<R:, • (6-20)

Near the line center, when the absorption is strong, the absorptivity factor

approaches unity, and I ( ) is simply the ratio of (R) to (R). On

the other hand, in the wing region, the second factor approaches unity and -

is simply the absorptivity factor. Further simplification occurs in the

wing domain for T( v)41, where ( ) - e- (P ) (,). The

solid line in Fig. 9a is a plot of the exact (numerically obtained) I ("

for the Q14 line observed at a tangent height of 70 km. The dashed and dotted

lines represent, respectively, the exact first and second factors of I (')

indicated in Eq. (6-20).

The analytical expression of Eq. (6-6) for r ) provides an accuracy of

- better than 0.5S% over the entire range ofi for the absorptivity factor 1-9 -,

and no further improvement is achieved in this strong-line case by

employing Eq. (6-7). Thus the first factor of I ( " ) is predicted

analytically to high accuracy over the entire spectral range.

The second factor <R> / <R>.of I (") departs from its asymptotic r
value rather gradually. The analytical approximation for this factor, Eq.

-2

(6-15), keeping only the leading corrections of order( ro ") and T 2

involving b1 and q, is represented by the dotted line in Fig. 9b.

2-23

-. :.:.:.:..:~. .-

... :,.,.:,,..- . .. ,.: .... .....-.. ,. .. * .. . . .- , .. ,. .. . ... . ... .. .. . . . . . . .-



* -b - * . -. r ; --- . - . - -' . - ' * , - -, . -. . - - -, -' .- . n

The agreement with the numerical result (solid line) is quite remarkable for

, 1 Z > 0.002 cm, or T< 4, with a maximum error of less than 2%.

Furthermore, we find that the T 2 term in Eq. (6-15) accounts for the main

departure from the asymptotic value, as bI happens to be quite small; even

at ,-,' o -  0.002 cm"1 , or = 3.12, the error in neglecting bI is

only 0.05%.

Under these conditions, we have the simple result

1( = (1 - e- ) (-T 2/q), (6-21)

and the peak occurs at lI/d T. 0, or at T satisfying

q - 2T(er - 1) +T 2. (6-22)

Knowledge of q in terms of the atmospheric density and temperature

distributions through Eq. (6-18) allows us to predict the optical path r at

the peak, and hence also the magnitude of 1(v at the peak. When q it I, as

is the case here, we can simplify Eqs. (6-21) and (6-22), obtaining

q 2 eT  (6-23a)

and

peak /- 1 + 1/2) e" - ( + 2)/q. (6-23b)

Thus, we can infer that the peak value of I is only slightly below unity as

long as q OD 1. At 70 km tangent height, q - 187, and according to Eq. (6-22)

the predicted 7 at the peak spectral radiance is 3.32, in excellent agreement

with the actual value of r= 3.3 inferred from Figs. 9a and 7. For this tan-

gent height, Ipeak assumes the value 0.92, and it Is predicted within 2% by

Eq. (6-23b).

As we move towards the line center, 7 increases very rapidly and the

higher-order absorption corrections become significant in Eq. (6-15). This

domain is well represented by Eq. (6-8) or by just the second factor in Eq.

(6-20). The average R in the central domain can be determined from Eq. (6-9),

or suitable extensions of that approach. Even the simple analytical result of

Eq. (6-9), represented in Fig. 9b by the dashed line remains within 20% of

the numerically obtained result, and the qualitative behavior, Including the

occurrence of the minimum of I ( i , is very well represented.

2-24

.o . . . . . . . ., •

. . .. . .. -
. . . . . . . . . . . . . . . . . . . . . .:: : ): : . . . . . : : :. . . . .:! : : : : - == = = = = = = = =



L

Further improvements indicated in subsection E below bring the agreement to

within 6% over the entire range from the line center to the peak.

In Fig. 9c the predicted results for the absorptivity and (R> / < R).-

factors are combined to obtain the analytically predicted I ( v ), represented

by the dashed line. The discontinuity in the dashed line near the peak is

associated with the transition from the central to the wing approximation

for <R> / <R). . The solid line represents the exact numerically obtained

result, which was already displayed in Fig. 9a.

We see from Fig. 9c that the spectral radiance for the Q14 line at tangent

height 70 km is well represented by the analytical results. Similar agreement

between the analytical and actual results is obtained for other tangent

heights as well. Figure 10 represents the corresponding results for 85 km.

We will not discuss the latter case in detail. However, we note that the peak

of I ( p) occurs for smaller t at 85 km, making the Doppler contribution in

Eq. (6-3) significant in the vicinity of the peak. Hence, the simple form of

Eq. (6-21) which only employs the asymptotic wing profiles needs to be

modified.

D. General Comments

(I) The analytical results can be used to obtain the integrated

radiance in approximate closed form; these results compare well with the

numerically obtained results.

(2) At 70 km tangent height <R>o, the average R at line center,

is much smaller than <R>,. and the radiance profile has one maximum and one

minimum. As the tangent height is increased, the variation in <R> is

reduced, and when <R> o  substantially exceeds <R>,, , the radiance

profile will increase monotonically from line wing to center. Such is the

case for tangent heights above 88 km. Thus the determination of the two

limiting values of <R> is useful to assess the general characteristics of

the radiance profile.

(3) Whether the radiance profile will be monotonic or undulating can

also be seen from the line-wing results, which are governed by b1 and q.

The absorption effects ( 2 term) dominate for strong lines. It can be shown
2-25 -.-. " !
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easily that q-1 0 if R as a function of altitude approaches flatness in

the vicinity of the tangent height. The lineshape effects (b1 term) also

vanish in this situation, and <R> is essentially flat over the line-wing

region. This can be expected to occur around ht- 90 to 95 km (see Fig.

4). The radiance profile, however, already will have become monotonic at a

slightly lower tangent height due to the effect of the absorptivity factor.

For larger tangent heights, q-1 becomes negative, and the radiance profile

increases monotonically both due to the 7 2 effects in < R> and the rise in

the absorptivity factor from the wing to the line center.

(4) Decrease in the line strength will push the peak in the radiance

profile towards line center.

(5) The radiance at line center 10 can be shown to be almost

independent of the tangent height for the range of tangent heights where r> I.

(6) A systematic study of the shape of a single isolated line as a

function of tangent height ht, the line strength or the Einstein coefficient

B 1 -u- and the width ratio a will be given in a subsequent paper. The

corresponding results for integrated radiances will also be given elsewhere.

The basic framework for these studies has been developed here.

E. Further Analytical Results for Radiance Profiles

The wing region is very well represented by the approximations given

so far. Agreement between the analytical and numerical results in the central

region can be improved by a better determination of (R> . Some of the

attempts made to improve the line-center profile are described in the

following paragraphs.
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(1) Instead of applying the method of steepest descent in terms of

integration over s, one can change the variable to the altitude h and evaluate
A A - -

R at the peak ho of the new weighting function F = F(ds/dh), that is<R>=
A

R (h0). However, the results in this case are poorer approximations of

the exact <R> of Fig. 9 than is R (h.) corresponding to the peak of F.

The reason for the poor results lies in the much greater asymmetry of the
A

weight functions F (Fig. 11) compared to the weight function F shown in Fig. 8.

(2) Since the range of s or h which makes the main contribution to R

is also the range where the line first becomes optically thick as one proceeds

inward from the detector along the LOS, one can use the criterion

T iy, hl) 1n2 to define hl, and set<R>= R(hl). The

quantity T- (JI,h I ) is the optical path from position sI defined as in Eq.

(4-12) with the lower limit of the s-Integration taken to be sl = s(hI ).

The point sI is the median point of the weighting function F as a function

of s for optically thick lines.

(3) Alternative (2) above provides some improvement in part of the

frequency range as compared to the simple procedure used in Eq. (6-9). But

the above methods cannot be expected to give a uniformly accurate description

of (R> , since they all evaluate R at a single height. Further improvement

is achieved in these methods, for instance, by expanding R in a Taylor series

around so or ho and keeping the first few moments over the distribution F
A

or F. This procedure recognizes explicitly the curvature of R as a function

of h. Keeping terms up to the second moment provides a uniformly good

approximation to (R> within 6% for the entire domain from the center to the

peak for the Q14 line at 70 km tangent height. The domain beyond the peak Is

described by the wing approximation. .-
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SECTION 7: CONCLUDING REMARKS

In this paper we have discussed the emission lineshape for an isolated

line, including self-absorption, in a planetary atmosphere viewed in the limb

as a function of tangent height. Numerical results were described in Sec. 5

and analytical approximations and insights were presented in Sec. 6. The

representation of the spectral radiance in the product form, as an averaged

density ratio<R> times the absorptivity factor [1-exp(-T)J provides a clear

understanding of the main features of the lineshape.

Besides these insights regarding the formation of the lineshape, the

analytical results provide a reasonably accurate approach for practical

calculations at a considerable saving of computer time compared to the

numerical approach. Since the optical path along the LOS T (p) can be

calculated as an explicit function of frequency by simply computing a few

global averages of the atmospheric parameters, the determination of the

absorptivity factor takes very little computing time. The asymptotic form

for <R> in the wing region also requires only a few global averages. Thus

the lineshape for frequencies beyond the peak of I is easily computed

without any serious loss of accuracy. In the central region the simple

steepest-descent methods provide <R> without consuming much computing time,

if we are satisfied with a 10-20% accuracy. To increase the accuracy one can,

for instance, include the higher moments as mentioned in Sec. 6E. That,

however, does take considerable computing time (perhaps almost as much as the

direct numerical approach), and further analytical improvements In that domain

with the aim of reducing the computing time should still be attempted.
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If we consider a single lineshape at a single tangent height, the

atmospheric parameters appear only through global averages along the LOS.

Viewing along a different LOS (that is, varying the tangent height) provides a

numerically different average, and inverting these averages provide a means of

deciphering the atmospheric parameters from limb-viewing observations.

The density profiles, both for the lower level and the upper level, were

monotonically decreasing functions of the altitude for the species (C02) and

altitude regime discussed here. For certain other species, peaked

distributions of upper-state and lower-state densities as a function of

altitude will prevail, perhaps substantially altering the F and R(h) profiles.

These effects can give rise to lineshapes with significantly different

features. The methods developed here are, however, general enough to

encompass such distributions, and corresponding studies will be described

el sewhere.
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APPENDIX A: VOIGT LINESHAPE FUNCTION

The lineshape function for the Doppler line profile has the form

gD ( o~h (In 21/2 2

9D v 12 exp [-(In2)( . . o 21 , ] (A-1)r C t 0x

where ai D = ( 0 /c)[(2(1n2)kT/m] 2  is the half-width at half maximum.

Here m is the molecular mass, k is Boltzmann's constant, and v0 is the line

center. The width aD depends weakly on temperature, which in turn gives

" D an implicit dependence on altitude h.

The Lorentz lineshape function gL is given by

I~l L (/--/0' 
h ) = - -  C~ N

S(JVo)2  + (c aN) (A-2)

where aN = A/27rc is the natural Iinewidth and ac is the collision

linewidth ac = n av/2 7rc, n being the total density, a, the

species-weighted average collision cross-section, and v the relative

velocity. The radiative width aN can be neglected because it is normally

very small for infrared transitions. For example, for the 15ym CO2

transition a N 10-I c m'l , while as mentioned above aD l 0 "-

cm - 1 at room temperature and a c =0-5 cm- 1 at 70 km altitude. Since

n - 1 and v -T1 2 , for constant pressure and a velocity-independent

cross section we haven c-T-1 /2. Once again, ac depends weakly on

temperature but more strongly on pressure. The result is a strong altitude

dependence for a c, since p varies exponentially with altitude.

The Volgt lineshape function is a convolution of Doppler and Lorentz

profiles and is given by

gv -v 0 ,h) = dv gL(v- u ',h) gD( v o ,h) (A-3)

- P-
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If we introduce y and ~,the frequency intervals from line center

corresponding to z'and P and a, the ratio of Lorentz to Doppler widths, by

y =(1n2)
1 / 2( p - P /" A4

a =(1n2)
1 / 2( c+ (A-5)

(I (n2) 1/ 2( p v (A-6)

Eq. (A-3) becomes

a (in 2)
11  rw~

9V (,h) = J y-'--- A7
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FIGURE CAPTIONS

Fig. 1. Earthlimb viewing geometry for an exoatmospheric detector [R = earth

radius, ht z tangent hith (h +&h) hegh at position s (sS )

along line-of-sight].

Fig. 2. Profiles of kinetic temperature T = Tkin Trot and C02V 2

vibrational temperature Tvib vibrational temperature used in model calculations.

Fig. 3. Altitude profiles of total pressure p and CO2 density used in model

calculations.

Fig. 4. Vibrational temperature profile Tvib for "2 mode of CO2 , along

with profile of R corresponding to this vibrational temperature profile.

Equation (4-8) defines R, which is proportional to the affective blackbody

radiance at temperature Tvib.

t

Fig. 5. Limb spectral radiance for Q14 line of CO2 "2 fundamental band at

four different tangent heights. The line is symmetric in frequency & about

its center frequency v0 , and only half of the line is shown. In each case

the results are shown for the Voigt (solid line) and Doppler (dashed line)

1 ineshapes.

Fig. 6. Integrated line radiance for lines of CO2 v2 fundamental band at

70 km tangent height for two cases: (a) Voigt profile (b) Doppler profile.
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Fig. 7. Optical path.T (.) for the Q14 line of the CO2  2 transition:

(a) exact calculation from Eq. (6-1); (b) ..... approximation

based on Eq. (6-6); (c) --------- approximation based on Eq. (6-7). expanding

the Doppler term. The results are shown at 70, 90. and 110 km altitude. Over

large ranges of frequency and altitude the approximate results conicide with

the exact solution and are not shown separately.

Fig. 8. Weighting function F [i., h(s), s] for several values oflV-/o in

Q14 line of CO 2 P 2 fundamental as a function of distance s at a tangent

height of 70 km.

Fig. 9. (a) Exact normalized spectral radiance I() for the Q14 line of

CO2 P2 at 70 km tangent height (solid curve) along with its factors [Eq.

(6-20)]. The dashed curve represents the absorptivity factor 1-exp (-T),

and the dotted curve shows the behavior of< R> /< R> . (b) Exact
00

result for <R> /<R> (solid curve) along with approximate calculations
00

based on peak of weighting function F (dashed curve) and based on expansion of

Eq. (6-15) (dotted line). (c) Normalized spectral radiance I ())

calculated exactly (solid curve) and on basis of approximate T(P) and

• < R>/< R>00

Fig. 10. Corresponding results for I (V) at 85 km. Format is same as in

Fig. 9.

A
Fig. 11. Weighting function F plotted versus altitude h for several values

A
ofP- V o . Tangent height is 70 km, and values of F to the left of h a 70 km

correspond to points on the far side of the tangent point, as viewed from the

detector. Rest of parameters are as in Fig. 8.
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Electrical Gas Heating and Combustion

Ernesto Barreto

Atmospheric Sciences Research Center
State University of New York at Albany

Albany, New York USA

Abstract

Stored electrical energy of 0.20 mJ can produce an ignition in a

propane-air combustible mixture of quenching distance (2.00 mm). The

spark and ignition proper are sequential but individually different physi-

cal events. The first is related to the general problem of rapid gas

heating by electrical discharges (n 10- 7 sec), the second to the onset of

a flame by enhanced chemical reactions due to the temperature increase %

("i 10 sec). Only the first event is considered, and it is assumed that,

since the hydrocarbon does not appreciably change the breakdown voltage,

the same energy is sufficient to heat air or gases like N2 and 0 In

uniform fields, for all these gases, a critical avalanche is larger than

the discharge gap used, thus no streamers are produced. There is, however,

vreliminary ionization that guarantees the existence of a transient glow

capable of concentrating all electrical forces into narrow sheaths. De-

pending on the electronegativity of the gas and on the conditions at the

cathode surface, it is possible to produce either diffuse cone-shaped

or filamentary discharges. Both heat the gas as confirmed by their

ability to ignite. Diffuse discharges exhibit only molecular lines and

the energy deposition takes a time (' 35 nsec) which is larger than that

for filamentary discharges. The cone produced is consistent with the

concept of a subsonic submerged jet expansion of electrons from the cathode

spot. The gas temperature calculated agrees with both the value for ig-

nition and that predicted for positive streamers in point-to-plane

geometries. Filamentary discharges are associated with the standard

formation of a strongly ionized plasma and the procurement of a critical

electron density (1017 to 1018 cm- 3). They are very hot as evidenced by

atomic nitrogen lines and by very rapid energy deposition ("- 10 nsec).• . .~

•Work supported by the Office of Naval Research and the Air Force Office '
of Scientific Research.
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Objectives and Definitions

The purpose of this study is to clarify the manner in which available
r

potential energy is rapidly converted into heat in a small discharge at

atmospheric pressure. The problem is one of long standing and has been

traditionally neglected. This is because dielectric breakdown constitutes

a series of irreversible events that, if undisturbed, automatically lead

into each other. For example, recording the onset of field directed ioniza-

tion in a uniform field between metal electrodes guarantees a subsequent

rapid collapse of the applied voltage. Experimentally, accurate recording

of any one item in the breakdown sequence, say an initial barely luminous

avalanche, requires very different instrumentation and/or calibration than,

say the strongly luminous final collapse of voltage associated with the

onset of an arc. The spark we study has a 2 mm gap between metal electrodes.

The total time elapsed between ionization onset and gas heating is 1 usec.

However, within this microsecond, depending on gap geometry and gas used,

one may have avalanches, a transient glow, streamers, interaction with

electrodes, space waves of ionization, cathode spot formation, and metal
L .

evaporation and its ionization. Exactly what each one of these processes

is and how they blend into each other is not clear, and it is not uncommon

for people to refer tu physically different events by the same name.

The best known mechanisms are, of course, initial avalanches and

streamers. In order to clarify our nomenclature, we define these two as

follows: An avalanche starts ionization in a neutral gas. Its onset re-

quires the existence of at least one free electron and a critical electric

field (potential difference) characteristic of the gas and geometry used.

If the free electron is not artifically produced, the onset of an avalanche

incorporates a statistical time delay that is longer for smaller gaps.
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Because of the smaller volume, there is a correspondingly smaller probability

for a random electron to be produced in the electrically stressed region.

Avalanches multiply electrons exponentially with distance, x, as ne/n =

exp(cz-n)x. a and n are, respectively, the number of electrons made by

collision and those lost by attachment per unit length of electron travel

in the field direction. In an avalanch, each charged particle interacts

independently with the applied electric f eld. Electrons collide and ex-

change energy almost exclusively with neutral molecules, and, even at peak

ionization rates, the great majority of collisions are elastic. The avalanche

velocity is of the order of the drift velocity of electrons in the field

direction. This velocity is small compared to the random thermal notion

of the electrons. The head of an avalanche grows as a result of electron

diffusion due to their high density, not due to electrostatic forces. Using

a cloud chamber, avalanches can be verified to be conically shaped. The

projected cone angles are consistent with simple diffusion theory and are -

of the order of two to five degrees in air and gases such as N 2 and 0 2.

Avalanches are intrinsically unstable: they must either cease or

change to a more stable discharge. The final stage of an avalanche is in-

fluenced by space charge effects, resulting from the high degree of ionization

obtained, and by the possible transformation to a non-equipartition plasna.

At critical E/p values in N2 ('%, 50 V/cm-Torr), avalanches grow until electron

.2

8multiplication (n e /n o ) reaches a value s 10 . This corresponds to a dis

tance \ 12 mm, a head diameter - 30 pu and a tine interval r 90 nsec. 2

The space charge at the head of the avalanche produces a local field that

is much stronger than the applied field. The discharge accelerates to

velocities much larger than the electron drift velocity and thus changes

into a streamer. While an avalanche is being produced, optically excited

3-4
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molecules may decay and produce photoelectrons at the cathode. Thus, suc-

cessive avalanches can extend the discharge over the cathode surface. Even

in this case, a final streamer grows from the space charge left by the

avalanches in sufficiently long gaps (> 2 cm). In highly overvolted gaps,

a single avalanche can be transformed into a streamer that crosses the r
whole gap. In gaps smaller than those required to produce a critical

avalanche, photosuccessors can fill the gap with a glow. This glow can

also be produced in longer gaps by coating the cathode with a substance

that lowers the work function of the metal3 (e.g. Cul on Cu) or also by

using very clean gases with low photoattachment coefficients (e.b. N2 ).

Streamers are filamentary channels that grow from a critical avalanche

and propagate toward the electrodes at speeds exceeding the electron drift

velocity. In very inhomogeneous fields, streamers propagate from the elec-

trically stressed region into the neutral gas. This is particularly evident

4
for cathode-directed streamers in positive coronas. For their propagation

into a neutral gas, Dositive streamers require strategically located electrons

ahead of the positive propagating front. The source of these electrons has

never been clarified. '
6  In uniform fields, the luminosity near a critical

avalanche exhibits a contraction at the region where streamers start propa-

gating toward both electrodes. However, except for discharges in 02, cloud

chambers exhibit a knob-shaped expanded cloud at the same location. The

7reason for this behavior is again unknown. At any other location, lumin-

osity and ionization profiles are well correlated in time and space. Streamer

channels are of the diameter of the critical avalanche (,. 70 um in diameter)

13 15 - 3
and contain electron densities of the order of 10 to 10 cm In

molecular nitrogen the average electron energy is limited by vibrational

2excitation to values between 2 and 4 eV. Although the electrons collide

3-5 -
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primarily with neutral molecules (they are collision dominated), they first

exchange energy among themselves (T e> T n, due to their small mass and the

long range of Coulomb forces at this high electron density. Consequently,

their distribution is not only primarily isotropic but also Maxwellian.

This model of a streamer as a weakly ionized plasma capable of producing

shielding sheaths is not consistent with those where a significant charge

separation is due to independent interaction of the electrons with the applied

field (e.g. the Loeb-Raether and Dawson-Winn models). However, the assumed

conducting nature of a streamer leads to a consistent computer model 8that

agrees with both the very small shielding distances (< 1 wm) and the large

plasma frequencies (> 10 sec - ) that must be inferred from the electron

9
densities and temperatures involved. In a streamer, the energy of all

electrons is very small compared to the energy of the neutrals, which stays

at values close to room temperature. A low temperature is verified by molecular

line radiation and is supported by the inability of streamers to ignite -.'-"

combustible mixtures. The glow-like nature is verified by the fact that

when streamers bridge a positive point-to-plane discharge gap, the current

is significantly reduced,1
0 whereas in uniform fields, it becomes saturated.

2

11
A conducting glow model also complements the observation that streamers prop-

agate for distances of the order of one meter in an originally uniform field

whichis much weaker than that required to start ionization between parallel

electcodes (0 7 vs 30 kV/cm). This suggests field intensification by in-

duction. Also, it has been shown that successive small voltage pulses

along a streamer channel lead to increased ionization and actual gas heating.12

This suggests wave propagation and attenuatio, in a plasma.

This rather meticulous description of both avalanches and streamers

is presented to clarify our point of view and the work to be discussed.
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It is clear that only the early stages of an avalanche (ne/no 0 106) are

in uncontested agreement with theory. It is also clear that, in small gaps

(. 1.50 cm), the whole interelectrodegap is bridged by the discharge before

actual gas heating occurs and, as will be shown, even before a significant

portion of the available potential energy is used. That is, the applied -

voltage does not change, the gas remains at room temperature and ionization

is maintained by interaction with the electrodes, as in a steady positive

glow. Fortunately, this high pressure, abnormal glow state constitutes - -

the longest stage in the breakdown sequence, and its existence has been

10
clearly demonstrated in discharges with or without streamers. In a

point-to-plane gap in air (300 um, 2.0 mn), there is a glow lasting

2.0 psec after a streamer crosses the gap but before the voltage collapses.
9

L

In the sane gap with a uniform field, there is an initial succession of

avalanches lasting between 0.2 and 0.5 usec before the voltage collapses,

This final stage of the discharge is the object of the work presented here, a

and it is all that will be discussed henceforth. Also, it must be noted

stoe1 3 ,14
that thermalized leaders and return strokes are not present in small

discharges (< 10 cm) having just sufficient available energy to heat the

gas.

Using a photomultiplier. we have established a time relationship between

gas heating by a spark and the onset of ignition by chemical reactions.

It is shown that sparks get hot in very short times (5 to 50 nsec), and

that the onset of a combustion flame follows after a few milliseconds. This

is because combustion requires the existence of a hot volume. This must

be sufficiently large to guarantee that the heat produced by chemical reac-

tions is accumulated and not lost through its surface. This volume has a

characteristic dimension of the order of the cube of the quenching distance

3-7
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for the combustible mixture used (hence, our 2.00 mm gap). Its formation

16
is associated with heat transfer from the spark channel to its surroundings.

It is then clear that, in time and space, the spark and the onset of a flame

are, again, sequential but very different physical events. However, ignition

guarantees gas heating to, at least, the self-ignition temperature of the

combustible mixture ( 5000K). The amount of hydrocarbon is smaller than

8% by volume, and its presence does not significantly change the experimental

breakdown voltage. Actually, we observe larger variations due to meteorologi-

cal pressure changes. Consequently, we can safely assume that, in gases

like air, N2 and 02, minimum ignition energies of the order of 0.2 mJ are

also capable of heating the gas even in the absence of a hydrocarbon. As

will be discussed below, current traces and spark luminosities are the same

as in air.

The present work deals with an experiment in which the gas heating

stage alone has been isolated. We have found that, depending on the gas

used and the conditions at the cathode, the electron number density can

change in such a way that thermalization and rapid gas heating are due to

either electron-neutral collisions or electron-ion interactions. That is,

given the same minimum energy, there are two types of sparks capable of

heating the gas. We will show that both are consistent with the concept

of an electron fluid.

Experimental

The experiment itself is done using a small discharge gap (2.00 mm)

with interchangeable electrodes. One of the electrodes is machined to

fit the stage of an electron microscope. In the gap, one electrode is

connected to a high voltage supply through a very high resistance and

the other to a small grounded resistor with an inductance that matches
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the lines and equipment used (50 f). The high resistance isolates the power

supply during the time of a discharge. The ungrounded side of the small

resistor is connected to either a fast oscilloscope (Tektronix 7904) or a

transient digitizer (Tektronix 7912AD). Because of the small capacitance

used (5-60 pF), RC times are small enough (< 0.3 nsec) to guarantee that

the current recorded corresponds to events occurring in the gap. (The

recording instrumentation has 0.5 GHz capability). The discharge itself is

photographed through an electronic camera supplemented by an additional

imaee intensifier (TRW/Quantrad 1D; EMI 9914 IS). The gain of the image

intensifier is not sufficient to see avalanches or streamers. These can

be recorded by their luminosity or by their characteristic current trace.

Streamers do not occur when using uniform fields, because the gap is smaller

than a critical avalanche. Unless specifically noted the field should be

considered to be uniform.

We have developed a model to explain gas heating that is summarized

as follows: during the glow stage, electrical forces concentrate near the
12 < 

1
17 m-3)'i°

"

electrodes. The electron density is high enough (10 12 n e < 10 cm

to guarantee that the electron collision frequency, v falls in the range

(m /mn ) -V << « v Consequently, the electrons in the glow constitute
e n en ee en

an ideal fluid characterized by Te T Ti and by an equation of state

e nekTe" The electron temperature value is fixed by vibrational excita-

tion losses, 1 4 ,17 and a small amount of energy must be supplied to the glow dis-

charge in order to maintain it for the long times observed. This probably

occurs through a standard cathode fall phenomenon. During the long lasting

glow stage, ions can drift and accumulate at a dielectric oxide layer that

invariably covers any metal surface exposed to even traces of 02• (Its

equilibrium vapor pressure over Cu is 10 Tort). Since these layers

3-9
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are very thin (50-500 A), the capacities involved are very large. The elec-

tric field at the surface of the metal, more properly, at an asperity

on the surface, can reach field emission magnitudes. 19'2 0' 21 The emitted

electrons interact with those in the gap as a fluid driven primarily by

electron pressure gradients.

Experimental evidence for this model is most clearly demonstrated

by a discharge in N2 . The results are shown as the current trace in

Figure la, the photograph of a corresponding single cathode cell in a Cu

electrode, Figure 2a, and the luminosity in the gas, Figure 2b. There is

gas flow of \, 100 m/sec perpendicular to the discharge, thus ionization

lasting for times compatible with gas motion is evidenced by the asymmetry

of luminosity near the cathode spot in Figure 2b. Notice, however, that

the integral of the current with respect to time (Figure la) raises from

zero to the CV value in about 25 nsec. That is, within this short time,

practically all the available charge and energy goes into the gap. The

stored energy is 0.23 mJ, and only a single cathode spot is produced.

Its diameter is about 3 wm, and the peak current value is 6.8 Amp. The

7 2
maximum current density is then 9.6 x 10 A/cm2 . This value is very large

but agrees with that for electron emission from a single cathode cell

(a Kesaev cell) as reported by others. 22 ,23 Thus, it is concluded that

practically all the stored charge goes into the gap through a single

cathode cell (sometimes two next to each other). This agrees with the

well known fact that, in small gaps between metal electrodes, a spark does

not materialize unless a cathode spot is formed. 9 '15 '24  In vacuum arc

studies, as well as in our previous work with ignitions, it has been

established that electrons from the cathode contribute to ionization only

after their thermalization.9 '2 2 Consequently, the region near the cathode r

3-10
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is one of high electron pressure.

The conical luminosity in Figure 2b is associated with the formation

of the cathode spot and its inherent high electron pressure. A very important

fact confirming this assertion is that the luminosity has an average vertex

angle of 250. This value is an order of magnitude larger than the "wedge

angle" for avalanches in N2 which, as noted must have also subsided by the
20

time the cone is produced. However, a 25 angle corresponds precisely to

the value for turbulent mixing of a submerged jet. This angle has been

verified in fluid dynamic studies
2 5 to be practically constant (250 to 30)

and independent of the fluid used. It follows that the increase in ioniza-

tion and, of course, its associated excitation and luminosity, is due to

energy gained by the electrons in the gap as they mix turbulently with

those emitted from the cathode.

Further evidence for the validity of an electron fluid model has

been obtained by increasing the capacity to demonstrate that such an in-

crease corresponds to a higher electron pressure near the cathode, and,

26consequently, to an underexpanded jet expansion. That is, one in which

the pressure near the cathode (the exit pressure if it were a nozzle) far

exceeds that of the region into where the expansion occurs, namely, the

glow region in the gap. Such an expansion is characterized by the existence

of a normal shock and of an inviscid convergent core that protrudes into

the divergent region of turbulent mixing and incorporates a series of diamond

shaped shock waves. An example of the formation of waves inside the core

in N2 is shown in Figure 2e, which is a streak photograph of a discharge

with higher capacity (23 pF). The camera is triggered by the signal from

a photomultiplier. This allows us to estimate that the, top time in the

figure corresponds to about 110 nsec from the onset of ionization. A cone

3-11
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like that in Figure 2b is probably produced in the first two nanoseconds

after t as evidenced by luminosity near the anode region in Figure 2e.

Then about 3 nanoseconds later, two brightly luminous regions appear above

the bright cathode spot. Their sudden appearance involves times of a

fraction of a nanosecond, hence the speed of the phenomenon is so high

(10 3 m/10 9 sec 106 m/sec) that it can only be explained in terms of

electron waves.

We have shown that the position of the normal shock changes with

capacity, and that the length of the inviscid core is, as expected, pro-

portional to the area of cathode activity at the metal surface. Further-

more, the length of waves inside the core but after the normal shock,

remains constant, increasing in number for a longer core. These are char-

acteristic properties of an underexpanded jet. It has been tacitly assumed

that changes in the electron population are very fast compared to changes

recorded by the current trace. That is, it is assumed that a steady state

expansion can be established in times small compared to the recorded current

r7hanges. This is justified because equilibrium between electrons is obtained

- 010 15 -3in times v 10 sec for n =10 cm . It is also assumed that the- ee e -.

inelastic collisions of frequency vNe that make the flow visible do not affect

its inviscid quality. This is justified because vNe << Vee" Both theoretical

and experimental evidence for the existence of a supersonic electron fluid

26,27,28
expansion have been reported in detail.

While working in a combustible mixture using minimum ignition energies,

or with the same energy in air, N2 and 02P we noted that there are two

different types of sparks that we call diffuse and filamentary because of

their photographic appearance (e.g. Fig. 2b vs. Fig. 2c). Diffuse discharges

are the cone shaped sparks discussed above and filamentary the more familiar
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narrow channel sparks that are always present in longer gaps or with streamer p

induced sparks. In air and in a combustible propane-air mixture, diffuse

discharges are almost the same as those in pure N with only slight dif-

ferences in the current trace. Also, when either diffuse or filamentary

discharges occur in a sequence,they exhibit a high degree of reproducibility.

For instance, Figure lb shows the average current trace of 20 diffuse sparks

in air together with the standard deviation that had to be multiplied by a

factor of ten in order to be noticeable. Such reproducibility is remarkable

because there were five sequences of four sparks at four different sections

of the same Cu cathode, and observation with an optical microscope made

evident that each spark produced its own separate spot. We know diffuse

discharges can not be very hot because they exhibit only molecular line

radiation. However, in combustible mixtures, they are more likely to pro-

duce ignition when compared to filamentary discharges which are louder,

brighter and hotter as evidenced by atomic N lines. The difference in

combustion ability is then clearly related to a more efficient transfer

of electrical potential energy into translational energy of the heavy

particles. For the same stored value, less energy goes into shock waves,

dissociation and excitation.

Consider the current trace for the diffuse discharge in Figure la.

If we assume that all the stored charge becomes uniformly distributed in

a cone 2 mm high with a 250 vertex,angle we obtain an average charge density
14 -3

of 7.7 x 10 cm . This number is at least two orders of magnitude smaller
I

than the value required to bring about effective Coulomb interactions be-

-. 17 - 3
tween electrons and ions (-10 cm ), but it is compatible with the

29 ops vsee.
densities of positive streamers. Now, assuming all the stored energy goes

into the cone and becomes thermal energy of the neutrals, then
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( ) CV2 = n (7yr2L/3)(3/2)k Tn n

T CV2 /(n wrrLk)

*25 -3
Taking nn =2.7 x 10 m -

, C and V from Figure la and r and L from Figure 2b,

we obtain a temperature T n 1.01 x 103 oK. This value is clearly an over-

estimate because no losses are considered. However, it is an order of magni-

tude smaller than the temperature reported in normal filamentary sparks

(0 10 4 O K). Nevertheless, we know the temperature is high enough to produce

ignitions with propane, therefore T > 500 K.

The point made is that under the most optimistic assumptions, the

diffuse sparks never reach the electron density required for transformation

into a strongly ionized gas, but the gas does reach a temperature between

S. 0
500 and 1000 K. The lower estimate also agrees with temperatures calculated

for positive streamers. Electrons can interact strongly among themselves,

but Coulomb interactions with ions are not important (vee is always much

smaller than ven). Thus, energy is given to the electrons and is gradually

lost to the neutrals in times of the order of that for the whole current

trace. It is interesting to note that using yen 1.5 x 10 sec and

(me/In) / 1.5 x 10 - for N2 , the electron theralization time is (vme )-

34 nsec; that is of the same order as the current duration. As shown in

Figure 3a and b the current trace becomes much larger in He ( 100 nsec)

but not in Ar (1 10 nsec), thus indicating a molecule mass effect associated

with the current flow in gases that are unaffected by rotation or vibration.

This is true even though we cannot say anything about the neutral gas tem-

perature for He and Ar.

As suggested by the luminous region just before the bright supersonic

waves and near the anode in Figure 2e, we believe the actual formation of the
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cone occurs near the current peak in times smaller than 10 nsec. However,

this has to be clarified using better recording instrumentation. Finally,

it must be emphasized that in air, diffuse discharges appear together with

filamentary ones in an unpredictable manner. They may actually alternate

or be of the same nature for a whole day; we have not been able to control

their behavior in air. However, we find that in N2 they are always diffuse

while in 02 they are always filamentary. There are no stable negative N2

ions, but dissociative attachment efficiently produces 0 ions simultaneously
b

with ionization. Consequently, it is clear that negative ions in the gas

do play a role. The erratic behavior in air nevertheless indicates that

other phenomena must also play a role. We will show that, as expected,

the nature of the spark is affected by events occurring at the cathode.

Figure lc and 2c show current traces and the luminosity associated

with filamentary discharges in oxygen. The oscillations after the current

trace should be real according to the sensitivity of the equipment. They may

represent subsonic electron wave reflections at the electrodes that travel

2 mm in 8 nsec; that is, with a velocity 0.25 x 106 m/sec which is subsonic

compared to the electron acoustic speed (5 kTe/3me) 0.77 x 106 m/sec.

The true diameter of the spark is not well defined because of halation

effects. Nevertheless, according to Figure 2c, it is of the order of 50 im.

This is an overestimate, but it compares favorably with that for a more

diffuse streamer in air, namely 70 Pm. If we assume that all the stored

charge goes into a cylinder 25 um in radius and 2 mm high, we obtain an
16 -3

underestimated electron charge density of 6.5 x 101cm . This value is

larger than the number we have predicted 9 for the propagation of non-linear

16 -3 17 -3waves n z 2.9 x 10 cm and very close to the 10 cm required for
e

effective electron-ion interaction. If we put all the energy into this
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cylinder we obtain T - 6.7 x 104 °K, which is an overestimate but of the

order of the values2 observed in longer filamentary sparks in N2 (5 to 6 x4re of h

104 oK in 2.0 cm gaps). Since the electron density is underestimated, it

is fair to conclude that filamentary discharges are heated because

Vee - yen. Consequently, the thermalization of the electrons is associated

with the change in the plasma to a strongly ionized one. This is the more

standard accepted mechanism for gas heating in sparks,even though it is

also poorly understood. The appearance of atomic N lines confirm the

high gas temperature.

The difference between a diffuse discharge in N2, like that in Figure 2b,

and a filamentary one in 02, like that in Figure 2c, has been ascribed in

the previous paragraphs to the ability of negative ions to be rapidly pro-

duced by dissociative attachment (02 + e - 0- + 0) in the early stages of

ionization. Thus it is inferred that the 0 ions produced confine the

diffusion of electrons injected into the gap at later times. This can

result in a local high electron pressure. If the electron pressure gradient

becomes sufficiently steep, non-linear waves can propagate into the ion con-

fined electron fluid. These waves provide the mechanism by which the degree

of ionization increases to the thermalization value associated with v V
ee en

This point of view is confirmed by the fact that many electronegative molecules

(Cl2 , NO2 , NO, CI2 F2 , S02, CO2) are also able to confine the discharge and

to produce filamentary channels. Recent experiments by Gosho report a

large increase in streamer current associated with an increase in partial

pressure of the electronegative gas used. For instance, in a positive

point-to-plane-gap in air (2.0 mm radius, 2.0 cm gap), an initially steady

glow discharge progressively disappears, and streamer formation is enhanced

as the partial pressure of NO is increased. At a partial pressure of 0.16

3-16
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Torr, the discharge goes "directly" into a spark. A strongly electronegative

gassuc asCl2 produces the same effect at just 0.01 Torr partial pressure.

If a local electron pressure increase leads to filamentary discharges,

it should be possible to do the same even in N2 by enhancing the local .-. .-

emission and accumulation of electrons near the cathode using a small surface .

protrusion. Thus by polishing the metal surface, we left a protrusion about

25 urn high, which is large compared to a natural asperity (< 5.0 um in steel

20
and Al). However, it is also too small to produce a regular negative corona,

even though it does lower the breakdown voltage by 1.5 kV. This is evidenced

by the fact that we obtain the filamentary bright spark shown in Figure 2d

with a single current trace that indicates the deposition of all the stored

r charge in a single rapid event as shown in Figure 3c (no corona pulses).

Also note that in Figure 2d, there is an extended faint glow around the cathode

spot on the metal surface which supports the concept of a non localized discharge.

The high current phase lasts about 10 nsec which is of the same duration as

that for a discharge in 02 (c.f. Figure 1c) but is much shorter than the

35 nsec for a diffuse discharge in N2 (c.f. Figure la). Notice that the

region near the cathode spot towards the anode is not very bright. This

would be expected if it takes a longer distance to accumulate the electrons.

As always, it is also possible that the anode may be playing a role. It is .--

nevertheless clear that ionization near the protrusion enhances the local

accumulation of electrons, and that a discharge very much like one in 02,

but without stable negative ions, is produced by the high electron pressure

gradient.

We have previously indicated that the local accumulation of electrons

can also be provided by surface streamers over a charged dielectric. 
1 5

There is no accurate way of obtaining a reliable oscilloscope trace, but i--
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an example of this effect is clearly demonstrated in Figure 2f. The

cathode is cleaned and then covered with the coating provided to fix

Polaroid pictures. This coating is of the order of 10 um: thick enough

to significantly lower the capacity when compared to that provided by the
r

thinner natural oxide layer on the metal surface. Consequently, initial

ionization cannot increase the surface field to produce electron emission

or a cathode spot. Instead charge accumulates on the Polaroid coating,

lowers the field in the gap and stops the ionization. Progressive increases

in voltage eventually lead to a surface streamer system that resembles a

miniature lightning discharge, when looked at facing the cathode, or just

like a bright line over the surface, when looking sideways, as in Figure 2f.

Note the existence of a characteristic expansion cone, indicating electron

turbulent mixing, and the lack of luminosity at the location where the

cathode spot is shown in Figures 2b, c and d. Thus, we conclude that a

system of surface streamers can also collect charge fast enough to provide

sufficient electron pressure to form an underexpanded jet across the electrodes.

Clearly, this type of discharge is closely related to hazards as well as

to gas heating not strongly influenced by the metallic properties of the

electrodes. -

Conclusions

The main purpose of this paper is to demonstrate that in small sparks,

probably in larger sparks as well, heating of the heavy particles occurs

after the region to be heated has changed into a non-equipartition, weakly

ionized plasma of high electron temperature (Te > Tn ). Consequently, outside

electrical forces must affect the plasma through narrow sheaths at its

boundaries or through macroscopic electron fluid motion and waves. The

plasma is primarily neutral (ine -i << ne) and isotropic with all transport -
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processes small compared to random properties. The electrons constitute

an independent fluid that is bound both weakly to the neutrals, by elastic

electron-neutral collisions, and also very weakly to the ions, because of the

low concentration and heavy mass of the ions. That is, the electrons are

collision dominated, and binary collisions are a good approximation to the

kinetics of the gas. However, because of their small mass, electrons

effectively exchange momentum among themselves through long range Coulomb

interactions, even though they collide primarily with neutrals: (me /m n)ven-

<< Vee << yen. (Changes in the electron population occur much faster than

in any other species. Inelastic collisions resulting in ionization are

always very few even at peak ionization rates. In molecular gases like

nitrogen, inelastic collisions, resulting in vibrational excitation, limit

the average energy of the electrons, but rotational states are considered

to be in equilibrium with translational motion.)

It has been shown that small sparks are associated with the formation

of a cathode spot or with a system of surface streamers on a positively

charged dielectric over the cathode. These are associated effects that

feed electrons to a region near the cathode at the point where a spark is

produced across the gap. In both cases, experimental evidence is presented

to show that breakdown is produced by a resulting electron pressure increase

that leads to either subsonic or supersonic expansions, with reference to

the electron acoustic speed.

Depending on both the nature of the gas molecules and the efficiency

of the associated mechanism (cathode spot or surface streamers) to raise

the electron pressure, the gas nay become hot in two different ways. In

N2 with just sufficient energy to heat the gas, turbulent electron mixing

produces a characteristic 250 conical jet. Practically all the stored

energy is transferred into the gap just before and just after this Jet is .
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produced, and the current trace indicates a total time compatible with the

energy relaxation time for the electrons (v m /mn)-. The gas is gradually
en e n

heated to temperatures estimated to be between 500 and 1000 OK. Ion-electron

interactions do not occur because of the low ion density obtained.

In 02 and in other electronegative gases, electrons are rapidly cap-

tured in the initial ionization events with the result that electron dif-

fusion is subdued and the electron pressure gradient enhanced. Filamentary

discharges are produced, and the stored charge goes into the gap in times

that are small compared to the energy relaxation time of the electrons.

In this case, there is a rapid electron population increase associated with

compression heating of the electrons by supersonic waves. Evidence of this

supersonic event has been reported. The gas becomes very hot as evidenced

by atomic radiation. In air, either filamentary or diffuse discharges are

possible, and in N2 it Is possible to produce a filamentary hot discharge

by enhancing the electron pressure gradient using a small cathode protrusion.

Finally, a word must be said regarding the temperature of positive

streamers. These are not present in our uniform field dischargesbut

29
Marode, Bastien and Bakker have computed the same neutral temperature

range as in our diffuse discharges (500-1000 OK) using the same basic

system of fluid equations. Furthermore, although there are basic differences

in the assumptions made,we believe that, regardless of the validity of

Marode's physical model, we may be actually providing experinental support

for his computations. The plasma in a streamer channel is basically the

same as in our diffuse discharges with the same molecular radiation, density

n 1 1015 cm- 3 and temperature T 1 2-4 eV. Marode considers a section ofe e. ...

a streamer that has bridged the discharge gap. There are no electrode effects,

and the applied electric field is not completely shielded in the plasma.
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Consequently, the temperature of the neutrals increases due to current

flow. This produces a low density core where enhanced ionization leads

to a large current increase that occurs after a delay of 60 to 120 nsec

and which depends on the initial current amplitude of the streamer. Axial

properties are considered homogeneous and the radial changes computed from

the conservation equations of mass, momentum and energy supplemented by

ideal gas laws and the inter-linking collision terms between the species.

The number density of electrons at the axis changes by over two orders of

magnitude between 40 and 94 nsec. But the radial electron velocity exceeds

the ion velocity significantly after only 40 nsec. Thus, a line scarce of

electrons which plays the same role as our experimental cathode spot, may

be implicitly assumed. The inability of streamers to ignite combustible

propane-air mixtures can be easily explained by their small crossection.

A streamer has a large surface to volume ratio, and, just as in a nucleation

problem, it cannot raise the temperature in a volume of quenching size.

Converselv, our diffuse sparks involve a much larger volume. The smaller

surface losses account for their good ability to produce ignitions at

just the self-ignition temperatutre ' 500 0 K. Clearly much more work is

required to study the transition from a small discharge, controlled by the
%

electrodes, to one in which electrodes play only a minor role.
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FIGURE LEGENDS

Figure 1. Current traces corresponding to discharges in N2 , Air and 02.
Uniform field 2.00 mM gap. Top figure shows current pulse,
integral of the current with respect to time, and stored charge
value CV. All traces are preceded by a glow discharge.

Figure 2. (a) and (b) show the cathode spot and the luminosity associated r
with a discharge like that on Figure la.
(c) Discharge in 02 with a uniform field and associated with
current traces like those in Figure ic.
(d) Discharge in N2 with a 25 pm protrusion at the cathode.
The corresponding current trace is shown in Figure 

3 c.
(e) Streak picture of a 23 pF discharge in N2 . Note luminosity
near the anode before the rapid onset of the electron waves.
(f) Discharge in air using a cathode covered by a thin (1, 10 um)
dielectric coating of Polaroid fixer.

Figure 3. (a) and (b) Discharges in atomic gases. Note that because of
the low breakdown voltage the capacitor does not completely
discharge to the CV value.
(c) Discharges in N2 with a 25 um protrusion at the cathode.
Because of the energy used the gas is hot and the capacitor
discharges to the CV value (not shown) as in Figure la. The t
corresponding luminosity is shown as Figure 2d.
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Introduction

According to this contract, it was intended to search for infrared

emissions generated by the passage of protons and other heavy ions

through atmospheric gases. The particles were to be delivered by a 2 MV

Van de Graaff accelerator. While the initial observations were to be

made in the optical region, using apparatus in the Department of Physics,

the intention was to have one or more representatives from the Air Force

Geophysical Laboratory collaborate with us in the later, infrared phases

of the work. That collaboration was to include the use of AFGL apparatus -

for the venture into the infrared region of the spectrum.

The Experiment

In order to carry out the experiments, a differentially-pumped gas

- target chamber was constructed and mounted on one of the beam lines in

" the Van de Graaff Laboratory. Some of the light generated in the gas

when the particles went through went via a window into the entrance slit

of an Interactive Technology high-resolution air spectrometer, equipped

with a grating blazed at 500 nm. At the exit of the spectrometer, a

photomultiplier tube detected the light, the intensity of which was con- "

-" verted into an electrical signal in conventional manner. The signals

were recorded with a multichannel analyzer, with the stepping pulse to

4-27a

S. . 5 .

:,-~~~~~.,..•............................ .. ................... m ~~imn m~ i llm nlimmm



I

successive channels being provided by time. Since the particle beam was

quite steady, this was a satisfactory technique for the initial

experiments.

* The wavelength range covered in these initial experiments extended

from 300 to 700 nm. We studied two different gases, N2 and 02. We used

several bombarding energies from 250 keV to I MeV, and also investigated

the separate effects of protons, diatomic hydrogen ions, and triatomic

hydrogen ions.

The grating we used was blazed at 500 nm, and this might explain

why our work up to 700 nm gave few signals at the longer wavelengths.

* The region beyond 550 nm should be reexamined with a grating better
I

suited to the region of long wavelengths. It would then be possible to

gauge better whether a further excursion into the infrared would be

i profitable. With such information, the direct participation of AFGL

*" personnel and equipment in the experiments would be worth pursuing.

Please note that a proposal has been submitted to AFGL to request

additional support for this work.

Results

Some of the results we obtained are presented in Figs. 1, 2, and 3.

Those figures make several conclusions clear, namely,

a) A number of interesting features were seen, particularly in the

case of nitrogen. From the nitrogen data, we could qualitatively infer

the relative combined effects of changing the type of incident particle

and the particle velocity. Thus, we tabulate the yield for the most

intense lines, normalized to the number of nucleons in the incident H2

beam:
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'(nm) H H2  H2 2
357.7 2.5 1 2.2

391.4 1.5 1 1.3

427.8 1 .9 1 1.4

It appears from this that protons have a higher cross section than
2+ H+"

either H or H for the excitation of these spectral lines. This is

somewhat surprising in light of the fact that the particle velocity,

relative to that of H+, is reduced by factors of 1.4 and 1.7 for H2
+ and2

H2 , respectively, and one would expect that slower particles would be

intrinsically more effective in generating excited states. Clearly

further - and more quantitative - work is needed to investigate this

dependence on particle type and velocity.

b) There is a substantial difference between the excitation cross

sections for nitrogen and oxygen, the former being by far the larger.

This may well account for the fact that little has been reported in the

literature on the excitation of oxygen by hydrogenic ions. Of course,

our work covered only one portion of the entire spectral range, and it

would be valuable to extend the observations, especially towards the

infrared.

c) Our resolving power, which is displayed in Fig. 2, was

considerably better than that used in the several experiments reported

in the literature. Thus, in a number of the regions seen in Fig. 1 to

show severe blending, it is possible for us to separate out the several

spectral features. Particular attention should be paid to the regions .
'

-V..|

near 388.4 and 405.9 nm, and further work to study those regions is .-

indicated.
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d) The foregoing give a clear direction in which additional

experiments should go.

The Budget

All the funds provided under the contract were spent.

Respectfully submitted, Approved for the University:

talyahin Charles Peyt
Principal Investigator Associate Vice President, Research
February 6, 1985
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ABSTRACT

Certain configurations of spin-stabilized spacecraft consistently

develop a coning or nutating motion during the perigee burn. This motion

consists of sinusoidal oscillations about the pitch and yaw axes at the

same frequency, but with a 90 phase difference. The sloshing of liquid

fuel stores is suspected as a source of these nutations. The moving

liquid in its spherical containers has been modeled as an equivalent

pendulum, pivoted with the main body of the payload, and moving relative

to it in the rotating constraint. The equations of motion of the space-

craft with a compound pendulum system have been derived. Numerical solu-

tion is accomplished on the digital computer. Comparison is made to

flight test data of actual spacecraft.
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INTRODUCTION

Launchings of several of the STAR 48 Communication Satellites from

the Space Shuttle have consistently resulted in a nutating motion of the

spacecraft. Flight data from roll, spin, and yaw axis rate gyros indicate r
a constant frequency, equal amplitude, sinusoidal oscillation about the

yaw and pitch axis. The vector combination of these two components of

vibration results in a coning motion of the satellite about its spin

axis. The vehicle is spin stabilized at launch, having a 1 rev/sec spin

velocity imparted to it.

After launching from the Shuttle, in the perigee phase of its orbit,

the satellite's power assist module (PAM) fires its thruster to establish

a geosynchronous earth orbit. It is this axial thrust that gives rise to

the coning which predominates after PAM-motor burnout. Consistently,

flight data from rate gyros indicates the steady-state coning and a 0.5 cps

small amplitude disturbance superimposed on the 1 rev/sec spin velocity.

Combustion instabilities in the PAM rocket motor were thought to be

the source of a side force which would induce the coning motion. In order

to investigate the presence of any such combustion instabilities, a STAR

48 motor was fired at the Engine Test Facility, AEDC, Arnold AFS. A test

rig having lateral and axial load cells was utilized, and the rig allowed

the PAM to be spun at I rev/sec during the firing. A spectral analysis

was completed of the resulting load cell records obtained during firing.

The test results indicated no significant forces at the required frequency

(one-half cycle per second) and it was concluded that combustion insta-

bilities could not be the source of moments about the principal axes of

the spacecraft causing coning motion.
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A preliminary analysis of the payload (the communication satellite)

was completed indicating that a 55 ft-lb external moment at one-half cycle/

sec would sustain the coning motion. It was suspected that sloshing motion

of liquid stored in the vehicle is the mechanism for creating and sustain-

ing the nutation of the spacecraft. Previous work in modeling of sloshing

fluids (1,2]* indicated that equivalent solid pendulum systems could be

found to represent the periodic motion of the fluid in the container.

THEORY

This investigation has been initiated in order to study the general

problem of the dynamic effects of moving parts on the motion of a spin-

stabilized spacecraft. The problem has been formulated from various points

of view by Roberson [3], Grubin (4]. Kane and Sobala [5], and Edwards and

Kaplan [6]. Roberson modeled a rigid main body with an arbitrary number of

moving components. He chose the composite center of mass of the system as

the reference point. This formulation resulted in time varying moments of

inertia and a moving reference point. Grubin avoided this problem by

choosing the vehicle center of mass as the reference point. He could

easily identify the instantaneous position of the moving mass with reference

to the vehicle. Kane and Sobala investigated the problem of attitude

control through controlled motion of an internal mass in the spacecraft.

Edwards and Kaplan studied the detumbling of a spacecraft by the programmed

motion of a movable internal mass. The equations of motion of the space-

craft were derived with the origin of a coordinate set fixed in the principal

Numbers in brackets designate references.

: -. , ,
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coordinates of the main mass of the spacecraft. Thus, a fixed reference

point was defined at the body center of mass and the instantaneous position

of the movable mass was defined relative to the main mass. This is the

approach taken here in this present study. r
Let a satellite with some even number of semi-spherical fuel tanks be

represented as shown in Figure 1. The sloshing fuel can be represented in

this first approximation as a spherical pendulum with some equivalent mass

oscillating, at some identifiable radius (1,2]. The reference frames

i
X1X2X3, B1B 2B3 , and (n1n2n3 ) are inertial and body coordinates fixed to

the main body and pendulum respectively. The equations of motion were

derived using both D'Alembert's Form of Lagrange's Equations (also known

as Kane's equations, [7]) and a Lagrangian formulation. These two dif-

ferent formulations provide a check on the equations of motion because of

their differences in form. Kane's equations are much simpler to formulate

than the classical Lagrangian approach because of the differentiations

needed in the Lagrangian formulation.

The two methods can be sumnarized for this problem by the results

which follow.

1. General Derivations

For Kane's equations,

Fr + Fr* 0 r = , ...,n

Fr* = (Fr*)B + (F r*)i r = 1, ... , n degrees of freedom

(F*)B v * F* + -
"  

T* r , i .... n
rB - -qr -

(F* V. • Fi* r = n, .. , n
r mi -qr mi

qr -generalized coordinate
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BI (YAW)

B3 (P3TCH

THUS B3

B 1 n21
8 3 n 3

B1

Fig. 1. Model of spacecraft with spherical pendulum.
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V -velocity vector

w angular velocity vector

first derived coordinate with respect to time

A 3V

qr34

%B mass of main body

AB

R B
T RwB + R B RB dW

I =inertia tensor

F m* = mi a

mi mass of pendulum £

ai acceleration of mi

Fr generalized active force

(Fr) v. QCF + (T +RW. T
B -qr - T -' 4 rjF) T qr --mi

F gravitational force vector

-ET =thrust vector

T spring and damper torque vector i on mi
-i

IT thrust torque vector

R B Sangular velocity of body B in the inertial frame

Rit~ angular velocity of body mi in the inertial frame

For the Lagrangian formulation:

d )K K
- Fr r * ,.,n
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A7

K =kinetic energy
N

lRB R.B mi v vi+
2 i -I -ui2n-" -C

v -ivelocity of mass mi

K velocity of main body mass center

The generalized coordinates chosen to describe the position of the

system were (see Figure 1),

xx 2 x cartesion location of main body mass center

ele 2 ,e3 - angles for the orientation of the main body relative
$ x3
to x 1x2 x3

"Ai - angles for the orientation of mi relative to the main

body B1 BB 3

The system has n = 6 + 2N degrees of freedom where,

N - number of spherical pendulums

n =degrees of freedom.

2. Definition of Variables and Parameters

The equation variables and parameters;

a - cos9 1 cosa 3 - s sine 2  sine 3

a - sine 1 cose 2

a - cose sine + sine sine cose
13 Cs1 3 1 2 3

a21 sineI cose3 + cosel sine2 sine 3

a cose cose
22 1 2

a sine sine - cose sine cosa
23 1 3 1 2 3
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a -cost sine
31 2 3

a sint'32 2

a 3 3  case 2case3

22 3

i
Lt sin a os

2 - 1

L - Li sin~ ae

3 1 i

Li, pendulum length

i i
-ir distance from main body mass center to pendulum
attachment point

U 1  a11

u2  12

u ~a3 13

4, 21

u a

U5 a 2 2

6 23

u7 a31

u8 a32

u9 a33

U1  (r3 + L )a3  - (r2 + L 2 )a 3

10 3 32 2 3

sine Esne case E cse
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u (r1 + L )a3 - (r + L)

U1 2  ( 2  2 31 ( 1  1 3

u (r 2 + L )sne3

u (r 1 + L )sne3  (r 3 L+ C

U1 5  r2  2 L)s 3

U 1 6  r 13 + 3

U1 7 0

u 1  ( r1 + L)

19 3 12

- L t1

-L ~ 1

L1

U 2 4 E

R B Rmi R

R2 B 1 3  R mi RB
w 2+ 3 2 w2+; 12

R B R ml R B
Sa +~ sn6 O

3 1 33 2 3 3 3

el 1 ~1 2 a 3 2 sn8)3 ; e 3 a 33 2 e~ 3 sne 3

e3 - 1 2 a 32 3s 3 + 1 3 a 3 1+6 2 3 s 3
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d =_ (1e 1  + 1 2 e 2 + 113e3) - 1 + 12 '2 + I1 3 w 3 ) -

+ 2 2+I12 "lw3 + I 2 2 i 2 w3 + I23w3 - (1 3 Wl1 2 + I2 3 w2  I33w 23)

d2 - (l 1 2 eI + 1 2 2 e 2 + 12 3e3 ) - (i 1 2 W 1 + + i 2 3 3 ) %

2 2
+ 1 + 123W1 2 + 133 W1W3 - (l 1 'w,3 + 112 2'3 + 11 3'3

.1 - (i 3 eI + 123 e2 + I333) - + + 3 3 3 )

+ Ii 2  + 1222 + I1 3 W 2 3  - (12'l +  
12 2 W 2  + I23Wl. 3)

Bl (r3 + L3 )e2 - (r2 + L2 )e3 + L3 ((t 12 + t1 1W3) - 1
)

- L2 (;(t12 1 - tllW 2 )) + WlW 2r 2 -r I ( 2 + 2)

+ r3 + ( - L(W 2
2 
+W2) + WWL

2(-.2r3 - 3r2) -

The superscript mi denotes the angular velocity used in the brackets must

ii RB
be otherwise

(2 r + L )e3  (r3 + L )e1 + L (3(t1 w- 1 2 )

L3 ('(1I - t 1 2 W3 ) + Z 2) + w2 w3 r3 - r2 (W 2 + W2

3 1 123 2 2 3mi21

+ 1 2r, + (. 2 i3 L3 - L2 ( 2 + w) l 2 L1
) m i

-2 (.3 r1 -1 ~ 3) - 2
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B3  (r2 + L 2)e1 - (r1 + L 1)e2 + L 2((ill - t12W 3) + 12

L t+ l) -+ i) + WlW 3 rI  r3 (W1
2 

+ W2

2 2 m
+ 2 w3r2 + (WIp3LI - L3 (W1  + ) + W2W3 L2 )

- 2(',1 2 - 2r 3) - 2

KG - gravitational constant

FIF2F 3 --- thrust force components in B162 B3 reference frame

TT2T 3 = thrust moment components in 1a2a 3 reference frame

KID I -- spring and damping coefficients with respect to a
coordinate

K2D spring and damping coefficients with respect to "
coordinate

? Motion Equations

Using both Kane's formulation (A) and Lagrangian formulation (B), the

equations of motion were formulated as,

- M - Imi i + [01 R + [0] R3

+ [u ~iKi + U u u u12 ]e

+ V mi[u 1u 13 + u 2 u14 + u 3 u15]] 8

+ [- Lmi[UlUl6 + U 3  u 18  3

+ U + u + u ]

+ [- Xmi[U 1u2 2 + u2u 23 + ui

5-12
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[u 4-u + 4- Ba+ a -a FaF+ 1[ 1B u 2 B2  u 3 B3 ] a 1F 1  2 13 3

2 2 -x2 - 1

b," [x 2  + x2 + x 32 2 , i ' - '

1 2 - 13/2
(Olk m zmi )k2 + 1o]l3

+ [- [u 4 u1 0 + U5 U11  + u6u1 21] 81

+ [- mtu4u13 + u5u14 + u6u 5 ]]

+ [- :imiu 4u16 + u6u 8] 63

+ mi [u4 u19 + u5 u20 + u6 u21 11 B.

+(- [u + Uu
miu 4 22 5u 2 3 ]] a

[- mi + u 5 B2 + u6B] + a 2 1 F1  22 2 23 3

KG'2
2 2 2 (2)([ I + + x 3  13/2 .

(O]Ri + fO]x 2 + f- m - X 1 ]5 3 - [0] 1

+ - U + u8 u14 + ugUlsl] 2"

+ [- [i[U 7 u 1 6 + u9 u1 8 1 3

mi + u8 u20 +u 9u 21]] i-

+ t- mi[u 7u 22 + u8 u231] i

+ [- Zmi[U 7 B1 + u8 B2 + u9 B3]] + a 3 1  + a 3 2 F 2 + a 3 3 3
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K x
G 3

2 ~2 +x 2]/(3

[ x x + 13 2 ]

+ -ZMi (u 10 u4 + u 1u5+ u 1 2 u 1 i 2

+ [- (u 10u7 +-u 1 1 u8 +i u0 12 u9 )] i3

[+ I a3 2-1 - 21 a 1 a 3 - a a
11 31 12a3 1a32  13 333 22 32

-21 23 a3 3 a32  33 a 33 ]

mi (u 10
2 + u 11 + u1 2

2 ) al

+ 1-il 1 1s 12 a32 ce3 13 (a33 CS13 3 a 31sn6 3)

-I23a32 sn 3 33a33 n 3]

-mi [u10u 13 + u 1 1 u 1 4 + u 1 2 U 15162

+H 12 a31 122 a32 23 a33

m u1u16+ u 1 2 u18]] t13

+ u + mii ui + u12 u2 ]

+[f- [u u +u u o
mi 10 22 11 23 i

+ il [ 0B- + u 11 B2 + u 12 B 3]

+ da +da +da +a T a T +a T =0
1 31 2 32 3 33 31 1 32 2 33 3

(4)
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to + + uu u " 1

+ i 13 4 14u5u 1 5 6 ]] 2

+ E 137 + u 14u8 +- u1 5u9  3

+ 11 ~a 3 1 CS 3  12 a32 cs 3  1 3 (a 3 3c CS 3 a 31 sn6

- 1- sn8 - I sn

23 a32 s63 33 a33 s63

E mi [u 13u10 + u 1 4ull + u1 5 U1 2]] 61

+ 11 -s2 21 13 883 n - 1 33 sn26

- mi + 2 + u 15 
2  82

+ 1[ 1 2CS 3  2 3sn
8
3 7mi (u 13uu4 16 ++ uu 18)] 83

+ - m[Ul3U4 + u + u1 5 u1] 2-

"+ to m 13 U22 + u14 u2 3 ]] c x

+ - + + u ]]
mi 1 3 1 1 4 2 15 3

+ dIcs83 + d3sn83 + T 1cs3 +3 T3sn83 0 (5)

1 3u 38 3 1 3 3 3
U+ u +U3 ]] X

+ [- [mi[U 6 U4 + U1 8 U6 ]] *2

+ [- Zmi[U16u7 + u18u9  K3

a ~ ~ -I a Iuatou + u e
[- 11 2a3 1 - 122 a3 2  123a 33  mi 6 10 18 12] 81

+ [- 12 CS83 - 12 3snO3 - mi [U16 U1 3 + U18u 15]] 82 "
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[u 2 u 2
22 mi [ 1 6  1U3 8  3

+ mi 1uJ6u18 + 18u21 ]

m 1 |16u2 2

+ f- mi fu16 B I + u 18B3] + d2 +T 2 =0 (6)

m (u 19 uI + 202+ u 2 1 u3 - -

+ [- m 1 + u + u 2 1 u6  2

+ [- ml [u 9 u7 + u + u21u9 1 3

+ -ml [u 19 u10  u 20 +1 u 2 1 u1 2]] bi

+-mlE 1 9 13 + 20u14 + 2 1u15 ] 62

+-ml[ 19 u1 6 + 2 1 u 1 8 ] 63

* t- m lu 2 + u2+ u2~

*[0] + -ml uB (k (B Bso)
+ 1 191 ' u20'2 +- 21'3]]-

+ D o (7)

(ml [u2 u + u23 u2 ]

+ i [ u ml 2 2 U 4  u U2 3 U5 1] R2

+ i [ l 2 2 u7 + u 2 3 u 8 1 i3

+ -ml [u 22 u10  u u2 3u ill] 61

+ [- ml u 2 2 u 13  u u2 3 u 1 4 1 82
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+!m u22u161 63

+ (01 6

2 2
+ mi (u 22  u- 23 OL

+ mi (u 22B 1 u 23B 2] 31 ( O t 8

Equations (7) and (8) occur for each pendulum.

The equations of motion can be expressed in state variable form as,

Yl 1 Y7 =61 Y13 l 1 2N-3 6n

)13 -x 2  >9 =2 Y1 ' 2N-l ~n

y4 =x 2  Y1 0  2  Y16 1 Y2N n

Y5  x3  y 1  
6 

3  1.1

1 00 . .. ;'l

00 10 . .. ;2 4

00 0 0 10 ... Y"3

; 4

;5

;6  (9)

The left hand side matrix is symmetric and a set of 2(6 +- 2N) nonlinear

equations come about from the formulation and can be solved by various

5-17

:4,o



numerical schemes.

Rocket motor thrust properties were modeled using a cubic spline fit

of data supplied from the manufacturer. The curve fit is shown in Figure

2. These data provide the k and T thrust force and thrust torque terms

of Equations (1) through (8). Spacecraft inertial data required in the

motion equations is shown in Figure 3.

SOLUTION .

I. Numerical Solution of Equations of Motion

An arbitrary initial state of the free surface fluid was set and the

thrust data of the Power Assist Module, as shown in Figure 2, was applied

to the structure. The digital computer solution of Equations (I) through

(8) yielded roll, pitch, and yaw rates versus time as shown in Figure 4.

As time advances into the burn phase, the pitch and yaw oscillations

begin. With continued thrusting, the small amplitude 0.5 Hz variation in S
the I rev/sec spin velocity is seen to appear. With the completion of the

ninety second booster thrust, the approximate equal amplitude, quarter

cycle phase shifted oscillations about the pitch and about the yaw axis is

sustained. This is the physical manefestation of the coning mode of the

spacecraft.

Considerable study is needed to find an efficient algorithm to accom-

plish the numerical quadrature of the motion equations. This set of

nonlinear, coupled differential equations possesses a time varying Jacobian

and shows traits of systems with stiff coefficient matrices.

2. Flight Test Data

Figure 5 shows the flight test data from roll, pitch, and yaw rate p
gyros of the RCA-C' vehicle thrust phase. Approximately ten seconds before
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burnout, the onset of coning motion is evident. At burnout, the half-cycle/

sec. variation in spin velocity is now sustained. The results of analysis

have shown that the initial state of the sloshing liquid markedly affects

the steady state oscillations in roll rate. Close examination of Figure 5 ""-.&_-
F

shows some beating superimposed on the coning motion, having a period of

about 20 seconds. This is borne out from analysis. It is again evident

from the numerical solution that the initial state of the fluid affects

the magnitude and frequency of the beat phenomenon just mentioned.

The implication of the effect of the fluid stores initial state is

an interesting research question. Study of varying initial conditions

could yield the knowledge that one particular induced state of the fluid

could yield reduced coning motion. The controlled sloshing state of the h

fluid produces challenging opportunities to optimally control the space-

craft attitude.

PROPOSED RESEARCH

The next topic which should be investigated after modeling the system

dynamics is the control of the vehicle to reduce or eliminate the coning

without expending large amounts of station keeping fuel. This can be

studied by formulating and solving an optimal control problem which mini-

mizes the fuel expended by the vehicle subject to thrust constraints.

This is known as a nonlinear two point boundary value problem.

An alternative control scheme would use the fluid on board as a

control mass to minimize the deviation from the desired state of spin by

solving the nonlinear two point boundary value problem.

This type of optimal control would provide a baseline from which to

determine how closely other control laws perform. These controls are not
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practical to implement because they are not in so-called feedback form. A

more practical control law would be generated by linearizing the system

and control equations and solving the linear regulator problem. This con-

sists of minimizing a functional containing the state and control variables.

This c--. rol law is in feedback form and linear in the system states but

will be time varying. A drawback lies in the fact that all the state

variables must be known. This is not feasible in this system because only

the location relative to the earth and the roll, pitch, and yaw signals

can be obtained for control purposes. This problem may be overcome by

using an observer or state estimator to estimate the unknown states.

The solution to the linear regulator problem combined with the state

estimator gives a linear feedback control law which minimizes the devia-

tions from the desired state with minimal control affort. Control per-

formance of the linear feedback controller can then be compared to the

solution of the nonlinear two point boundary value problem (NLTPBVP)

because the system is inherently nonlinear.

The study proposed requires the solution of a large number of ordinary

differential equations which can seriously overload many computers. Previous

work done with ISU's AS/6 mainframe proved to be marginal and a faster

machine would be more ideal to solve the NLTPBVP.

In summary the proposed research would,

1) Solve a NLTPBVP using the on board thrusters as

control variables.

2) Solve a NLTPBVP using the fuel as a control mass.

3) Solve the linear regulator problem using the on

board thrusters as control variables.

5-24 .
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4) Solve the linear regulator problem using the fuel as

a control mass.

5) Develop a state estimator,

6) Compare the performance of the linear regulator with,-

state estimator to the NLTPBVP solution.

i _
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OBJECTIVE
I

The objective both proposed and attained in this project was to

investigate the relationship between surface potential changes, including

free surface charge accumulation, and laser induced damage on a wide

variety of optical surfaces. This is the first such investigation --

relating surface potential and laser damage. The Kelvin technique

for surface potential measurement was adapted from work in other areas

of surface science. Unanticipated results were found for dielectric

materials where extensive surface charging followed by a slow decay 9

was observed. A detailed account of our experimental findings is presen-

ted in Appendix I.

SCOPE OF WORK

All the experimental work was completed during the one year grant

period and one technical conference presentation was made. After the

termination date of the grant, work continued on a second conference

presentation and two written papers for the respective conference proce-

edings. These contributions are listed in the following section. The

more detailed of these two papers serves as the technical report on

this work and is attached as Appendix I.

Conferences and Publications

Conference Presentations:

"Surface Potential as a Laser Damage Diagnostic," 16th ASTM Laser 9

Damage Symposium, Boulder CO, October 1984.

"Surface Potential as a Laser Damage Diagnostic," Southwest Conference

on Optics, Albuquerque, N.M., March 1985.
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Publications:

M. F. Becker, J. A. Kardach, A. F. Stewart, and A. H. Guenther, "Surface

Potential as a Laser Damage Diagnostic," 16th ASTM Laser Laser Damage

Symposium, NBS Special Publication, Boulder CO, 1985.

M. F. Becker, J. A. Kardach, A. F. Stewart, and A. H. Guenther, "Surface

Potential as a Laser Damage Diagnostic," Proceedings of the Southwest

Conference on Optics, SPIE, Bellingham WA, 1985.
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Appendix I

Surface Potential as a Laser Damage Diagnostic

N. F. Becker

Electrical and Computer Engineering Department
The University of Texas

Austin, TX 78712

J. A. Kardach. A. F. Stewart, and A. M. Guenther

Air Force Weapons Laboratory
Kirtland. MN 87117

We investigated the relationship between surface potential changes and k-on-I laser
surface damage on a wide range of materials. The surface potential or work function dif-
ference was measured as a function of position by a small non-contacting Kelvin type probe.
This design and operation of the probe is described. Using this probe, the change in
surface potential due to laser irradiation was mapped with a %, m resolution. Although
no consistent pre-damage changes In potential were observed, all larger damage features
had surface potential changes associated with them. The insulating materials studied,
fluoride and oxide thin films, bare fused silica and magnesium fluoride substrates, all
showed the accumulation of negative charge in areas more than ten times larger In diameter
than the laser beam spot or damage area. This initial charge was observed to decay on
the time scale of hours to a lower fixed value of potential associated with permanent -

damage to the surface.

Key words: laser damage. -on-1 damage, surface potential, contact potential, work function,
surface charge, charge decay.

1. Introduction

This is the first reported study of the relationship between surface potential and laser induced
damage of insulating and semiconducting optical materials, and the first such study for metals damaged
at wavelengths shorter than 10.6 microns LI]. By surface potential we simply man the difference
in work functions or the contact potential between two materials. Usually one material is employed
as a reference; stainless steel was used In this study. Surface potential is related to a number
of material surface properties which may be of interest in the study of laser damage. For metals
and semiconductors, surface potential is sensitive to band bending at the surface which can be related
to surface preparation procedures, fixed surface states, or adsorbates. For dielectric materials,
surface potential is sensitive to these same effects as well as to fixed charge either in the form
of surface or volume charge distributions or even permanent electric dipole states.

Our interest In surface potential was aroused by ov;" previous experiments utilizing charge
emission into Vacuum as a diagnostic for the onset of laser damage or more Importantly as a precursor
to laser induced damage E2-4]. Although no charge emission was observed prior to damage in N-on-I
tests for silicon and ThF4 thin films in these earlier experiments, all other materials, including
copper mirrors and several types of oxide thin films, showed charge emission at fluences as low
as 1/20 of the 1-on-i damage threshold. The copper mirrors exhibited a reduction of emission for
repeated shots to the same site (N-on-i) as one would expect in a conditioning or cleaning effect.
To further complicate the situation, all of these materials showed either accumulatioo or hardening ..
in N-on-I tests. The idea of a non-contacting charge sensitive technique which could measure changes
in the surface state of a sample appeared an attractive method to study these N-on-I effects.

Previously. Porteus, at a1. [1] used Auger electron imaging as a qualitative measure of laser
induced changes in work function. In ojr experiments we have applied a different technique whichr
is capable of giving spatially resolved quantitative maps of surface potential over the region in
and around the laser interaction area. This technique utilizes what is known as a Kelvin probe
or the Kelvin method to masure surface potential without making physical contact with the surface,
and as such is also non-intrusive.

In this paper we first describe the Kelvin probe apparatus used in our experiments as well
as the other diagnostics. The sample set was chosen to include a wide variety of optical material
classes. including copper mirrors, silicon crystals, dielectric thin film and here dielectric
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substrates. After the experimental samples and cleaning procedures are described, data taken by

the Kelvin probe from a series of N-on-I experiments will be presented. Finally, the implications

of these measurements for the understanding of laser Induced damage will be discussed.

2. Experimntal

2.1 Kelvin Probe

The Kelvin method for measuring surface potential Is essentially one of adjusting the dc voltage
on the test capacitor formed by the sample surface and the reference electrode so as to null out
ac variations in the capacitor voltage caused by physically dithering the reference electrode. In
these experiments. we used a feedback technique which would adjust the dc voltage for an ac null
automatically [5,6]. The probe assembly is shown In figure 1. The probe electrode tip Is I m
in diamter and is on a carrier which my be positioned over the laser beam axis and adjusted In
spacing from the sample or my be withdrawn when laser irradiation takes place. The sample location
is also mechanically controlled in order to position it to new irradiation sites and to scan the
sample under the probe in a raster pattern for measuring surface potential contours. Typical raster __- -

scans were squares of either 5 mm or 10 ma on a side. Data points were taken at 0.25 mm intervals
on each row while the scan rows were separated by 0.25 mm for the small squares and 0.amm for the

large squares. The scan rate of the stepper motors was the chief factor limiting data acquisition

speed. A magnetic drive is used to dither the probe at 88 Hz with a peak-to-peak amplitude of 0.1
am. It requires a drive signal at 44 Hz of about S M.

In operation, the probe tip is placed so that its closest approach to the sample surface is
about 25 ie as viewed by a long working distance Quester microscope with a CCTV system. This view N

is shown In figure 2. Since the capacitance between the probe and a grounded sample is about 0.1

pF and the capacitance with a dielectric sample 9.5 am thick backed by a ground plane is considerably
less, eliminating stray capacitance was crucial [7.8]. To do this we mounted a low Input capacitance

electrometer op-amp directly to the end of the probe am. Other metallic objects were kept as far
away as possible from the oscillating probe tip. As a result, the probe sensitivity to surface
potential changes was less than 10 mV. This level is also of the sa order as the noise level
and the reproducibility of the measurements.

The feedback circuit used to automatically adjust the probe dc voltage to be equal to the surface
potential is shown in figure 3. The preamp has an ac voltage gain of 11 while the lock-in amplifier
is adjusted for the maximm gain possible without oscillation with a 0.3 sec damping tim. The
dc output of the lock-in is fed back through a high impedance path to supply the surface potential
to the probe. The dc output is also read by a digital voltmeter which was interfaced to the laboratory
mini-computer used for automatic data reduction. Only the critical adjustment of setting the probe
height above the sample surface was done manually. The probe was always scanned over the unirradiated

Sito to obtain a background potential map which was later subtracted from the data to obtain the
laser produced change in surface potential. The probe was next removed, the sample irradiated.
and the probe returned to scan for the data. Sequences of scans over time could also be programmed
in order to monitor the time decay of laser induced effects. The time needed to scan a 10 am square
was 16 minutes. and about half that for the 5 mn square.

2.2 Diagnostics

The optical and diagnostic layout Is shown in figure 4. The fundamental 1.06 w wavelength
of a Holectron Q-switched Md:YAG laser was used at a rep rate of 10 Hz. It was focused on the sample
with a 2 m focal length lens. Time and space profiles were checked regularly. T~e pulse length
was 18 ns FHIW, and the focused spot was typically 0.39 mm in diameter at the I/e' points. The

beam was scanned in both the vertical and horizontal directions with a narrow slit at the focal
plane. An electromechanical shutter was used by the computer to control the irradiations. Pulse

energy for every shot was recorded and statistics were computed. The standard deviation in pulse

energies for 10 to 100 pulses was typically 1% or less and never greater then 3%.

After a sequence of sites had been tested on a sample it was examined under a Nomarski microscope
to determine the corresponding damage morphology. Although exact damage thresholds were not measured.

data was generally taken at fluences between 1/2 and 2 times threshold with an exposure of 10 or
more pulses in order to attempt to observe pro-threshold is well as permanent damaging effects.

2.3 SMepas

The sample set consisted of OFHC diamond turned copper mirrors, single crystal [111] silicon

substrates, NgF2 half wave (at 1.06 is) thin films on fused silica. HfO2 half wave thin films on
fused silica. ThF 4 half wave thin films on fused silica, bare oriented crystalline NgF2 substrates.
crystalline quartz and bare fused silica substrates. The silicon and fused silica substrates used . .-.-
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in this study were fabricated using the controlled grinding technique. Total ntegr ted scattering
(TIS) measurements on witness samples indicated an average surface roughness of S±2 A RNS for both
substrate types. TIS melsuramets were repeated on fused silica witness substrates after film deposi-
tion. *The measured surface roughness of half wave HfO2 films on fused silica was found to be
5±1.5 A I • In contrast, half wave NgF? film on fused silica wre found to have an average roughness
of 101.5 A I In subsequent examination of these samples under the Nomarski microscope, only
the MgF 2 films were observed to have a definite microstructure and a "parquet tiled" appearance
resulting presumably from columar growth.

The cleaning procedure did not require touching the sample surfaces with any solid object.
The samples were cleaned In a photoresist spinner with deionized water and high purity acetone and
blown off with dry nitrogen. The dielectric samples were pre-cleaned by spinning on a collodion
layer and subsequently lifting it off to remove any tenaciously held particulates.

3. Experimental Date

In this section. we present a selection of typical data obtained by the Kelvin probe and correla-
tions with microscopically observed damage morphology.

3.1 ielectric thin film

Figures 5 and 6 illustrate the two graphic formats we used for data presentation. Figure 5
is a three dimensional projection plot of the potential change with a small, unscaled contour plot
below, and figure 6 is a full size contour plot. The large contour plots and the raw data arrays
were used to extract all numerical date since small changes in surface potential ware reedily apparent.
However, the three dimensional projections are more easily viewed, especially when the change in
potential is in an upward direction. For this reason, we show only projection plots In the remainder
of this paper with their potential axis polarities oriented such that the change in potential at
the damage site is always upwards.

The data in figures 5 and 6 is for an NgF2 thin film Irradiated with 10 pulses at 69 J/ca
2
.

It is representative of all the thin films studied in these experiments. Note that the observed
potential change is negative for this sample. Subsequent microscopic examination showed large scale
damage covering the entire beam footprint. The profile of the change in surface potential was 4
to 6 m in diameter with a magnitude of nearly half a volt. This diameter is distinctly larger
then both the laser spot and the resolution of the Kelvin probe. In addition, all large scale damag-
ing events ware detected by a similar potential change. No potential changes ware detected when
laser damage was not observed. In these N-on-i experiments, small damage pits ware observed only
on the HfO2 film. About 0 of these smal) damage sites were detected by the Kelvin probe as small
changes in surface potential, while the remaining sites resulted in no observable change. The surface
potential change on these thin film samples was observed to decay with time. This effect and its
relation to surface charge will be discussed in a later section.

3.2 Conductors

The surface potential changes on damaged silicon and copper, although similar to each other
In diameter and magnitude, were opposite in polarity. In fact, copper was the only material that
showed a positive surface potential change when damaged. (Bare NgF2 substrates also showed a positivepotential change but only when bulk cracking was created by exit surface damage.) A typical surface
potential plot for single crystal silicon is shown in figure 7. The object to the left in the field
is the adjacent, previous damage site.

For silicon, not all microscopically observed surface damage could be detected by the Kelvin
probe. When pits ware formed, indicating a more severe degree of damage, the potential changed
as shown in figure 7. However, when only melting and resolidification occurred with the accompanying
formation of ripples or ridges, no change in surface potential could be observed. No pre-damage
changes in surface potential were ever detected.

The OFHC diamond turned copper was always observed to damage by melt pit formation, and these
pits ware detected by their accompanying changes In surface potential. As for the silicon, the
observed diameter was limited by the I me resolution of the Kelvin probe tip. One case of pre-damage
change in the surface potential was observed for copper. In three other cases near the threshold
fluence where no observable surface damage occurred, no surface potential change could be detected.

The surface potential change for the conductive samples was found to be constant and reprod-
ucable over time. In this case, no decaying component wt observed as was for the dielectric samples.
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3.2 Bare dielectric substrates

The bare dielectric substrates seamed to be more unpredictable in their behavior. Experime-
ntal difficulty was experienced due to their tendency to damage on the exit surface. In N-an-i
experiments for large enough N. damage would propagate from'the rear to the front surface before
surface damage was initiated on the front surface. Experiments were thus limited to lass than 10-20
pulses per site.

A typical potential contour plot for bare S102 Is Show in figure 6. Both fused silica and
the polycrystalline MgF 2 substrates showed similar behavior. The surface potential change was 4
to 6 -e in diameter but smaller in magnitude than for the thin films. The Kelvin probe noise level
seamed to increase In the vicinity of the damage sites.

Microscopy of the damage sites on the bare substrates showed less distinct dampg features
which resembled surface erosion. Larger diameter surface damage sites were detected by the Kelvin
probe while several smaller diameter damage sites and all undamaged sites showed no surface potential
change. These surface potential changes were observed to decay with time just like those for the
thin film samples, and will he discussed later.

ThetMgF substrates showedcunusual behavior when a crack from the rear surface propagated to
the front. rrival f the crack the f ront surface would be accompanied by a sudden strong
positive change in the surface potential. This change may be associated with the piezoelectric
properties of the material or with the exoemission of electrons from the crack which leaves the
substrate positively charged [g].

4. Discussion

4.1 Surface charge density

One of the mnost interesting and unexpected findings in these experimants was the significance
of surface charge effects on the dielectric samples. First it will be necessary to relate the surface
potential measur ents to surface charge density. In measuring contact potential as between two
conducting samples, the Kelvin probe separation from the surface does not effect the potential differ-
ence so long as the increase In distance can be compensated for by an increase in the gain in the
feedback loop. The case of free charge on the surface of a dielectric material is entirely different.
It resembles very closely the case of fixed charge in a Shottky or NOS device. The potential required
to place an equal and opposite charge on the probe tip is now dependent on the tip to surface distence.
The surface potential is related to the surface charge density (ignoring fringing field effects)
by the parallel plate capacitor formula:

Q5/A - c0V/d(1

where Qs is the total surface charge under the probe. V is the surface potential, and d is th mean
probe height over the surface. Typically, d was 70 so that a charge density of 1.26 s 10tr1 C/cm

2

per volt of potential change was measured in these experiments. As an example, a spot 4 - in diameter
with a potential change of 0.1 V would represent about 1.3 x 106 negative charges. A rather large
amount of charge is spread from the 1/3 me diameter laser damge site to a distance of several e.

Closer analysis of the surface potential contour maps reveals that the effect is even more
widespread. The shape of the potential change peak is flat topped with a sharp drop at a diameter
of 4 to 6 me. The drop is not to zero however, since there Is about 101 remaining change in surface , -

potential which decreases slowly with distance for another several ma. This ight lead an investi-
gator to rethink the problem of site spacing for laser damage experiments on dielectric samples.
The charge related effects of a damaging event extend across the sample surface much further then
would be expected from either the observed damage morphology or ven the incident beam diameter.... .

4.2 Charge decay

Detailed measurements of the surface potential decay as a function of timen were made on the
HfO 2 thin file and on the MgF2 bare substrate. The results for the two nere similar and the thin
film data will be p resented In detail.

Figures ga-c show selected surface potential maps of the damage site at te. 1 hour, and 2
hours respectively. Note that each scan took about 16 mi so that there was an initial delay of e-
Smin to scan to the beam center. Subsequent scans of the center were spaced by Intervals equal

to the scan time plus a programeed inter-stan delay time.
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In figure 9, the potential change Is observed to decay without significant migration of the
charge. Presumably recombination, not diffusion, is responsible for the decay. It is not certain
whether the recombination charge comes from the air or the material, however, these sites could
be discharged artificially with airborne charge by using a static charge gun or by creating anothqr
charge cloud from a nearby laser damage site.

The decay of the surface potential peak values obtained from the scans shown in figure 9 is
plotted in figure 10. From the simple linear graph, we infer a single exponential decay process
with a time constant of 62 min. The decay asymptote is not zero potential change. There Is permanent
damage. and some fixed change is expecLed. In this case the fixed part of the potential change
is -25 mV as compared to the initial peak of -100 mV. As indicated previously, similar data was
obtained for the MgF2 bare substrate for which a 30 min time constant was observed.

4.3 Comductors

Obviously no such free charge effects will be observed for conductive samples. An earlier
study using Auger analysis of damage sites on OFNC copper surfaces demonstrated the effects of surface
shape changes (pit formation) on the work function [1). We also observed these effects on copper ".
with 1.06 ja illumination. There is no way of telling if the sign of the change observed by the
authors of reference (1] matches that measured by the Kelvin probe since they used a different method
which measured only qualitative Potential changes. Similar potential changes were observed at damage
pits on silicon but of opposite polarity. There is no obvious reason why such a polarity difference
should exist.

4.4 Pre-dinge effects

One of the objectives for undertaking these experiments was to observe sub-damage threshold
changes in the surface potential on those materials which emitted charge at 1/10 to 1/20 of the
threshold fluence, or showed accumulation or cleaning effects. In this respect we were unsuccessful.
One possible pri-threshold event was observed for copper out of four total observations. If a sub-
threshold surface potential effect exists, it is not large.

5. Camclusions

We observed distinct surface potential signatures associated with laser damage. For conduc-
tors, silicon and OFHC copper, small diameter surface potential changes were detected in conjunc-
tion with pit formation. No surface potential change was seen on silicon when only surface ripples
or ridges formed. Copper differed from silicon and all other materials in that the sign of the
surface potential change was positive.

All of the insulating materials showed surprisingly large diameter surface potential changes
around the laser damage spots. These potential changes were observed to extend over an area 4 to
6mm in diameter as compared to the I ma diameter Kelvin prgbe resolution and the 1/3m laser beam
spot diameter. These charged areas contained as many as 10, negative charges. In light of this
large diameter charging effect, the spacing of adjacent sites in laser damage experiments on insulat-
ing substates and thin films should be carefully reexamined.

The charge on the insulators' surfaces was observed to decay with time constants on the order
of an hour to a constant level whose value is 1/4 or less of the initial value. We associated this
change with recombination. and the fixed change in potential with the effect of surface geometry
and damage morphology on surface potential.

No consistant pre-damage potential changes were observed indicating that the charge emission
and surface cleaning observed in previous experiments do not have a significant effect on surface
potential. Evidently these effects are not appropriate for study by surface potential methods.

This reseach was supported by an AFOSR/SCEE/RIP grant and by the DoO Joint Services Electronics

Program at The University of Texas.
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Figure 2. Photograph of the Kelvin probe over a silicon sample.
The probe is higher than its usual operating distance above
the sample surface.
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Figure 4. Optical layout and laser diagnostics.
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Abstract

Electrostatically variable SAW delay has been demonstrated for the

in-plane configuration where the D.C. electrodes are placed on the same

surface as the SAW and on either side of the propagation path. In this

study we investigate the properties of the guided waves when the

electrodes are covered with an A2N layer to form a slot waveguide.

both semi-infinite and finite width electrodes are considered, with the

former giving superior performance, but the latter employing a thinner

APN layer. Use of slot waveguides for frequencies in the vicinity of

I GHz are found to permit close electrode spacing, for high voltage

sensitivity, with path loss only a few dB greater than the free-surface

attenuation.
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H-0.6 4m and f=1 GHz.

Figure 16. Construction for finding solutions to the dispersion relation
in absence of loss for waveguides haying finite width electrodes
when k2 > kI > k3 .

Figure 17. Dependence on slot width 2a of the propagation constants ReK for
the modes of slot guide having w-5 urm, H=0.2 Ipm and f-IGHz.

Figure 18. Dependence on slot width 2a of the attenuation due to electrode
metalization for modes of slot guide having w-5 i=, H=0.6 jim and 5
f=1 GHz.

Figure 19. Dependence on slot width 2a of the propagation constants ReK for
the modes of slot guide having w=10 pm, H=0.6 im and f=1 GHz.

Figure 20. Dependence on slot width 2a of the attenuation due to electrode -
metalization for modes of slot guide having w=5 pm, H-0.6 pm and S
f=1 GHz. For the n--i mode Im(K-k )%6.5xlO-5 m-I .

Figure 21. Frequency dependence of the propagation constants of slot guide
having w-10 vim, 2a=20 um and H=0.2 u, plotted as the as the de-
viation Re(K-k1 ).

Figure 22. Frequency dependence of the attenuation due to metalization for
the modes of slot guide having w=10 vIm, 2a-20 jim and H-0.2 pm.

Figure 23. Dependence on transducer width 2b of the field miss-match factor
for slot guides having semi-infinite electrodes for 2a-10, 20 vim,
H=0.677 pm and f - 1 GHz.

Figure 24. Dependence on transducer width 2b of the field miss-match factor
for the two propagating modes for guide width 2a-40 '.m, H=0.677um
and f = I GHz.

Figure 25. Frequency dependence of the field miss-match factor for the cases
2a=2b=10, 20 um of slot guides with semi-infinite electrodes and
H=0.677 urn.

Figure 26. Dependence on transducer width 2b of the field miss-match factor
for the modes of slot guide having finite width electrodes
(2a-w10 urm, H=0.2 vim, f-l GHz).

Figure 27. Dependence on transducer width 2b of the field niss-match factor
for the modes of slot guide having finite width electrodes
(2a=20 I4m, w-10 im, H=0.2 ,rm, f=1 GHz).
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I. Introduction

Studies have shown that the time delay of a surface acoustic wave

(SAW) delay line is changed by the application of a D.C. bias field

[1-41. For some crystal orientations, the change in delay is propor-

tional to the applied field [4,5]. While the change in delay time is

not large, with sufficient path length and/or applied voltages it

should be possible to achieve a delay change of ± 1/2 of an R.F. cycle.

This effect can serve as the basis for phase shifters, such as those

employed in phased array radar antennas. SAW phase shifters, fabri-

cated by photolithographic techniques, would be much less expensive

than the current latching ferrite phase shifters.

It is desirable that the path loss in the device be low, and that

the voltage V necessary to achieve a change in delay time of 1 1/2 an
DC

R.F. cycle be as low as possible. One method that has been proposed to .

achieve low values of V is the in-plane configuration [31 shown inDC

Figure 1. Here the D.C. electrodes are placed on either side of the

path of propagation. Reducing the electrode separation 2a lowers the

D.C. voltage needed to achieve a given field strength in the gap. The

presence of the electrodes however results in an increase in the path

loss due to diffraction effects and attenuation in the metal film [6).

The velocity change with applied in-plane field has been measured

for various materials. Of these, the 38-X cut of LiNbO 3 has been found -- ..

to have the highest sensitivity f3]. This cut is also attractive

because its piezoelectric coupling allows for low transducer insertion

loss over a wide band of frequencies. Measurements for this material

lead to the relationship VDC (2a/L)(3.3 x 105/f) for the voltage need

to change the delay time by 1/2 an R.F. cycle, where f is the frequency

7-6
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in GHz. For example, if V = 100 volts, then at I GHz the path length

L must be 3.3 x 103 (2a). For a gap 2a = 10 pm, L = 3.3 cm. It is thus . "

seen that narrow gaps and long paths are required to prevent VDC from

becoming large, which implies the need for some type of waveguidingi '
structure.

Deposition of a fast material, such as aluminum nitride (A2N) over

the electrodes of Figure I has been proposed as one method for over-

coming the electrode loss. In this case, the coated electrode configu-

ration would act as a slot waveguide [7-10], with the energy of the

guided waves primarily confined to the free surface region between the

electrodes. S
In this study we investigate the characteristics of the two types

of slot waveguides shown in cross-section in Figure 2, with the sub-

strate assumed to be the 38-X cut of LiNbO 3 . The waveguide shown in

Figure 2a has electrode and A2N layer that are semi-infinite on either

side of the gap. For the guide shown in Figure 2b, the electrodes have

been reduced to strips of finite width w, while the A2N layer is semi-

infinite on either side of the gap.

The propagation and attenuation constants are computed for the

modes of both guiding structures as a function of the various geo-

metrical parameters and frequencies in a band centered about I GHz. In

addition to attenuation, the insertion loss will depend on the mismatch

between the profile of the fields radiated by the transducer, which is

assumed to be rectangular, and the profile of the modal fields. A

factor describing the effect of field mismatch is also computed for

various modes of the two waveguides. These studies show the potential . -

of waveguides for use in electrostatic phase shifters.

7-8
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Free Surface

Al Electrode 2a

(a)

Free Surface
of Li~4bO3

AIN Layer

A-1 T-lectrode 2a w1"

(b)

Figure 2. Cross-section viewi of the slot waveguides; a) guide having
semi-infinite electrodes; b) guide having finite width
electrodes.
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II. Guided Waves

In order to construct the solutions for guided waves, it is first

necessary to understand SAW propagation in the various surface regions

of Figure 2.

A. Straight-Crested Surface Waves

With the coordinate system shown in Figure 1, and assuming

harmonic time dependence exp(-iwt), straight-crested surface waves have

x-z dependence of the form

irix iKZ
e e (1)

where r,K and w are related via the SAW dispersion relation. Because

the SAW velocities in the various surface regions are all close

together, guiding will take place only when the constituent straight-

crested SAW propagate at small angles to the z-axis. As a result, we

may use the parabolic approximation [11]. Using this approximation,

the SAW dispersion relation has the quadratic form

a n 2 
+ K2  

k
2  (2)

where k. is the wavenumber for SAW propagation along z, and a. is

related to the anisotropy parameter y = d2V(e)/d6 2 of Reference (111

via

+ y (3)

The index 1 refers to the free surface, j = 2 to the metalized

surface covered with A2N, and j 3 is for a surface having only the

AON layer.
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For the 38-X cut of LiNbO3 (crystal X axis along z in Figure 1),

a, obtained from the computed Rayleigh velocity [121 is 0.8916. In the

absence of loss k, = w/V1 , where V, = 3.9913 x 109 um/s is the Rayleigh

velocity for propagation along z [12]. On well prepared samples,

Rayleigh wave attenuation has been found to be [13).

" 2.5f 2 + 0.54f db/cm (4)

where f is the wave frequency in GHz. Converting (4) into units of

-1

k, = 1.5742f + i[2.9 x 10 5 f2 + 0.6 x 105f m -  (5)

where f is in GHz.

If a thin metal plating is deposited on the LiNbO 3 surface,

shorting of the piezoelectric field at the surface causes a slowing of

the SAW by an amount AV/Vj = 0.0268, as well as an increase in attenua- P.

tion. Davis and Weller [141 have measured SAW attenuation in the

frequency range 270-730 rMz for A2 films on YZ LiNbO3 . For their best

films the data is given approximately by

2.2 0.49.5f (h/600) db/cm (6)

where h is the film thickness in A. I

To produce a slot waveguide it is necessary to increase the

velocity of the SAW above V, for those portions of the surface in the

range lxi - :. Such a speed-up of the SAW can be accomplished by

stiffening the surface with a layer of material such as A2N.

In the case of the semi-infinite electrodes of Figure 2a, the

stiffening layer must overcome the slowing effect due to the conducting

7-11
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electrodes. For thin electrode platings h, the mechanical perturbation

of the surface will be due only to the stiffening layer. To first

order, the electrical shorting and mechanical perturbation are additive

effects. For a layer of thickness H of a hexagonal material, such as

AIN, with C axis normal to the surface, the SAW velocity V2 can be

found from the relation [15]

V, + + H V I )Iv. 12 + p'Iv 12
V2  V, -6 X y

- (P' ~ i IVz 121 (7)

Here AVV. is the change due to shorting of the piezoelectric field, p

is the mass density of the layer material, and s. is the elastic

stiffness constant in the coordinate system where Z is along the C

axis. Finally, vn v and v are the particle velocity components at
x y

the surface y = 0 of a Rayleigh wave carrying power along z of P watts

(per meter along x).

Using the compliances C. given in Reference [161 for AIN, and

neglecting the piezoelectric constants, 1/s 1.10 X 101 1 (M2 /N) and

1.35(s 2 1O'1(m2/N). Also, p = 3.26 x 103 kg/in3 an
usifns on2/p, IV 12/p and IVorinP from Reference [12] for the 37X cut

using inaly V Y 12/

of LiNbO3 , expression (7) becomes

V-= 1.0268 -0.0556 fH (8)
V2

where H in (8) is measured in pm and f in GHz. For f 1, a layer

thickness H slightly greater than 0.4 is necessary to overcome the

slowing due to the conducting film. Greater values of H will cause the

SAW velocity to be greater than V1.

7-12



F. •

The AIN plating can be expected to contribute to SAW attenuation,

although we are not aware of any reliable measurements. Because one

goal of the study is to assess the effects of film attenuation on path

loss, we assume the attenuation to be the same as found for a metal

film alone on LiNb'O3 . With this assumption, we find from (6) and (8)

that the SAW wavenumber k2 for h = 6009 of A2 covered by AQN is

k2 = (1.6164f - 0.08756f 2H) + ili x 10"f 2 2) (9)
3.

In the case of the slot guide of Figure 2b, guiding is achieved if

the SAW velocity for the A.N layer placed directly on LiNbO3 is faster

than the free surface SAW velocity. Neglecting piezoelectric and

dielectric effects in the AIN layer, the perturbation in the SAW

velocity is given by the last term in (7). Assuming the SAW attenua-

tion to be the same as on a free surface, the wavenumber k3 of the SAW

for an AIN layer on LiNbO3 is "

k3 = k- 0.08756f2H (10)

The imaginary parts of kj, k2 and k 3 are plotted in Figure 3 as a

function of frequency.

A more accurate approximation for k2 and k3 requires a full wave

analysis of the two layered structures. Such an analysis is beyond the

scope of this study, and would only modify details of the results

obtained here using (9) and (10). Similarly, computing anisotropy

parameters a for the layered structures would require a fu I wave

analysis. For simplicity, we assume all a's to have the free surface

value.
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B. Dispersion Relatons for the Guided Waves

When solving for the waves guided by surface platings on isotropic

substrates, various authors have used the two-dimensional amplitude

approximation [7-10]. With this approximation one solves for the SAW

amplitude to(x,z) that satisfies the two-dimensional wave equation. As

applied to a substrate with parabolic anisotropy, the wave equation

becomes

82 a2  =

)
2  + a + k2 (x,z) 0(11)

Boundary conditions at the edges of the various platings require

that particle velocity and stress be continuous. Within the amplitude

approximation, the boundary conditions require that 4s and aqi/ax be

continuous. One consequence of the boundary conditions is that the . - -

amplitude must have the same z dependence in each region. Thus if K is
I

the wavenumber along z of the guided wave, then in each region of the

surface the solution to (11) is of the form

in. x i" x iKZ

(xz) (V e + e ifX)e iKZ (12)

where nl and K satisfy the dispersion relation of Eq. (2).

The derivative ao/ax is of the form

inix -i x
= nj(V. e J- V. e '~)e 3).
8x (V _ KZ (13),'. ~ax jj,

Expressions (12) and (13) have x dependence of the same form as found

for voltage and current on a transmission line [17] of impedance 1%.n

As a result, the transmission line formalism may be used to find the

properties of the guided waves.

7-15
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Let Zin be the impedance seen looking to the right at x = a in p

ini~
either Figure 2a or 2b. Recalling the time dependence e -  , it is

easily shown that

for Fig. 2a

Z. =(14)
in

L (I/n3)-i(1/n2)tann2w for Fig. 2bn2 (I/rl) i(I/n3) tann2 w

The transverse resonance condition for the guide modes requires that

the sum of the impedance seen looking to the left at x = a and Z.in i

should vanish. For even modes aw/ax = 0 at x 0, corresponding to an 3

open circuit, while for odd modes 4i = 0 at x = 0, corresponding to a

short circuit. Using the impedance seen looking to the left at x = a

for open and short circuits at x = 0, the dispersion equation for

guided waves is

Z. + i L cot nla =0 for even modes
in r11

(15) "

z. - L tan rjia =0 for odd modes
in fli

For transducers that are symmetrical about x = 0, as in Figure 1,

only the even modes are excited. Because of this, we treat only the

even modes for the remainder of this report. Simplifying the first

equation in (15) gives the even mode dispersion relation

n2  for Fig. 2a

in, tan q1a (16)
n 2r-ir2tan~w for Fig. 2b

2 2-ifl3tanfl2w
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Solution of the dispersion equation is discussed separately for the
I

semi-infinite electrodes and for the finite width electrodes.

I.

I

I

I

I

I
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III. Guided Waves for Semi-Infinite Electrodes

The solution of (16) for the modes of the slot waveguide with

semi-infinite electrodes can be obtained by solving (2) for q2 in terms

of rli. Observing that in the absence of loss r12 must be positive

imaginary in order for the guided wave fields to decay for lxi -j , we

obtain from (2)

1

n 2 =i-,Ikf - k -a' . (17) p

thus the dispersion equation becomes

1"
l1tannl1a = I kj - k ar'n (18)

which may be solved for qj.

The right and left-hand sides of (18) are plotted in Figure 4 for

the case of k, and k2 real. It is seen that the lowest n = 0 mode will

exist for all frequencies and all guide widths 2a. Higher modes are

obtained as the width 2a decreases or frequency increases. The cutoff

condition for the higher modes is

- k - k =i n (n 1,2,...) (19)
a a

When loss is present, the higher modes will not have a sharp cutoff.

However, they will exhibit large attenuation for frequencies near and

below that for which (19) is satisfied with Rek and Rek2 substituted

for k, and k2 .
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Solutions of (18) for r1 were obtained numerically for a number of

cases, and corresponding value of K was obtained from (2). In Figure 5

we have plotted ReK for the various symmetric modes as a function of

the slot width 2a for f = 1 GHz and an A2N film thickness 0.677 pm. At

cutoff for each mode ReK = Rek 2 = 1.5571. As 2a increases ReK " '

increases towards Rek i = 1.5742. To four decimal place accuracy, the

same results were obtained when (18) was solved assuming k, and k2 were

real with the values cited above. Thus, SAW attenuation does not

affect ReK.

The additional attenuation of the guided wave, over and above the

free surface attenuation, due to the electrodes is indicated in I
Figure 6 for f 1GHz and H = 0.677 pm. The value of Im(K-kj) is

plotted as a function of guide width 2a. The additional attenuation

was computed two ways, with agreement to two significant figures.

First, K was computed with k, and k2 having the complex values given in

(5) and (9). Next, the imaginary part of k, was set to zero and the

-5imaginary part of k2  was reduced to 7.5 x 10 by subtracting

Imkj = 3.5 x 10-5  Because of the agreement between the two methods,

guided wave attenuation for other values of film loss can be found by

scaling the additional attenuation presented in Figure 6.

It is seen from Figure 6 that the attenuation is large for each

mode near its cutoff, but decreases rapidly away from cutoff. For

example, at 2a = 20, the additional attenuation has fallen to about 13%

of the free surface value.

Because the frequency dependence of Rek 2 is not linear, changing

frequency does not have the same effect on the dispersion relation as

does changing guide width 2a, which has been found to be the case for
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AV/V waveguides [9]. The dependence of the modal K on frequency has

been calculated, and the results plotted in Figures 7 and 8 for the

case of H = 0.677 pm and a guide width of 2a = 20 pm. In Figure 7, the -.

deviation of ReK from Rek, is plotted on a logarithmic scale to accom-

modate the large range of variation. Note that Rek, > ReK for these

modes.

The lowest mode (n = 0) has a cutoff frequency f = 0.712 GHz

corresponding to the value of f at which Rek, = Rek 2. For lower fre-

quencies, it is seen from the dependence in (9) that the mechanical

stiffening of the AN layer is too small to overcome the slowing effect

of the conducting film. As a result, the SAW under the electrodes has --

lower velocity than the free surface Rayleigh wave so that no guided S

wave exists. Above 0.712 GHz, Re(k 1 -K) for the n = 0 mode increases

rapidly to about 3 X 10- , and remains close to this value for fre-

quencies up to 2 GHz. The near constancy of Re(k1 -K) is due to com-

peting phenomena. If k2 were proportional to frequency, one would

expect ReK to approach Rek, as frequency increases. However, the

difference between Rek, and Rek2 increases as f
2, and inhibits ReK from

approaching the limit. -. '

The higher modes (n = 1,2,3) shown in Figure 7 have a cutoff

frequency, which in the absence of loss is given by the solution of

(19) for f. Were it not for loss, K = k2 at cuttoff so that at cutoff

k - K k k2. Because of the dependence of k, and k2 on f, the

value of k, - K will be different for each mode. It is seen from

Figure 7 that the value of k, - K for the higher modes does not change

significantly from cutoff through f = 2 GHz.
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Figure 7. Frequency dependence of the propagation constants
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H=0.677 .,im olotted as the deviation Re(k1-i

7-24

%I

%*



14xl10
5

12
Im Kc-k)

10

8

6

4

2

0
0.6 1.0 1.4 1.8

f (GHz)

Figure 8. Frequency dependence of the attenuation due to the
metalization Tm(K-kj) of the various modes for. -

2a=20 ; m and H=0.677 Im.
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Figure 8 shows the variation of the guided wave attenuation due to

plating loss in the vicinity of the cutoff frequency. The free surface

attenuation Imk, has also been plotted for comparison. Attenuation due

to plating loss, Im(K - kj), is seen to drop rapidly for frequencies

above cutoff, and ultimately become small compared to Imk1 .

Modal dispersion characteristics for the lowest mode (na 0) of a

narrow slot width of 2a = 10 pm and AIN layer thickness H = 0.677 pm is

shown in Figure 9. Here Re(k1 - K) is plotted on a linear scale as a

function of frequency over the range for which the slot guide has a

single propagating mode. The frequency dependence is similar to that

of the lowest mode for a slot width of 2a =20 pm.

Figure 10 shows the contribution to the attenuation constant IMK

due to plating loss for the lowest mode of the 2a = 10 pm guide. The

decrease in Im(K - kj) with increasing frequency results from the fact

that the fields of the guided wave penetrate a smaller distance under

the plating. This decrease partially compensates for the increase in

Imk1  with frequency. For example, in the band 0.9 < f < 1.1, the
50 -5 , ' -

Rayleigh wave attenuation Imk 1 increases from 2.9 x 10 to 4.2 x 10,_

whereas the guided wave attenuation IMK has a much smaller variation

-5 -5 -1
from 5.1 x 10 to 5.6 x 10 pm

The value H = 0.677 used for the previous calculation was chosen

to place k2 midway between k1 and the wavenumber of the slowest shear

wave propagating along the crystal x axis at f = I GHz. To investigate

the effect of changing H we have plotted the variation of Re(k, - K)

with H at f 1 GHz in Figure 11 for 2a = 10 pm and 2a = 20 pm. At .

H = 0.482, Rek2 = Rek, for f = I GHz, so that H must be greater than

this value for guiding to take place. This condition is evident from
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-14-

the curve for 2a = 10 and from the lowest mode (n =0) for 2a 20 in

Figure 11.

Thicker layers allow more modes to propagate, although only one mode

propagates for guide width 2a = 10 over the entire range of H shown.

When H is greater than about 0.87 for f = 1 GHz, the SAW on the

layered surface is faster than the slowest shear wave, so that a

straight-crested surface wave would leak into the substrate. However,

in the case of the slot waveguide, the modal fields in the layered

portion of the surface are not those of a straight-crested surface

wave, and hence need not leak into the substrate even for H > 0.87.

Provided that ReK for the guided wave is greater than the wavenumber of

the slowest bulk wave, all fields will decay into the substrate and the

wave will be of the bound variety. Thus the guided wave character-

istics may legitimately be computed for H - 1.0, as indicated in

Figure 11. ,
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Figure 11. Variation with AZN layer thickness H of the
propagation constant Re < -< Rekl for f=J.GHZ
and guides of width 2a =10,20 vm
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I.

IV. Guided Waves for Electrodes of Finite Width S

Single step deposition of the A2N layer is expected to give the

same thickness over the electrodes as over the LiNbO 3 surface. We

therefore assume that H has the same value when computing k2 from (9) I
as when computing k3 from (10), with the result that Rek 2 > Rek 3 -

Depending on the value of H, Rek2 may be less than Rekj, or greater.

In the former case, the slot acts as the primary guiding region, while

for Rek 2 > Rek, either the electrodes or the slot can act as the pri-

mary guiding region.

A graphical construction indicating the character of the roots of

the dispersion equation can be obtained by defining

" e = tan1 ( Z) (20)

r1I3

In the absence of loss, n3 of the guided waves must be pure imaginary

so that the fields will decay as lxi -j. Thus e in (20) will be real

or imaginary depending on (12 being real or imaginary. Using this

definition in (16) for the case of Figure 2b, the dispersion equation

for the symmetric modes becomes

" itanrla = 2 (21)tan(02w+6)

Comparing (5) and (9), it can be shown that for fH > 0.482, Rekj> Rek 2

and guided wave solutions of (21) will have nl real in the absence of

loss, but r12 may be real or imaginary. For fF < 0.482, r12 will be

real, but qi can be real or imaginary. These cases are discussed

separately below.
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A. Guided Waves for Rek, > Rek 2 > Rek 3

The right and left-hand sides of (21) are sketched in Figure 12

for ql real, and neglecting loss. If nj were imaginary, the left-hand-

side of (21) would be negative real. For Rek, > Rek2 , n2 and 8 would

also be imaginary, and the right-hand side of (21) would be positive

real. Thus, no solution to (21) exists for Rek1 > Rek 2 that has " -

imaginary.

In the range 0 < ni < jf-V-/a, both n2 and 0 are imaginary and the

right-hand side of (21) decreases monotonically, as shown in Figure 12.

Note that for w - 0, this portion of the curve approaches that for the

right-hand side of (18) for semi-infinite electrodes. In the range

4k-k / < < J/ k7/a, rk and 8 are real so that the right-hand side

of (21) undergoes variations like those of the cotangent function. For

r) > - / -k /a, r13 will be real, as well as n2, so that e is imaginary

and hence the right-hand side of (21) will be complex. As a result, no . -

solutions with 'ii real will be found.

Figure 12 has been sketched in a way indicating four solutions to

(21). The number of solutions depends on both the size of w and a, as

well as H and frequency. No simple formula can be used to express the

cutoff condition of the modes. Actual cutoff is determined numerically

by tracing along the branches of the dispersion curve.

Solutions to the dispersion equation (21) were obtained numeri-

cally and the wavenumber K of the guided waves were obtained from (2).

The phase constants ReK are plotted as a function of slot width 2a in

Figure 13 for f I GHz, w 5 pm and a layer thickness H 0.6 pm. --

The lowest n = 0 mode starts as the mode of a AV/V waveguide of width "'-. -.

2w = 10 pm when the two electrodes are next to each other (2a = 0).
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IV. Guided Waves for Electrodes of Finite Width

Single step deposition of the A2N layer is expected to give the

same thickness over the electrodes as over the LiNbO3 surface. We

therefore assume that H has the same value when computing k2 from (9)

as when computing k3 from (10), with the result that Rek2 > Rek3 .

Depending on the value of H, Rek 2 may be less than Rek 1 , or greater.

In the former case, the slot acts as the primary guiding region, while

for Rek 2 > Rek, either the electrodes or the slot can act as the pri-

mary guiding region.

A graphical construction indicating the character of the roots of

the dispersion equation can be obtained by defining

6 tan 1 ((20)) (20)

n13

In the absence of loss, n3 of the guided waves must be pure imaginary

so that the fields will decay as (x1 -* . Thus 8 in (20) will be real

or imaginary depending on n2 being real or imaginary. Using this -

definition in (16) for the case of Figure 2b, the dispersion equation

for the symmetric m - es becomes

l1tanqra = q. (21)
tan(q2w+O)

Comparing (5) and (9), it can be shown that for fH > 0.482, Rekj) Rek 2

and guided wave solutions of (21) will have rj real in the absence of

loss, but r12 may be real or imaginary. For fH < 0.482, r12 will be

real, but rl can be real or imaginary. These cases are discussed

separately below.
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Higher modes (n=1,2,...) start at ReK Rek3 . For all modes, ReK

approaches Rek 1 as 2a becomes large.

Comparing Figure 13 with Figure 5 for semi-infinite electrodes, it

is seen that more modes can propagate for a given value of (2a) in the

structure having finite width electrodes, even though H is nearly the

same in both cases. This property can be understood by comparing the

wavenumber k, in the central guiding region with that for Jxj *

which is k2 in the case of Figure 5 and k3 for Figure 13. The number

of modes increases with the difference between the real parts of k, and

the wavenumber for lxi -j . Since Re(kl-k 2 ) > Re(kl-k 3 ) for the same

H, one would expect more mode for the finite width electrodes, as is

found to be the case.

Conversely, to have the same number of modes for the case of

finite width electrodes as for semi-infinite electrodes, the value of H

must be made smaller for the fnite width electrodes. For example, if

H = 0.677 is used for the semi-infinite electrodes, then to have the

same number of modes for finite width electrodes one should use

H - 0.2. For this value of layer thickness however, Rek 2 > Rek,

changing somewhat the character of the lowest modes. This situation is

discussed in the next section.

The effect of changing the electrode width w can be seen from

Figure 14. Here we have plotted the phase constants ReK for the vari-

ous modes as a function of slot width 2a for f = 1 GHz and H = 0.6 pm,

but for an electroded width w = 10 pm that is double the width used for

Figure 13. It is seen that two modes are guided by the AV/V guide -

formed by the electrodes when 2a = 0. The curves for w = 10 are

similar to those for w = 5, except that the wider electrode introduces

one additional mode. .
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Surface wave attenuation was found to have no effect on ReK to the o
accuracy shown in Figures 13 and 14. The contribution to the guided

wave attenuation due to loss in the electrodes is depicted in Figure 15

as a function of 2a for f = 1 GHz, H = 0.6 pm and the electrode width

w = 5 of Figure 13. Here we have plotted the difference between the S

guided wave attenuation constant IMK and free-surface Rayleigh wave

attenuation Imk, 3.5 x 10- pm

Attenuation of the lowest mode (n = 0) is high for 2a small, since

this is a wave guided by the metal film, which is much more lossy than

the free surface. The loss quickly decreases as 2a increases. Higher

modes (n = 1,2,...) near cutoff have ReK close to Rek 3 , and hence their

fields extend far from the guiding structure on the A.N layered portion .

of the surface. Because the fields extend well away from the metal

electrodes, their effect on the attenuation is small. Above cutoff,

the fields are more concentrated under the electrodes and attenuation

is higher. Finally, well above cutoff the fields become concentrated

in the free-surface region between the electrodes and the loss becomes

small again. Similar curves for Im(K - k,) are obtained for w = 10 pm,

corresponding to the propagation constant ReK of Figure 14.

Comparing Figures 5 and 6 with 13 and 15, it is seen that for the

same thickness of AIN, narrow electrodes produce a more complex mode

structure than do semi-infinite electrodes. Attenuation for the n = 0 _

modes is about the same for both electrode structures, but single mode

operation is obtained over a wider range of electrode separation 2a for

the semi-infinite electrodes. In short, narrow electrodes, which are
S

more difficult to fabricate, appear to offer no advantage over semi-

infinite electrodes when the same thickness A)IN layer is used for both,
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and the thickness is great enough to allow guiding in the case of the S
semi-infinite electrodes. The guided wave properties obtained for

reduced layer thickness are treated in the next section.

B. Guided Waves for Rek 2 > Rek, > Reka .

When Rek 2 >Rekl, a range of real values of n2 exists over which nl-

is imaginary in the absence of loss. In this range of r12, the left-

hand side of (21) is negative for r)2 positive and real. Since

tan(q2w+e) can be negative for q2 positive and real, a solution to (21)

is possible in this range of r12. However, no solution of (21) is

possible for which both (l1 and n2 are imaginary, as discussed in the

previous section.

In the absence of loss, when rj is imaginary with magnitude in the
range 0 < IqlI < .Vj /c , then q2 is real and r3 imaginary. For r.'

real and in the range 0 < q, < 4ki - k/a, then n3 is imaginary but n2 p

is real. These two ranges are plotted as the left-hand axis and right-

hand axis in Figure 16, respectively. The two sides of (21) are

sketched as a function of r1l real, or of r1l imaginary, in Figure 16.

The intersesction points, of which there are four in Figure 16, give

the roots of (21).

The intersection points in the range where r1 is imaginary corres-

pond to perturbations of the modes that would be guided by the AV/V

waveguide formed if the free surface in Figure 2b were to extend to

x - . Figure 16 has been drawn for w small enough so that only one

such mode exists. For larger values of w more than one solution will

exist for rn1 imaginary.

,. ---,.[
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Numerical solutions of (12) for the case Rek 2 > Rek, have been

obtained by assuming H = 0.2 pm. The phase constant ReK for the guided

waves is plotted in Figure 17 as a function of slot width 2a for

frequency f = 1 GHz and electrode width w = 5 pm. The contribuation to

the guided wave attenuation due to loss in the metal electrodes is

plotted in Figure 18 as a function of 2a for the same parameters as

used for figure 17.

For 2a large, the mode labeled n =-1 corresponds to a perturba-

tion of the AV/V waveguide mode for a structure obtained by letting the

free surface region in Figure 2b extend to x -. When 2a - 0, this

mode approaches that of a AV/V waveguide of width 2w and covered with

an A2N layer. the n = -1 mode comes from the solution to (21) having

nl imaginary. Because this mode is guided by the electrodes, its

attenuation will be large compared to that of a free-surface Rayleigh

wave, as seen from Im(K -k1 ) in Figure 18.

The other modes in Figure 17 arise from the solutions to (21)

having rj real. At cutoff they correspond to SAW propagation along z

on the AZN layered surface. Above cutoff, the guided wave fields are

larger under the electrodes, while well above cutoff the guided wave

field is concentrated in the slot region and ReK approaches Rekj. As a

result of this change in the modal field pattern, the contribution to

the attenuation due to the electrodes, Im(K - kj), is seen in Figure 18

to be zero at cutoff. It increases initially with 2a, but decreases

again for 2a large.

The effect of changing electrode width is seen from Figures 19 and
S

20, which have been plotted for an electrode width w 10 pm that is

twice the width for Figures 17 and 18. As in the case of w 5, one::::
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mode exists for which fl is imaginary. The propagation constant of

this mode is shown in Figure 19. The attenuation constant of the mode
5  -1 .-. t

ImK varies from a minimum of 9.82 x 10 pm at 2a = 8 pm to

10.06 x 10-  pm "1 at 2a = 100 pm. Because IMK is large, the difference

Im(K - k1) does not fit on the scale of Figure 20, and is not shown.

The mode labeled n = 0 in Figure 19 is seen to exist for 2a * 0.

In the limit 2a = 0, the guiding structure consist of a AV/V waveguide

of width 2w = 20 pm, covered with an AIN layer. This structure guides

a second mode for which ReK = 1.566 pm . However, for 2a large, the

AV/V guide of width w = 10 pm support only one mode, which is close to

the n = -1 mode shown in Figure 19. Thus as 2a increases from zero,

t
the n 0 mode in Figure 19 gradually changes from a mode of AV/V guide

to a mode of the slot guide. Corresponding to the change in the modal

field pattern, the attenuation Im(K-k1 ) due to the electrodes is large

for 2a small, and decreases with increasing slot width 2a. Higher

modes (n = 1,2...) in Figures 19 and 20 have behavior that is similar .-

to that of the higher modes for w = 5 pm.

Variation of the propagation constant with frequency is shown in

Figure 21 for a slot width 2a = 20 pm and electrode width w = 10 pm.

Here we have plotted Re(K k1) on a linear scale to accommodate

positive and negative values. The n -1 mode is slower than the

free-surface Rayleigh wave and hence Re(K - k1) > 0. Waves guided by

the slot are fast, so that Re(K - k1) < 0 for n = 0,1,2,3. The n = 0

mode is similar to the first higher symmetric mode on a .1V/V waveguide

of width 2w. As such the mode has a finite cutoff frequency. Numeri-

cally, the cutoff frequency of the n = 0 mode is found to be just under

0.6 GHz, at which frequency the fields on the AIN layered surface are
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Figure 21. Frequency dependence of the propagation constants
of slot guide having w-10 umn, 2a-20 ,m and H=0.2 umn,
plotted as the as the deviation Re(K-k I).

7-48

NS

.. .. . .. .. .



- . " . r r s r. -.' "" "" "" '"""" -s . . - -" ." -. r' ' -. -. " . - .' ". .". " -' - -. ' - - i

those of a SAW propagating along z wit.. wavenumber k3. The higher S

modes (n = 1,2,3) each have a cutoff frequency at which the fields on

the layered surface are those of a SAW propagating with wavenumber k3

at the cutoff frequency.

The contribution from the electrodes to the attenuation of the

guided waves, Im(K- k), is plotted as a function of frequency in

Figure 22 for the waveguide geometry shown in Figure 21. For com-

parison, Imkj is also plotted. The additional attenuation Im(K - kj) "

of the n =-1 mode is nearly twice link 1 , while for the n = 0 mode

Im(K - kj) is about one-half of Imkj. Higher modes have Im(K - kj) = 0

at cutoff, but this quantity rapidly increases above Imkj.

C. Comparison of Semi-Infinite and Narrow Electrodes

As pointed out previously, Rek3 for H = 0.2 is approximately equal

to Imk 2 for H = 0.677. One might therefore expect a similarity between

the modes for the semi-infinite electrode structure with H = 0.677, and .-

those for the finite width electrodes when H = 0.2. The similarity can

be observed by comparing Figure 5 with Figures 17 and 19. Aside from--

the n = -1 mode, the n = 0,1,... modes have a similar dependence on 2a,

except for the cutoff value of 2a and the behavior of the n 0 mode

for 2a - 0. The mode numbering in Figures 17 and 19 is purely arbi-

trary, and made to facilitate comparison with figure 5. For wider

electrodes, two or more modes with rti imaginary will exist. These

modes have ReK > Rek, and, like the n = -1 mode in Figures 17 and 19,

have no counterpart in Figure 5.

Attenuation for the n =0,1,... modes is less for the finite width..

electrodes very near to cutoff, but is elsewhere greater than for the
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Figure 22. Frequency dependence of the attenuation
due to metalization fcr the modes of slot
guide having w=10 -.m ,2a=20 ,;m and H=0.2 ,im.
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semi-infinite electrodes, as seen by comparing Figures 18 and 20 with

Figure 6. This is due to the fact that for H = 0.2, the fields under

the electrodes have sinusoidal dependence on x and fill the region

under the electrodes. However, for H = 0.677 the fields under the

electrodes decay exponentially with x away from the edge.

Frequency dependence of the phase constant for guides of slot

width 2a = 20pm can be compared from Figure 7 for semi-infinite elec-

trodes and from Figure 21 for w = 10 pm. Aside from the differences in .

scales used, and the fact that Re(K - kj) is plotted in one while

Re(k1  K) is plotted in the other, the dependence is similar for the

n 0,1,... modes away from cutoff. Higher modes have higher values of
S

Re(k,- K) and this quantity is a slowly varying function of frequency

away from cutoff. The frequency dependence of Im(K - k1 ) is however

seen from Figures 8 and 22 to be considerably different for the two -

guiding structures. O

In summary, for the same layer thickness H and slot width 2a, the

finite width electrode structure has more propagating modes than does .

the structure with semi-infinite electrodes - compare Figures 13 and 14

with Figure 5. Moreover, the attenuation of the modes is greater for

the finite width electrodes - compare Figures 6 and 15. With the

exception of the n = -1 mode, the modes for semi-infinite electrodes

with H = 0.677 are similar to the modes for finite width electrodes S

with H = 0.2, although the latter generally have higher attenuation.

Unless thickness of the A2N layer is critical for fabrication or other

reasons not now apparent, the simple slot guide using semi-infinite

electrodes appears to be the preferable geometry. Fabrication should

be simpler, and the modes are fewest, as well as having the lowest

attenuation away from cutoff.
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V. Delay Line Path Loss

Insertion loss between the transducers of Figure 1 can be approx-

imated as the product of three factors. The first is the electro-

mechanical coupling efficiency of the transducers, which would give the

total insertion loss if the two transducers were located close together .

on a free surface. The second factor gives the efficiency with which

the aperature distribution of the fields radiated by the transducer

couple to the transverse variation of the guided wave field. Guided

wave attenuation, which was discussed in the last section, gives the

third factor. In this section we treat the effect of mismatch between

transverse distribution of modal fields and the aperature field of the
S

transducer.

At the input transducer, the transverse field mismatch will result

in a portion of the radiated power being carried away by the continuous -

spectrum of fields, rather than the guide waves. Thus, only a fraction

of the radiated power will go into the guided waves. At the output

transducer only a fraction of the power carried by a guided wave will

couple out, e.g., some of the guided wave fields lie outside of the

transducer aperature [18]. for identical input and output transducers,

reciprocity implies that the fraction of the power coupled to a guided

wave at the input is equal to the fraction of the power coupled to the

transducer at the output.

Waldron [18] treated the problem of finding the output power

resulting from the illumination of the transducer by a SAW having

nonuniform amplitude. The mismatch of fields was found to effect the .

output power by the factor
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b
I f t(x) dxl2  (22)

O

2b f It(x) I2dx

S
for a transducer of width 2b. Here to(x) is the transverse variation of

the incident SAW amplitude, or in our case the transverse variation of

the guided wave. Note that this factor is unity when tp(x) is uniform

over the aperture -b < x < b of the transducer, and zero outside the S

aperture. For all other t(x), this factor is less than unity.

In the case of guided waves, the same factor (22) gives the field

mismatch effect at the input, as well as the output. Thus the ratio of

output to input power will involve the square of (22). Alternatively,

the ratio of output to input voltage will include the first power of

the factor (22) to account for field mismatch at both input and output.

We define this factor as RV, and evaluate it below for the various

waveguide modes.

A. Field Mismatch Factor RV for Semi-Indinite Electrodes

The amplitude variation of the symmetric modes of the slot wave-

guide of Figure 2a is given by

cosnja eifl(X-a) for x > a

O(x) = cosfllx for -a < x < a (23)

\costila e-il 2
Xx+a) for x < -a

In (23), nl is any one of the solutions to the dispersion equation (18)

and r12 is given by (17). Neglecting loss, 91 is real and n2 pure

imaginary. '.'
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For each mode we may define the field mismatch factor RV. As

discussed above, RV is obtained by substituting (23) into (22).

Neglecting the imaginary part of q, and the real part of n2, after some

manipulation one obtains
0

r,12i 2
sin n 1b for b < a

2/(l 1b)
RV= Iq2 ia+ (24)

[n2 r 2i 2l r 2e- (b-a) 12  
S

for b > a

The factor RV has been computed as a function of transducer

aperture 2b for various guide widths 2a at f = 1 GHz. For guide widths

2a = 10 and 20 pm, only the lowest mode propagates. We have plotted RV

for this mode in Figure 23 for the two guide widths, with absissa b/a.

For guide width 2a 20 pm, R. peaks at 0.9 for aperture 2b equal to .

the guide width. In the case of the narrow guide 2a 10 pm, the

fields extend a greater distance on the layered portions of the surface.

In this case RV has a maximum value for 2b = 15 pm, which is 1 times

the guide width. The maximum is broad so that even for 2b = 20 pm, RV

is close to its maximum value.

In the case of a guide of width 2a = 40 pm, two modes (n = 0,I)

can propagate at f = I GHz. The variation of RV for each mode is

plotted as a function of b/a in Figure 24. The value of RV for the

lowest mode peaks when the aperture 2b is about 9/10 of the guide

width, at which point RV for the n 1 mode is small. The zero of RV ,

for the n = 1 mode at b/a - 0.8 corresponds to an aperture 2b that

covers one full cycle of cosrqjx in (23), with the result that the

integral of t(x) in (22) vanishes.

7-54

. .. ".-... .. • .

. ... . . . . . . .

.-.- .-.-.. .. ....... . , .' ... ,", ..... . . -. . .' - ' '-, ' , ' . - "., ',' .... ...... . .. ,. .. '



U 44

4-)

'U *44 -

00
25

0N )

o -4 - 0)

0~ fnJ.4

44 4

c0 0 1

AJ~ r-4

44

4

7-55



d) 0 11

4

0 0

.oI o4r-

. 0 .. Oa

(n 44 11

c4 0-
cc'4C

00

lz I

C ~.4

r-4 a

7-56N~



When two guided modes are present, as is the case f-r 2a = 40 pm,

the output voltage will show interference ripple when the frequency is

scanned. The amplitude of the ripple can be estimated from the

relative size of R for the two modes, and from their attenuation over

the guide length L. Assuming 2b = 2a = 40 pm, it is seen from

Figure 24 that the ratio Rv(n=I)/R(n=0) is 0.05/0.9. From Figure 6

for 2a = 40 pm, it is seen that ImK(n=l) - ImK(n=0) is approximately

-5 -1
0.9 X 10 pm For a short guide length L, so that the guided wave

attenuation is not significant, the interference ripple is ±0.5 db

about the average. For a long path L 4 cm, the attenuation dif-

ference reduces the ripple to ±0.3 db.

The variation of RV with frequency has been computed for several

values of a = b. Results for 2a = 2b = 10 and 20 pm are plotted in -

Figure 25. As frequency increases from cutoff, R for these n =0

modes seen to approach 0.9. Over the same frequency range with

2a 2b = 40 pm, little variation was found for RV of the n = 0 and

n = 1 modes.

B. Field Mismatch Factor RV for Finite Width Electrodes

In the various regions, the transverse variation of the amplitude

for the symmetric modes can be expressed in the following form. For

0 < x < a,

=) cos- x (25a)

Under the electrodes a < x < a + w -

r 2COSQ 2(x-a-w) + iq 3sin.2(x-a-w)
= (x) cosnla (25b)q2cosq 2w - in3 sinq2 w
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while for x > a + w

low~x - fcosflla e 25c)
rlzcose 2w-il 3S inq2w

These expressions directly satisfy continuity of 4#(x) at x =a and

x =a +- w, and continuity of at/ax at x =a + w. For r1j satisfying the

dispersion relation (21) and n2, nj3 expressed in terms of ri, conti-

nuity of ao/Bx is also satisfied at x =a. For these synmmetric modes,

the amplitude in the region x < 0 is obtained by replacing x in (25)

with li

The factor RV. can be found by straight forward evaluation of the

integrals in (22) making use of the expressions (25). As suggested by

the transform approach to computing path loss used in Reference 6, it

can be shown that neglecting loss

f 1*1i2dx

-cos
2rjja d rnItanrI~a + n2 iflfltan 9 (26)

In (26) n3 is imaginary and both n12 and n3~ must be expressed in terms

of rj before the derivative is taken. Because the derivative can

easily be computed numerically, this form for the denominator of (22)

facilitates numerical evaluation.

The integral in the numerator of (22) must be evaluated for

different ranges of b relative to a and a + w. For 0 < b < a

7-59



b t jdx - sinrhi~ (27a)
-b

For b in the range a < b < a + w,

b 1 l
f Odx 2 (- - ) sinr"a
-b r

(27b)

+ 2 cosrlla[f 2sinf 2(b-a-w)-iflncosf2(b-a-w)]
f2 (fn2 cosn2w-ifr3sinl2w)

Finally, for b > a + w

b 1 l 1h
f 4idx 2 - ) sinja
-b 

o -

(27c)
-2cosnlafin_ +(n3/in ) [1-e irl3 (b - a - w ) ]1)i.. -

-2
- 2 (r2 cosn2w- in3 sinQ 2w)

The forgoing expressions were used to compute RV for several cases.

The field mismatch factor is plotted in Figure 26 as a function of

transducer width 2b for a slot guide of width 2a = 10 pm, electrode

width w = 10 pm and layer thickness H = 0.2 pm. For these dimensions

and for f = I GHz only the n = -1,0 modes propagate. It is seen that

the n = -1 mode guided by the electrodes can be more strongly excited

than the desired n = 0 mode, whose fields are more nearly confined

within the slot region. Even for 2b : 2a, where RV is maximum for the

n = 0 mode, substantial excitation of the n -1 mode will occur. If

b = a, excitation of the n = -1 mode will result in ripple of ± 1.9 db

over a band of frequencies for short path lengths L. However, the

large attenuation of the n = -1 mode compared to the n = 0 mode will-S

reduce this ripple to ± 0.5 db for a path length L 4 cm.
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Figure 27 shows the field mismatch factor RV for the three propa-

gating modes of a guide whose width 2a = 20 pm is twice that of Figure

26, but whose other dimensions are the same. For 2b = 2a = 20 pm the

n = 0 mode is more strongly excited than for 2b = 2a = 10 pm. The

presence of the n = ±1 modes however leads to ripple as frequency

varies. For long paths L, the ripple is due to the n = I mode, since

the high attenuation of the n -1 mode significantly reduces its

amplitude at the output. As an example, if L = 4 cm, the ripple is

±0.6 db.

Comparing Figures 26 and 27 with Figure 23, it is seen that simple

slot guides having semi-infinite electrodes gives higher excitation

efficiency for the n = 0 mode. further, they are free of the problems

associated with having more than one propagating mode. This latter

property is very significant in the case of narrow guides 2a 10 pm,

where it may be convenient to use long transducers 2b > 2a. Excitation

of the n = -1 mode in guides having finite width electrodes would lead .

to severe multimode problems.
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VI. Conclusion

Simple slot waveguides having semi-infinite electrodes covered

with AIN and slot width 2a in the range of 10-20 pm have only one prop-

agating mode for frequencies in the vicinity of I GHz. Attenuation of -'

this lowest mode is in the range 1.5-1 times that of the free-surface

Rayleigh wave, i.e., between 4.6 and 3 dB/cm at I GHz. Loss due to

mismatch between the transducer aperture and the modal field can be

made close to I dB by using transducers of length 2b z 20 pm.

The use of wider guides has disadvantages besides requiring higher

D.C. voltage and/or greater path length to achieve ±& cycle change in

time delay. Because two or more symmetric modes can propagate, their

interference gives rise to ripple in the frequency response that is of '

the order of 1 dB peak-to-peak. Since the modes have different trans-

verse dependence, they will experience differently the D.C. electric

field, which is nonuniform in the vicinity of the electrode edges.

Thus the change in delay with applied voltage will be different, which

will give rise to phase and amplitude variations with applied voltage.

More complex guides having finite width electrodes do not appear

to offer any performance advantages. The lowest mode is confined

beneath the electrodes, and thus has attenuation approaching that of

the SAW on the metalized surface, which is at least 9.5 db/cm for 600'

thick metalization at 1 GHz. For small electrode widths (w < 10 pm),

the next higher symmetric mode is similar to the lowest mode of the

simple slot guide, but with somewhat higher attenuation. It is this

mode which will respond to the D.C. field between the electrodes.

However, the presence of the mode concentrated beneath the electrodes

will cause ripple in the response as a function of frequency.
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Waveguides using semi-infinite electrodes require an ARN layer

thickness of about 0.6 pm, as opposed to 0.2 pm for the case of finite

width electrodes. However, deposition of the thicker layers does not

appear to be a limitation [16,19], so that the simple slot guide .-

appears to be the most desirable choice for an electrostatically S

variable SAW delay line.
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Abstract

A two phase model has been developed to study aluminum (Al) particle

preheating through selective radiation absorption in composite solid propel-

lants. The two phases considered are one strongly absorbing particle (Al)

phase and another weakly absorbing matrix (Ammonium Perchlorate (AP) and

binder) phase surrounding the particle phase. Separate energy balance

equations for the particle and matrix phases are developed. Both the mat-

rix and the particle phase are assumed to be non-emitting, anisotropically

scattering, absorbing media. The parameters identified which inhibit Al

pre-heating and melting are Al size, mass fraction, burn rate and level of

incident radiant flux. Smaller Al particles and larger Al mass fractions -

* promote lower Al temperatures. These results should prove useful to pro-

pellant formulators in trying to reduce the problem of unwanted Al agglomera-

tion.
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INTRODUCT ION

It has been observed that during the combustion of aluminized composite

solid propellants. some of the aluminum particles agglomerate before they

leave the surface of the propellant [1-31. Typically, aluminum particles

with mean diameters of 5-30jn may be mixed in the propellant formulation.

Yet combustion bomb studies [1-3] indicate that aluminum agglomerates as p

large as 300um leave the burning propellant surface. This agglomeration

results in two kinds of loss. The first loss is the energy that escapes

due to the fact that the large agglomerates have insufficient residence

time to burn completely. The second loss is the two phase flow loss incur-

" red in dragging the large agglomerates out through the nozzle. Both types

* of loss reduce the specific impulse of the rocket motor.
S

It is conceivable that the problem of unwanted aluminum agglomeration

could be substantially reduced by maintaining the temperature of the alum-

inum particles below the melting temperature (933K for pure aluminum). To

study the factors which influence the temperature variation of the aluminum

particles, a heat transfer model has been developed. Among the factors

investigated which influence the aluminum particle temperature are aluminum

particle size and mass fraction, the level of radiant flux incident from

- the rocket motor, and the nature of the propellant matrix surrounding the

" aluminum.

The type of propellant studied was an Ammonium Perchlorate (AP)/hydro-

carbon/aluminum (Al) composite propellant with properties similar to Morton-

- Thiokol space shuttle propellant. Bi-modal AP was considered. Taken to-

gether the AP oxidizer and hydrocarbon binder constitute the matrix which

surrounds the Al particles (see Fig. 1). Since the matrix is relatively

-' transparent to thermal radiation and since significant levels of radiant

8-3
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flux are likely to be present in aluminized propellant motors due to the

abundance of Al and A1203 particles suspended in the gas phase it is quite

possible for the Al particles embedded in the propellant to be preferenti-

ally heated and become hotter than the surrounding matrix. Futhermore the "

low thermal conductivity of AP (kAp = 0.04186 W/m K, in-4 cal/cm s K) in-

hibits heat conduction between the Al particles and matrix and thus

preserves separate and distinct matrix and Al particle temperatures, By

tailoring the propellant's thermal radiative absorption and scattering

properties it Should be possible, in theory at least, to control the sub- p

surface Al particle temperature profile and maintain Al particle tempera-

tures below the matrix temperatures. Perhaps it would be possible to

maintain the Al particles below the melting temperature. These considera-

tions are the basis for this tneoretical study.

Definition of Model

The model developed consists of two phases, one strongly absorbing

particle phase consisting of Al particles and another weakly absorbing ma-

trix phase (AP plus hydrocarbon binder) (Fig. 1). The incident radiation

was assumed to be blackbody radiation at a temperature TR. For theoretical

purposes all particles (AP and Al) were treated as spherical and monodis- * •

perse. Both phases were assumed to be non-emitting, anisotropically scat-

tering, absorbing media.
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AnalyLsis

As the propellant is assumed to be non-emitting the radiative transfer

equation is decoupled from the energy equations and solved by the two-flux

method [4].

The twa-flux radiative transfer equations are

+I
dl)+ + -'15

dx -- A'A+ A 1

Oix + 'CAx~~) IX + 3X Ix (2)dx

where

aX= 2 (axB + aAAP1 + axAP + axl) (3)

3X -2 (OxAP BAP 1+ CXP2BA 2 xA1 BAI) (4)p

a . f Q except axB=~ 4 k (5)

0xi (6)

io

B1  J Pi (u,u') du' djj (7)

1 f p(e) sine do
Pi 2 n 0 [lu)(~~)-(ae-~ 112 (8)

p(e) -single scatter phase function

8and e, are defined as:

case0 =UUV + (I-W2)112 (1-,,2)1 /2  (9)

cases = uW (1- 2) 11 2 (1-,J. 2 )112 (0

Directions for I+ and I- are as shown in Figure 2.
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Solution of equations (1) and (2) with the boundary conditions

(1) at x 1A -: I finite value (11)

(2) at x- 0: IX(O) (l-R) qR + R I (0) (12)

(where R is the hemispherical spectral reflectivity and qR/w - (uniform)

incident intensity) r'

2w[Ix(x) + I(x)] = 2 CA exp [yxx] (13)

where,

yX iX (TX + 2-0X) (14)

C,- C1 [1 + - aA (-, +2 a .) + (a + x)](15)

C- (1-XR) qR1/ + 2c)l1/2 + J (i- + - )-R (16)

In equation [13] the term 2w[Ix(x) + IX(x)] has the interpretation of

the radiant power incident on a differential slab element of propellant

per unit volume per unit wavelength. Weighted by the appropriate absorp-

tion coefficients this term will appear as a source term in the particle -

and matrix energy equations.

Separate steady state energy equations for the matrix and particle

phase are written.

dT- d2T"
(pC). (vB + fvAP) r = k. (fvB + fvAP) 77|dx d

1+ DA (--) (Tp - Tm) NAl + T.) + 8AP (I A + IX )dA (17)

Al

f"L,.Cj _. 2 (2k) (T. - Tp) NAI + (I + IX) dX

ALdx A DAA x-+

(18)

... ?T] ........ .... ;;. ;. ; ." ,. ', -; -"" "" "".......'" ". " ' . .



where

km fvB + fAkA (19)

K~~ (C vB OB CB + fvAP PAPCAP (0

N 6l (21)
A D

The above equations are coupled through the conduction term h (Tp T.)

h =2k-fOAl In this equation the limiting result for Spherical conduction,

Nu *2, is used [5]. Also the particle temperature has been lumped due

to the poor matrix conductivity.

Biot No. =h (DAl/3)/kAl x 2/3 k-/kAl 0.1

The coupled energy and transfer equations are reduced to:

d3Tin d2T,, dT.
+s a,~ +~ +81 +aCAeA

dx3 +a d x2 dx OJ

+ e A x (22)
k.(fvB + fvAP) (B A~ A d

where:
12

80= z (23)
PAl DAI CAI r (fvB + fvAP)

_________ 12 fv~
1 P~lD~i ~l -D Al (fvB + fvAP) (4

- and

a2  -(pC). r 12 k. r(5

DA] PAlCA r

The solution of this equation is

r,(x) =[T 5 -T -J C0  dAl eQlx +{ C~ e d + T0  (26)

where the boundary conditions used are

B-7
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(1) T.(0) Ts (27)

(2) T.(X -)To (28)

(3) dT./dx (x * )*0 (29)

The constants appearing in the Solution for T.(x) are.7

CO ( vB +YvAP)) ThI (30)
3 2

YX + YX a2 + YX a

and
-a2  +1aj (31)

2

The particle temperature can than be determined as

2
T~(x = Tx) +DAl(pC). r (fvB+ fvAP) (Tx -T)

P12 ka fvAl

r- ~( -Di (fve + fvAp)) 2
4~ YL -U 1 112 fvAl

(T.(x) -TO) +f~ C~ X 2 2

DAl f(WA 7AACAeX d (32)

Rad-iative- Properti es

The absorption and scattering efficiencies Qa~ and Os~ for the

AP and Al particles were determined from the fundamental optical constants

n -Zn- 1k. The values for the Al particles were taken to be u1.7 - 1 0.1

for all wavelengths, which is characteristic of the oxide which coats the

aluminum particles [6). The optical constants for AP were determined

from the dispersion equations (7-8)

n2  k2 = 4833 + I le 2 )Z+Y,22(3
1=1 m C0  (Wol - Wi)+Y
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-Ni 

e2 

.'7,
2nk * Y Nt 2 (34)

1-1 C0  ('oli +
,,.: ..

where

N1  * 0.252 x 1019. cm 3

N2  * 0.188 x 1019

N3  - 0.405 x 1019

W01 - 58.7 x 101 3 . s-

0 25.4 x 1013

WO 19.8 x 1013

'Y 1.66 x l13, -"

= 1.76 x 1013

3 = 0.746 x 1013  .

which is valid over the range of wavelengths from 0.4 to 14 in. Over this

- range of wavelengths it was determined from Fourier-Transform Infrared

Spectrometer (FTIR) measurements that the AP transmits between 0.4 and

u.7m, 3.8 and 4.3un, and 11.8 and 14.0un. The AP absorbs between 2.7 and

3.8um and 4.3 and 11.8wn. Since the AP dispersion equations give small non-

!* zero values for k in the known transmissive regions k is set equal to zero

in those regions.

Absorption and scattering efficiencies are determined either by Mie

theory or the laws of geometric optics. For opaque regions of wavelength V

(all wavelengths for Al and selective as noted above for AP) the efficien-

cies and single-scatter phase function are calculated from Mie theory for

x DnB/A < 5. For x > 5 the geometric optics results are used assuming a

* diffusely-reflecting particle with the hemispherical reflectivity equal to b
. normal reflectivity [9]. For transmissive wavelength regions (AP only)

" f'ie theory is used for values of x < 50. For x > 50 geometric optics results

8-9 .
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are used with the Fraunhofer diffraction contribution to forward scatter

removed.

The binder was assumed to be non-absorbing with a refractive index

of nB - 1.6. This is a reasonable representation of most hydrocarbon -.-

binders which have a few very narrow infrared absorption bands and refractive

indices ranging between 1.4 and 1.7.

Asymptotic Soluti on

To clarify the roles of some of the major parameters and to help

debug the computer program of the full solution an asymptotic solution was

developed using the following assumptions.

(1) Transparent matrix phase (iAP !B * 0)

(2) Grey medium k,

(3) FvA 1 very small

(4) No scattering (a- 0)

(5) No interface reflectance (R 0 0) -

(6) al > > y

(7) Jal/;il >  > lazl . I I..-..

Assumptions (6) and (7) may be verified by substituting realistic pro-

pellant properties into the definitons of those constants. With the above

assumptions the modified constants are obtained as

(OC) I r

' 
( 3 5 )

q. a. .a

oq n y (36)
+ y a2 + Yal

y a (37)

and equation (32) evaluated at the surface x - 0 reduces to

8-10
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Tp TS 4L ka. (38)

Also, for large black (a *0) Al particles (DAl lOOR) QaA1 1.

giving

-p T5  D (39)k. (39k.

Now the influence of the key parameters can be easily seen. The temperature

difference between the selectively absorbing particles and transparent mat-.

rix is larger for large incident fluxes, small matrix conductivities and

large particle diameters. Assuming values of TR a3000K. ka 0.04186 W/m K

(10-4 cal/cm s K) gives the following results from the limiting case.

DA jn T 0 - T5 (K) *

10 275 -

30 826

100 2750

Results and Discussion

A formulation similar to the space shuttle solid rocket booster (SRB)

propellant manufactured by H4orton.Thlokol was chosen as a baseline case

against which to test variations in various parameters. The parameters

for the baseline formulation were as follows:

0AP = 24um DAP 22 800jn DAl 30oni

m1p 0.21 mAP z 0.49 mAl =0.16

r 0.9347 cm/s nB= 1.6 kB 0

TR *3000K T5 = 1000K To 300K

nA1 0 1.7 kAl - 0.1

The predicted particle and matrix temperature profiles for this case, Tp and

T., are depicted in Figure 3. The selectively absorbing Al particles main-



tain a consistently hotter temperature profile. For this case the Al

particles would reach 933K, the melting temperature of pure Al, at or very

near the surface. In other cases that follow, for comparison, the base-

line formulation will also appear as a solid curve.

To test which parameters most strongly influenced the Al particle

temperature each parameter in the baseline formulation was varied keeping

all others the same. In Figure 4 the total AP mass fraction was held con-

stant at 70% but the split between large and small AP varied. Little effect

was noticed on Tp. In Figure 5 the small AP size was varied. To some

degree smaller diameters reduced the Al particle temperature due to the

enhanced scattering by smaller particles.
k

Variation of the large AP size (Figure 6) did not produce any signifi-

cant changes in Tp. This is because the AP radiative properties are domi-

nated by the small AP. Variation of the total AP mass fraction (Figure 7)

keeping the small/large ratio the same (30/70) made no significant differ-

ence either.

The surface temperature Ts is a parameter over which the propellant

formulator really has no control but its effect was tested anyway (Figure 8)

and found to be insignificant. Because of uncertainty in the optical con-

stants of the oxidized Al particles kAl was varied in Figure 9 and also

found to be relatively unimportant.

Of the parameters over which the propellant formulator has control the

two which indicated promise for use in reducing the Al particle temperature

were the Al diameters (Figure 10) and mass fraction (Figure 11). Both small

diameters and large mass fractions favor lower Al temperatures. Temperature .

reductions of approximately 200K are predicted by merely reducing the Al size -

from 30 to 10 um.

8-12
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Finally, two parameters which had a large effect on T but which are

difficult to control independent of other ballistic considerations are the

characteristic blackbody temperature of the incident radiation TR (Figure

12) and the burn rate r (Figure 13). For obvious reasons low incident

fluxes and high burn rates favor lower Al temperatures. While little is

known about the level of radiant flux present in aluminized propellant .

motors and controlling that flux would be difficult, it is important

to recognize that it is a major parameter in determining the temperature

of the Al particles.

One final case, presented in Figure 14 shows the effect of varying

several parameters simultaneously to achieve minimal Al temperatures. By

reducing DAI to 20um, increasing mA1 to 0.25, reducing 0 AP1 to 2Oim, chang-

ing the small/large AP split to 50/50, increasing the burn rate to 2.0 cm/s

and decreasing TR to 2000K the Al temperature was reduced by approximately

400-500K.

Conclusions

A realistic model for radiative pre-heating of aluminum particles in

AP composite propellants has been developed. The model predicts melting

of the aluminum near the propellant surface for parameters corresponding b
to the space shuttle solid rocket booster propellant. The model also

identifies which parameters have a strong influence on the aluminum particle

temperature. These are aluminum size and mass fraction, burn rate and level - ""

of radiant flux. Smaller aluminum particles and larger Al mass fractions

promote lower temperatures. The model was used to predict that certain

combinations of parameters may be chosen to inhibit heating and melting of
iI

the aluminum. Parameters were also identified which have little effect on

Al temperature. These were total AP mass fraction, small/large AP split,

8-13
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surface temperature. Al extinction coefficient, and large AP size. In

addition the size of small AP had a weak effect. These results should

prove useful in formulating propellants which minimize the problem of un-

wanted Al agglomeration.
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Figure Captions

Fig. 1. Aluminized Composite Propellant with 81-Modal AP Blend

Fig. 2. Radiative Flux Convention for Two-Flux Model

Fig. 3. Particle and Matrix Temperatures for Baseline Propellant
Formulation

Fig. 4. Effect of AP Split on Particle and Matrix Temperatures

Fig. 5. Effect of Small AP Size on Particle and Matrix Temperatures

Fig. 6. Effect of Large AP Size on Particle and Matrix Temperatures

Fig. 7. Effect of Total AP Mass Fraction on Particle and Matrix Tempera-
tures _

Fig. 8. Effect of Propellant Surface Temperature

Fig. 9. Effect of Aluminum Extinction Coefficient

Fig. 10. Effect of Aluminum Particle Diameters

- Fig. 11. Effect of Aluminum Mass Fraction

Fig. 12. Effect of Blackbody Incident Radiation Temperature

- Fig. 13. Effect of Propellant Burn Rate

Fig. 14. Results of Special Non-Agglomeration Formulation
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NOMENCLATURE

Upper Case .

C Specific Heat (Cal/gm K or kJ/kg K)

C1  Constant defined by equation (15) (watts/cm2an)

CA Constant defined by equation (16) (watts/cm2 oan)

Cox Constant defined by equation (30) (K/in)

0 Diameter (to)

I Intensity (watts/cm2 um)

N Number density of particles (cm-
3)

N1,N2 ,N3  Parameters in equation (33) (cm"3)

P Phase function in slab geometry

Q Scattering or absorption efficiency .

R Hemispherical spectral reflectivity

T Temperature (K)

Lower Case

a Absorption coefficient (cm-1 )

ac Constant defined by equation (23) (K/watt)

81 Constant defined by equation (24) (cm"2) .a-1

a2 Constant defined by equation (25) (cm"1)

P Charge of electron

fv Volume fraction

h Heat transfer coefficient (watts/m2 K) -

k Imaginary part of refractive index (n an-ik), also thermal
conductivity (watts/m K)

m Mass fraction, also mass of electron i
n Real part of refractive index (n = n -ik)

8-17
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p Single scatter phase function

r Rate of burning (cm/s)

Greek ymbol S

Constant defined by equation (31) (cm-1)

Constant defined by equation (14) (cm-1 )

yX Constant defined by equation (37) (cm-1)

Y1 ,Y2 ,Y 3  Parameter defined in equation (33) (S"1)

E0 Permittivity of free space

8 Polar angle in single particle geometry

Cosine of polar angle in slab geometry for incoming ray

U Cosine of polar angle in slab geometry for outgoing ray

0 Density (kg/m
3 )

Scattering coefficient (cm"1)

w Angular frequency (S-1)

wOl,wO2,w03 Parameters defined in equation (33) (S-1 )

Subscri pts

A] Aluminum

AP Ammonium perchlorate

B Binder

P Particle

Po Particle at x 0

R Incident radiation

S Surface (at x 0), also scattering

a Absorption

i Index used for AP1 , AP2. Al and B

. Matrix

Monochromatic

- _
8-18
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Supersc ri.2.t

I Forward and backward direction

- (Overbar) two flux value
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7J Large AP Particles

o) Small AP Particles

*Aluminum Particles
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I

DEVELOPMENT AND TESTING OF AN ANIMAL MODEL

OF STATE DEPENDENT EFFECTS WITH ATROPINE

by

L. W. Buckalew

ABSTRACT '- -

This project attempted to 1) design and validate a small

animal model for determining state dependent effects with a

CD agent, and 2) explore the possibility of a state dependent

effect with atropine, a CNS-acting CD agent. Relevant liter-

ature is reviewed and a model developed which required experi-

mentation to determine appropriate drug dose levels, route of

injection, and time to peak effect. The evolved model and

suggested procedure accompanying it are recommended for use

in future small animal experimentation with atropine. This

agent was found to yield decrements in performance during .

training though no definitive conclusion as to state depend-

ency was warranted due to complications encountered during

testing and the resultant small number of cases available.

However, trends would suggest the viability of a state

dependent effect with atropine in small animals, and further . ..

more extensive research is strongly encouraged due to the

important implications for combat-conditions (CD) behavioral

efficiency, as discussed. Presently reported research ' "

efforts are continuing, stimulated by this opportunity as" |

reported, and further results will be made available to USAF.
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I. INTRODUCTION:
The threat of chemical (drug) weapons appears very real, S

accentuated by recent reports of field deployment in Central

and Southeast Asia. There appears a growing possibility of ..- :

military personnel encountering chemical environments in any

future conflict, a realization which has stimulated concerted

research interest. A major defensive/protective thrust now

exists for the evaluation of potential CD agents in order to

preserve the viability of military operations, with USAF con-

cerns for flight line operations in particular.

The discovery of German nerve agent (anticholinesterase) 9

stockpiles after World War II rapidly stimulated interest in

developing, testing, and making available to field forces
1appropriate pre-treatment or antidote CD agents. These

agents (anticholinergics), such as atropine, were first

studied in organized fashion in the 1950s, with particular

concern for determination of therapeutic doses. Since then,

considerable research has been conducted, primarily by the

British, on atropine drug effects in humans. Relatively com-

prehensive overviews of the pharmacology and pharmacodynamics

of anticholinergics are available.2 '3 '4  For two anticholiner- .°..

gic CD agents, atropine and benactyzine, extensive investiga-
1,5"tions have been conducted on their physiological effects,

6,7,8,9 with particular emphasis on dose effects. Many

fewer efforts have been directed at determining performance

effects, both psychomotor and cognitive, of CD agents in

humans, though some research exists.I16,10 A review of atro-

pinefs physiological and performance effects in humans, with

specific concern for USAF interests, is available. 1

A majority of available research on atropine, both for

humans and animals, has been concentrated on the investiga- -

tion of physiological effects. While certainly important

considerations in evaluating the effects of any drug, these

effects must ultimately be related to behavioral changes and

'.. ,3.,
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efficacy, concerns particularly relevant to the operational

readiness, combat efficiency, and mission integrity needed

in USAF personnel. Given that such personnel, and particu-

larly those on the flight line, have been highly trained, a

major concern emerges as to the influence of atropine, as a

CD agent, on learned behavior, learning phenomena, and

memory. Obviously, disruption within these processes induced

by a CD agent could prove disastrous to combat operations and

mission integrity. However, few studies have been devoted to

exploring atropine's effects in these areas. One early study
12 did report passive avoidance learning, extinction, and .

retrieval in rats as impaired by atropine sulphate, though

the consolidation and storage of memory traces were not
13

adversely influenced. A recent major review reported that

anticholinergics alter learning and memory performance, though

memory storage itself is rarely affected by these drugs. In

essence, while the process of learning and memory storage are

relatively free from anticholinergic influence, performance

relying on these processes is impaired. The question emerges,

then, if input processes are undisturbed by atropine, though

output (performance) is impaired, how can this impairment be

minimized so as to maintain behavioral integrity?

Particularly relevant to this question is the concept

of state dependent learning. In typical studies, subjects " --

learn a set of materials in one particular state (e.g., under

the influence of a drug) and are then tested either in that

same state or in some other (e.g., atropine-free). Although

the results are controversial, some studies have shown that

retention, and hence performance, are better when the learn.; -

ing and test states are the same.1 4  Mixing the states (e.g.,

learning while atropine-free and recalling/performing under

the influence) can result in poorer retention/performance.

This last scenario would typify the concerns of the USAF in

its contemplated use of atropine as a CD agent. Of note, 7-1
much of the research on humans with atropine was accomplished

9.. . .- 4
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prior to "the increasing experimental evidence that responses

acquired under one drug condition and tested under another

may result in a response decrement independent of the specific

actions of the drug employed,,1 5 i.e. the state dependent

effect. Hence, the question evolves as to whether atropine

lends itself to state dependent effects, knowledge of which

could be used to minimize the drug effect, per se, of atro-

pine employed as a CD agent. Experimentation exploring this

parameter, however, is hampered by the toxicity of atropine.

Due to the toxic nature of CD agents, in vivo human

testing is often precluded, thus necessitating use of animals S

to estimate human performance decrements. Examples of this

orientation are reflected in previous USAF efforts. 16u 17 '18

However, while advantageous if not necessary, there are some

important problems associated with the use of animals in CD
19research, as addressed by a recent USAF report. One such

problem is the development and validation of animal models

for drug effects. A second and related problem is validating

animal performance measures/tasks as analogs to human behavi-

ors, a consideration further defined by necessity to approxi-

mate flight line, aircrew operations. With resolution of

these basic problems, and assuming the validity of aircrew

performance decrements associated with treatment by a CD

agent as suggested by previous studies, there rezains the p
untested possibility of state dependent effects associated

with administration of atropine. The implications of this

phenomenon, if demonstrated, extend to training conditions

and practices for aircrews, as performance decrements shown

to exist for atropine might be minimized if performance 5

training operations methodologically compensated for state

dependent effects of this drug. Given appropriate testing

and empirical demonstration of state dependent effects for

atropine, efforts could be readily undertaken during initial

aircrew training to compensate for anticipated performance

9-5
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decrements when exposed to this CD agent.

II. OBJECTIVES: 0

It was a major objective of this research to design and

develop an animal model which would facilitate testing for

state dependent effects with anticholinergic drugs. A por-..-

tion of this development involved determinationof survivable

does levels of atropine and levels which did not compromise

behavioral integrity. A second major objective was to employ

this model to explore whether the pharmacological and behavior-

al effects of atropine, a primary CD agent, lend themselves

to state dependent effects associated with other CNS-acting

drugs such as alcohol.2 0 In essence, the state dependent

phenomenon involves the fact that, for a given agent, per-

formance under that agent's influence is maximized if training

was also under the same agent's effect. This phenomenon

allows that performance decrements will be minimized as a

result of an agent's influence providing that similar physio-

logical conditions existed during both training and performance

phases.

Animals are frequently used in drug studies because they P

allow a degree of control not possible in retrospective or

prospective human studies, and animal investigations allow a

greater range of tests than possible with humans.2 1 Hence,

pre-clinical drug development research and much medical and

psychological research uses animals. The efficacy of such

research is predicated on the design and validity of specific . .

animal models, the most prevalent of which involve rodents

and primates, and basic drug research methodoldgical con-

siderations. 2 2  The present effort considered rodents (rats)

in an escape learning paradigm involving a noxious (shock)

stimulus such as has been discussed in drug research reviews.
13 This scenario was operationally equated with emergency

aircrew operations during highly stressful and cambat-related

operations. Of note, a state dependent effect has been

demonstrated for a number of CNS-acting agents, most notably

9-6
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alcohol, marihuana, nicotine, and amphetamines.

Given that atropine, alone or in combination with benac- 0

tyzine, is the primary pre-treatment or antidote agent indi-

cated for CD, the development of a model for and the demon-

stration of state dependent effects with this drug should

have appreciable implications for both training and indica-

tions. If state dependent effects can be tested for and .

demonstrated with atropine, and recognizing performance decre-

ments generally associated with the administration of this

agent to naive subjects, these decrements could be minimized

if training procedures involved an atropine-influenced con-

dition. This phase of training, if indicated, would contri-

bute appreciably towards the maintenance of aircrew viability

during treatment for suspected chemical warfare agents. Anj

effort to preserve the integrity of aircrew operations under

chemical warfare conditions may be regarded as a major contri-
bution to insuring the operational readiness and ultimate

combat efficacy of USAF personnel and missions.

III. METHODS AND MATERIALS:

a. Subjects

The subjects were 24 adult male albino rats; four groups

of six each. Rats were obtained from an animal supply

company and were naive to any drug administration or previous

experimentation. Animals were obtained at an age equivalent

to human adolescence and were matured in the laboratory over

a two month period to facilitate laboratory acclimation. At

the beginning of drug testing, the mean weight of animals

was approximately 230 gin.

b. Apparatus and Materials

To facilitate injections, a 5cc disposable syringe was

used. The agent employed was atropine sulphate (lml = .5mg),
and injectable sodium chloride (.9%) was used for the control

condition. Dose quantities were determined by animal weight

which was measured by a Hanson Model 1440 500g scale. A

Lafayette Model A-586 one-way shuttle system facilitating

9-7
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the administration of shock and use of a light discriminative

stimulus was employed to test/train avoidance behavior. This

apparatus allows provision, with or without discriminative

stimulus presentation, provision of a mild shock via a grid

floor. Avoidance is accomplished by the animal jumping to

a higher, nonelectrified portion of the apparatus. Animals

were housed individually in standard galvanized cages which

had 200 ml water bottles and drinking tubes attached. Purina .-

Lab Chow was used for feeding, supplemented by 20% protein

chunk dog food.

c. Procedure

The operational procedure of this research was multi-

faceted due to two distinct, though related, objectives. One

objective involved the design, development, and testing of

an animal (rodent) model for detecting state dependent

effects with a CD agent (atropine). This effort included

experimentation to determine a survivable and appropriate

dose level of atropine for subjects. The second objective

entailed specific drug-testing to determine the existence, if

any, of a reliable state dependent effect using the evolved

model.

Objective 1. A number of animal models for testing drug

effect exist, though differences may be noted between models

based on the animal being used and the nature of the agent

employed. As atropine is a CNS-acting agent, review of models

was restricted to this category. Further, while a general

paradigm for testing state dependent effects exists, it was

necessary to experiment with methodology to determine the

most appropriate methodological procedures. The major con-

cerns requiring actual experimentation for resolution were:

dose level, type of injection (IV, IP, IM, subcutaneous),

avoidance learning criterion (performance), and determination

of a standard interval period between training trials and

testing (drug effect and/or state dependent effect) trials.

As indicated, the appropriate procedure(s) for resolving

these issues entailed review of the literature and actual

9-8
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experimentation. Based on outcomes of meeting Objective 1,

actual testing for a state dependent effect (Objective 2) was

instituted. Figure 1 reflects the procedural model designed.

Objective 2. The model on which initial experimentation

has begun involves three distinct phases: 1) training, 2)

interim period, and 3) testing. During training, subjects

were conditioned to escape (initially) or avoid (finally) S

the shock. Early training essentially reflected an escape

learning situation in that animals had to learn to attend to

the light discriminative stimulus. This stimulus was turned

on 5 seconds prior to shock. Once this stimulus acquired

meaning, training became traditional avoidance learning, with

trials continuing until a criterion was met. This criterion

was pre-determined to be 3 successive successful avoidance

trials. Once an animal completed this phase,'no further

training or even experience in the apparatus was allowed for p

a 3-week period (interim phase). The testing phase entailed

recording the number of trials needed for an animal to regain .'..-

training (criterion) performance levels. One half of the

animal population underwent training under atropine exposure

and one half under saline exposure. Testing, or phase 3

trials were accomplished under either atropine or saline

conditions. The specific drug conditions of any group of

animals may be seen in Figure 1.

IV. RESULTS: p
As this project entailed two major objectives, results

are reported individually for each. The design and develop-

ment of a state dependent model for testing CD agent effects

in rodents is reflected in F 1, which incorporates both

specific treatments and the sequence thereof.

The design and development of this procedural model, to

include specific subject treatments, entailed a number of

trial-and-error experimentations. The relative poverty of

research with atropine on rats1 3 necessitated experimenting

with dose levels and routes of injection. A consultant

9-9
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veterinarian aided in experimenting with route and dose

determinations. While the prescribed CD human route of

administration is IM, or at worst, subcutaneous, this mode

proved inefficient with rats due to 1) typical needle length,

2) small size of muscle groups readily accessible, and 3). "

difficulty of injection. Hence, and in accord with some pre-

vious relevant research,12 an IP (intraperitoneal) route was

established as the most efficacious accomplishable. Deter-

mination of dose level proved both difficult and costly. A

major regional school of veterinary science consulted was

unable to indicate any precise rat-equivalent of the conven-

tional human dose. Of note, not only is the rat much smaller

but metabolism and drug assimilation rates are appreciably

different than in humans. Unfortunately, experimentation

with a narrowing range of atropine doses resulted in the

premature demise of some animals, thus reducing the number of

subjects available for actual state dependent testing. The

atropine dose of 1 cc/100 gm of 50% solution of atropine

sulphate proved as the most viable dose level to approximate

the behavioral decrement noted in humans for a CD dose. It p
was also determined, through trial-and-error, that this ani-

male dose achieved essentially peak effect in 20 minutes fol-

lowing IP injection. The determination of an avoidance

learning criterion was based on preliminary testing of non-

injected (atropine or saline) animals: 3 consecutive trials

of successful avoidance behavior in a discriminant stimulus

situation. The 3-week interim (between training and testing)

period was selected arbitrarily. Collectively, the model of

Figure 1 and the foregoing experimentally-based information

constituted completion of Objective 1.

Objective 2 entailed the actual controlled testing of

animals using the paradigm evidenced in Figure 1. Several

intervening variables operated to severely limit the conduct

of this portion of the research project. As previously noted,

an unexpected number of animals were lost to the study in

9-11
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the process of exploring dose levels, either as a direct and

relatively immediate result of atropine administration or as

a suspected side/after effect within several days of injec-

tion. A second unforeseen situation further detracted from

experimental efforts and opportunities: a wild rat managed

to gain entry into the animal housing area. Before it could

be eliminated, it had destroyed several laboratory animals or

sufficiently injured them so as to require humane sacrifice.

Hence, the total number of available and surviving animals

naive to atropine exposure was sufficiently reduced to

require curtailment of using the full state dependent para-

digm of Figure 1. Consequently, the data obtained must be

considered limited and/or preliminary. In essence, the N's

for experimental groups (4) with insufficient statistically

to allow drawing definitive conclusions. However, prelimi-

nary/guarded data indicated the following: 1) the administra-

tion of atropine did disrupt the learning/training process,

as control (saline) subjects required an average of 14 trials

to criterion while experimental (atropine) subjects took an

average of 23 (22.7) trials to reach criterion; and 2) while

no definitive statement on a state dependent effect is

warranted (n = 3 per group), a trend was evidenced support-

ing the phenomenon, i.e. atropine/training rats returned to

criterion level performance during testing with atropine

in fewer trials than did either rats trained under saline

conditions. Again, this data must be considered tentative,

and continuing, larger-N, experimentation is in progress.

V. RECOMMENDATIONS:

Despite the recounted problems encountered in pursuing

Objective 2, several suggestions and recommendations seem

warranted.

1. The developed model (Figure 1) appears viable for

atropine experimentation with small animals respecting a CD

orientation.

2. The atropine dose level and peak effect time period

and mode of injection appear viable and adequate, and should

9-12
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be considered for future and/or continuing research efforts.

3. The present research, coupled with previous related
12,13efforts.using rodents, strongly supports performance

decrements associated with atropine exposure. Such knowledge -.

is a necessary precursor to testing for state dependency.

4. The trend evidenced presently, along with results of

other research on CNS-acting drugs, endorses the probability

of state dependent effects with atropine. The clear estab-

lishment of this phenomenon should be a high priority in USAF

research interests due to the implications on combat (CD)

efficiency. A reliable and clear establishment of such an

effect would encourage special training (under atropine

influence) for all essential flightline personnel which

could deter any significant loss of behavioral efficiency in

CD conditions.

5. The research herein reported is continuing at per-

sonal (researcher)/institutional (university) expense, stimu-

lated by this RIP grant and inherent opportunities. As

larger amounts and more definitive data become available,

journal publication is envisioned and all results will be

made readily available to AFOSR.

9-13
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COMBINED BLAST AND FRAGMENT LOADING

OF REINFORCED CONCRETE

by """

Dr. Chester E. Canada S

ABSTRACT

The loading and response of an aboveground, blast-resistant,

reinforced concrete structure to the nearby detonation of an air-

delivered bomb is addressed. The resulting load on an adjacent

structural element is due both to blast waves and to the impacts .

of high-velocity metal fragments. The loading profile from a

metal-cased charge is found to differ significantly from that of

a bare explosive charge because of these high-velocity fragments,

which cause direct spall from the front face of a concrete

element and modify the shock wave that propagates into the-

concrete. Overpressure magnitudes are larger, and the spatial

gradient behind the front is increased. Larger structural

deformations and a higher probability of spalling at the back " -

face of the concrete element are to be expected. Consequently, a .

structure that provides desired protection against a bare charge .-.

may prove inadequate for protecting against a metal-cased charge.
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I. INTRODUCTION: Aboveground reinforced concrete structures are

widely used by the Air Force to protect equipment and personnel

from the near-miss detonations of air-delivered ordinance. The

design of these structures has historically been based on

conservative procedures such as those outlined in Reference 1.

Recent tests (2-4) were conducted to investigate the degree of

conservatism inherent in these accepted design procedures. These

tests confirmed that an acceptable protective structure r

satisfying the shear and flexural requirements imposed by the

detonation of a bare charge can be met with a design using less

steel than is recommended by the conservative procedures. These

tests were conducted using structures with concrete wall

thicknesses consistent with the accepted procedures but with

variations in both the flexural and shear reinforcing.

Unfortunately, a new area of concern became evident because of

these tests. Reinforced concrete walls that were capable of

resisting the nearby explosion of a bare explosive charge without

significant damage could spall or even breach when subjected to a

metal-cased charge of the same weight. Hader (5) reported that

cased charges caused perforation in walls at distances up to ten

times larger and thicknesses up to three times greater than a

bare charge of the same weight. Fig. 1, which shows the effect,

is taken from Hader's paper. Obviously the loading caused by the

high-velocity missiles modify the total loading profile to

enhance the probability of spall or perforation.

Additional work conducted at Tyndall AFB (6) has demonstrated

workable methods to mitigate the loading of the fragments thereby

reducing the likelihood of spall or perforation. All tested

- methods have involved the insertion of a barrier between the

charge and structural wall so that direct fragment impact was

prevented. An earth cover, a tile wall, or a decoupled concrete

barrier wall were all effective for mitigating the case charge

effect. Simply increasing the wall thickness was not practical

for eliminating spall. It was found necessary to decouple a

•" 10-4
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solid barrier.

Considerable effort has been historically expended in both

understanding and in predicting the response of a structure to

the blast wave loading of a bare explosive charge. Unless the

charge is in contact or very close to the concrete element of

concern, loading magnitudes are generally not sufficient to cause

crushing of the concrete on the front face nor spalling of the

concrete on the back face. As a result, most of the experimental

literature addresses structural rather than material response.

Both spall and breaching are early-time, across-the-plate effects

caused by localized material failure. The later-time flexural

response of the structure depends on the overall geometry as well

as material strength properties. Early-time effects such as

spall or breaching that cause removal of material from a

structural element obviously adversely effect the response of ,

that element at later times. It is noted, however, that if spall

or even some limited breaching should occur, the affected

structural element should not be considered as totally failed.

Reserve strength in the element or in the structure may well be

adequate to carry the subsequent dynamic flexural response as

well as the post-event dead loads.

10-5 . . " . . . . . . N
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II. OBJECTIVE: The purpose of this study is to Aevelon a

quantitative rationale to predict the response of a reintorced

concrete structure to the detonation of a metal-cased explosive .

charge. As explained, considerable effort has been expended in

understanding response mechanisms due to detonations of bare

charges. The emphasis of this work will be to identify and ..-

quantitate differences in the loading magnitudes and profiles

arising from the high-velocity fragments that cause enhanced

across-the-plate effects and perturbations of the subsequent

flexural behavior. Where possible, predictions based on these

across-the-plate effects will simply be incorporated as

modifications into existing predictions of structural behavior.

Ref. 7 contains a computer program, herein called "REICON" that

predicts structural behavior from the detonation of a bare

charge. Predictive rationale developed here will use flexural •

response algorithms contained in this existing program. For the

situation to be considered, a direct line-of-sight path from the

charge to the element is assumed. The structural element is thus

loaded by both the blast wave and the high-velocity missiles from

the fragmented case.

10-6
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III. DISCUSSION: For this study, a vertically oriented

explosive charge of known weight and cylindrical geometry is

used. The charge is located a prescribed, unobstructed distance •

from the structural element to be analyzed. Loads from bare and

metal-cased charges are examined. When cased, the outside

dimensions of the charge are assumed equal to the inside

dimensions of the case.

On detonation, a nearby structure is externally loaded by both a

blast wave and, if the charge is cased, high-velocity

fragments. Parameters of the loading on the front face of the

structural element due to the blast wave and the fragments are

estimated from empirical data and theory (1, 8-9). If present,

the numerous high-velocity fragments crush and penetrate the

concrete on the front face thereby causing the removal of some

concrete from this surface. In addition this external loading

induces a shock wave into the concrete which propagates across

the element, interacts with the free surface at the back face,

and causes potential spall at this surface. These early-time

phenomena may adversely affect the capacity of the element to

resist later-time flexural requirements.

A typical blast-resistant structure has concrete walls containing

flexural reinforcement. In most cases this reinforcing steel

spans both the horizontal and vertical directions. If the

anticipated overload is sufficiently severe, web reinforcement,

most often stirrups but sometimes lacing, is provided. A

concrete cover of prescribed thickness is used to protect and

contain the reinforcing steel. As explained below, the mechanism

for spall used herein is a direct function of this concrete cover

thickness.

A post-test examination of the structures and a review of the

photographic records taken during the testing at Tyndall AFB and

described by Colthorp (4) provide Insight for understanding the . '

mechanisms leading to spall, perforation, and flexural responses. -..
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For these tests, metal-cased charges were detonated at ground

level at prescribed distances from several model structures. The

load carrying capacities of the various concrete walls were

varied so that a wide range of structural responses and material

failure modes would be observed. At one extreme, for a weak
wall, early-time spall and perforation failures followed by

later-time flexural deformation failures, all occurred in a

single test. At the other extreme, for a wall designed so that

excessive flexural deformations were prevented, spalling on the

back face still resulted. One effect common to all walls was the

removal of concrete from the front face due to the impacting,

high-velocity metal fragments. The amount of concrete removed S

was directly dependent on the depth of penetration of the high-

velocity fragments.

The high-speed photographic records (4) indicate, when all

failure modes occur during a single test, that the time sequence

of failure events is first spalling, then breaching, and then

excessive flexural deformation. Dimensions of individual,

spalled concrete pieces were found to be strongly dependent on

the concrete cover thickness and the spacing between the

horizontal and vertical flexural steel. When spall occurred, the

pattern of first cracking of the concrete on the back face formed

a rectangular array directly over the location of the adjacent

flexural steel. The presence of the flexural steel apparently

serves to focus the shock wave thereby producing the observed

cracking array. As a result, the preferred lateral dimensions

and thickness of a spalled concrete piece equals the spacing of

the steel array and the thickness of the concrete cover

respectively. It will be assumed herein that, if spall occurs,

only one spalling plane is formed and this plane Is near the

centroid of the flexural steel for the back face. Of course,

additional spalling planes may form between the front and back

faces, but the prescribed flexural and shear steel confines the

concrete in this region thereby resisting the separation of

material across a spall plane.
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The crushing and removal of concrete from the front face by the

impacting fragments and the potential spall from the back face

both cause a reduction in thickness of the structural element 0

that is to resist breaching and flexural deformations at later -

times.
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a. LOADING DUE TO BLAST WAVE: Prediction of the parameters for

the free-field blast wave, as It approaches the element of

concern Is based on curves in Ref. 1 and 8 for the detonation of .

a hemispherical charge at ground level. No pressure reduction

mechanisms due to the metal case are considered. Pressure-time

loading applied to the element depends on the angle of incidence

of the blast wave and the magnitude of the free-field side-on

overpressure. Empirical data in Ref. 9 is used to convert the

free-field parameters to actual pressure-time loading.

Necessary numerical values, from Ref. 1 and 9, to compute the

loading profile at a point on a surface are stored as data in the

computer program. These data include values from the scaled

distance, side-on overpressure, peak reflected overpressure,

scaled reflected impulse, scaled duration, and scaled time-of-

arrival curves of Fig. 4.12 (1) and the side-on overpressure, 0

angle of incidence, and reflection coefficient curves of Ref.

9. Because of incomplete knowledge concerning wave pressure-time

histories, a simple triangular profile will be assumed throughout

this analysis.

When the loading profile at a point on the surface is desired,

the approaching free-field, side-on overpressure (Pso) and the

angle of incidence for this location is determined, the peak

loading pressure Pb is then computed from the corresponding

reflection coefficient Cra of Ref. 9. In order to estimate a

wave profile, this value of loading pressure Pb is used to

establish a scaled distance-reflected overpressure point on the

empirical curve of Ref. 1. The corresponding value of reflected

impulse Ir is assumed to equal the impulsive load Ib at the point 0

in question. The duration of the load is determined from the

assumed triangular profile.

The procedure used to compute the average loading on an area of S

the surface of interest differs from that given above for a point

in that average impulse and duration of loading are established

10-10
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first. The peak loading pressure is then computed using the

assumption of a triangular loading profile. The average impulse
for an area is computed numerically. The duration of this
effective loading is obtained from an equation of the form of Eq.
4.1 of Ref. 1, namely

tb tAf -tAn +t~f(1

* where the subscripts h"nu and "m" refer to near and far points on

the area of interest. A listing of these symbols and their
definitions are given in Appendix A.

The loading profile for a point or an area on the surface of
interest has the form

p b(1
-t/tb),P*. (2)

where the parameters are obtained as described above.
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b. LOADING OUE TO FRAGMENTS: The rationale developed in Ref. 1

is used herein to predict the velocity, mass, and number

distributions of fragments from a metal-cased charge. A

homogeneous, cylindrical, metal-cased charge is assumed. For

this analysis the charge is oriented vertically. All initial

fragment motion will then be horizontal at a velocity

v (2E')1/2(2WHE/(2WC + HE))/o (3)

This velocity decays with distance as

v - v0 exp ((-1.59 E-3) r/Wfl/ 3 ). (4)

From the Mott theory (8) the median weight of a fragment is

Wf - (B*tcS/6*dC11 3 *(1 + tC/dC)*(In(.5)))2 . (5)

with the symbols defined in Appendix A.

The depth of penetration of a fragment traveling at velocity v

and striking a concrete wall at a normal angle is

c~)1/2.W O. 4*:i!:::::8,

zf (5.61 E-8*k'*(5000/f c f 4 v' 8  (6)

where k' is 0.7 for mild steel and 1.0 for armor piercing

steel. The lepth of penetration of a fragment approaching the

wall at an angle other than normal is estimated by using the

normal component of velocity. The concrete material removed by

this process reduces wall thickness and the capacity of the

element to resist breaching and flexure as will be more fully

addressed below.

The total number of fragments from the case is

NT - ((in 0.5)2/2)*Wc/Uf. (7)
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The number of fragments striking a region of the concrete willI
subtending an angle "a" at the metal case is simply

ID
N a NT*(a/360). (8)

The momentum imparted to this region by the fragments is then.

AM.
Mf - mnf*vnf' (9)

where vnf is the normal component of the fragment velocity at the
region of interest. The fragment impulse for an area in the
region of interest is obtained from

if - 1f/A. (10)
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c. COMBINED BLAST WAVE and FRAGMENT LOADING: The loading on a

surface resulting from both blast waves and fragment impacts is

certainly a sequence of complex wave Interactions. A complete

description requires a knowledge of the pressure-time histories

of both sources as well as their interaction times with each

other and the surface of interest. This information is most

often not available.

A reasonable estimate of the pressure-time history from the blast

wave acting alone is possible. This estimate gives values of Pb,

tb, and 'b . The impacting fragments impart analogous loading

parameters to the element of interest. Unfortunately for this

situation, the applied impulse If is the only parameter that is

predictable with a reasonable degree of confidence.

The duration of a load from an individual impacting fragment will -

be a function of the time required for rarefaction waves within

the metal fragments to relieve stresses at the impact

interface. For the problem of interest here, this time will be

small relative to the duration of the blast load. For this
F

study, it will be assumed that the impulses from the two sources

combine linearly and that the duration of the loading is

controlled by the value of tb. This approximation is

sufficiently accurate as long as the natural period of the

element of interest is long enough to consider the loading as an

"impulsive loading" event.

The combined loading profile at a point or an area on the surface
consistent with the assumptions stated above is

iApP " ib + if, (11)

tApp- tb, (12)

and PAPP 2*iApp/tb" (13)

10-14
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This loading profile is used as the initial state on the front

face of the concrete element.
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d. ATTENUATION OF SHOCK WAVE: The pressures associated with a

shock wave certainly decrease as the shock propagates through a

structural element. However, as long as internal stresses do not

exceed material strengths, little attenuation occurs and this

decay process is often simply Ignored for design considerations.

For the problem of concern here, induced stresses are often

larger than material strengths. As a result, the shock decay ,
process becomes significant and is included in the analysis.

Quite often when dynamic stresses exceeding material strengths

are applied at an interface, two shock waves emanate from that

interface to relieve the unbalanced condition. The first wave b
has a pressure determined by the material strength while the

second wave has a magnitude governed by the applied loading. The

first wave is generally an elastic wave whereas the second wave

is a plastic wave. Pressures associated with the plastic wave

exceed material strengths so the attenuation of this wave is

significant. By comparison, the attenuation of the elastic wave

is negligible and will be ignored here.

Since concrete is a somewhat porous material, the theory of

Herrmann (10), which contains a (p,m)-model as an equation of

state to compute the attenuation of shock waves in porous

materials, will be used. In this theory the magnitude of the

slope of the unloading path in pressure-volume space Is

significantly larger than that of the loading path. As a result,

the local speed of sound behind the shock front, which is a

function of this slope, is large enough so that disturbances

behind the front quickly overtake it thereby causing

attenuation. Read and Malden (11) list equation of state

parameters and material strength characteristics required to

apply the technique. These values are directly applied in this

analysis.
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Fig. 2 illustrates the analysis for attenuation. The initial

position of the shock front is at xi at time ti. The separation

between the shock front and point " at tI is Ax' while the

relative velocity between the shock front and the point is Av

where

AV - (C + up)U. (14).
,' S.- -(14)

The time of overtaking and attenuation of the shock front to the

pressure of point is

t - AV/Ax'. (15)

The position of the shock front at this new time is

Xt - xi + Us*At. (16)

These steps are repeated until either the back face is

encountered or the pressure decays to the elastic limit PE at
which time further attenuation is negligible.

Values of the local speed of sound for pressure along the tail of

the shock wave profile are required by this analysis scheme. The

local speed of sound behind the shock front is

C = (-V2*3p13V)s, (17)

where the equation is to be evaluated along an isentrope.

Sufficient information is not currently available to evaluate

this partial differential equation except at points near zero

pressure where the Hugoniot and the isentrope are nearly

identical.
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These speeds of sound are estimated as follows: The speeds of

sound for two zero pressure porosity states are determined. The -

first state is at the zero pressure of the Hugoniot for the

initial porosity. The speed of sound for this state (Co) is

nearly equal to that at the Hugoniot elastic limit (PE,VE). The

second state is at the zero pressure of the Hugonlot for concrete

having zero porosity. The speed of sound at this state is

conservatively equated to that which occurs at the intersection

of the two Hugoniots as shown in Fig. 3. The speeds of sound for

points on the actual loading curve between PE and PS are simply

assumed to vary linearly with porosity so that

C = CO +4.505*(C0  C1 )*(a- 1.222). (18)

Functional relationships between particle velocity and shock

velocity and between porosity and pressure are obtained directly -

from equation of state parameters listed in Ref. (11).
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e. SPALLING OF CONCRETE: Concrete spalling is a dynamic

phenomena. It has no static counterpart. It results from the

interaction of two rarefaction waves which produce a net tensile

stress witnin the material. Several models for spalling have
been proposed (12) to predict the behavior of various classes of
materials. Unfortunately, insufficient data are available to

utilize most of these models. One of the more simple models will

be used here. For this model, spall occurs at the instant the

tensile stress at a plane in the concrete exceeds the tensile

strength Su . The phenomena is treated as a brittle process.

Fig. 4 illustrates the model and shows conditions in the concrete l

at two points in time. When the shock front first contacts the

back face, the peak overpressure is that predicted from the

attenuation analysis. The back face is treated as a free

surface. A rarefaction wave must be propagated backwards into

the concrete to maintain this plane as a free-surface.

At a later time, the interaction between left-going rarefaction

wave and the tail of the right-going compressive wave produces a

net tensile stress St at the plane of interest. If the tensile

stress exceeds the tensile strength, spall occurs and material on

the right of this plane has a larger velocity than material on

the left. If no external restraint is provided, material on the

two sides of the plane will increasingly separate with time. As
previously explained, if the plane is located within the concrete

cover, no external restraints exist and the separation of
material is complete. If the spall plane is located between the

positive and negative flexural steel, additional restraint is

eventually provided and the total separation of material on the

two sides of the spalling plane is inhibited.
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The type of structure of concern here will contain both positive
and negative flexural steel and, quite often, Shear reinforcing

as well. Relative material motion between these two planes is
thus Inhibited and only one spall plane located at the depth of

the centroid of flexural steel for the back face will be
considered. If spall occurs

St Sup (19)

and the impulse trapped in the spalled region, assuming a

triangular profile, is

Tl tS/(2*tb))- (20)

Correct values to be used for the dynamic tensile strength are

certainly higher than the static tensile strength but questions
of absolute vale remain. Kot (9) reports evidence of dynamic

tensile strengths equal to one-half the compr ssive strength
while other investigators use ,alues as low a: 13% of the

compressive strength. The value used for the test cases reported

here is 14% of the compressive strength. However, due to

questions of correct magnitude for this variabe, it is treated

as an input parameter in the computer program and can be changed

according to the needs of the user.

Kot (9) also reports that spelling is highly dependent on the

angle of incidence of the shock wave at the front surface. He
predicts that spalling will not occur for angles of incidence

exceeding 45 degrees. This limiting angle is used in this

analysis.

The spalling process both removes impulse trapped in the concrete

cover and reduces the wall thickness available to resist

breaching and flexural response. The momentum associated with

this trapped impulse is computed and removed from that available

to cause subsequent breaching and flexural response.
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An effective wall thickness is defined as a linear function of -

the volume of material spalled or 0

Heff H- (AsPALL/AToTAL)*AZ, (21) . -

where the subscripts refer to the spalled area and the total area..-

of the wall respectively. Ila

In addition, the fragments that impact the front face also remove

material and decrease the resistance to breaching and flexure.

An effective wall thickness is defined relative to this process

that is also linearly related to the volume of material removed 0

or

Heff H - (AFRAG/ATOTAL)*AZ, (22)

where the subscripts refer to the area subjected to fragment

impacts and the total surface area respectively.
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f. COMPUTATIONAL PROCEDURE: The physical models described above

were inserted into the basic framework of the computer program

"REICON" (7). "REICON" was written to study the shear failure of " -

soil covered structures subjected to the pressure loading of a

small localized explosion. The initial program treated both

beams and plates and used a centrally located charge. An

analytical power function with empirical coefficients was used to

define the pressure loading on the surface of concern. The

resulting response was computed using yield line and traveling

hinge mechanisms together with both linear and rotational motion

of the structural element. The program is modified here to

address the combined loading of fragments and blast waves. A

listing of the modified program is given in Appendix B. Changes

are highlighted where practical. A partial listing of the

symbols is in Appendix C.

The number of input data to run the program has been reduced and

times for listing the output data are internally computed. The

algorithm for computing blast pressure loading is completely

changed and a spalling model with attendant changes in the

effective wall thickness is employed. In addition, output data

from the modified program are changed to reflect parameters of

interest for a vertical concrete wall. The existing algorithms

for computing rotational and linear response based on yield lines

and traveling hinges are used intact. Subroutines that are

contained in "REICON" but that are not applicable to this

analysis are deleted from the listing in Appendix B.
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IV. RESULTS and DISCUSSION: The limited studies reported here

are intended to demonstrate comparative differences between the

effects for cased and uncased charges. Comparisons are made for

spalling, breaching, and flexural response. A reference standard

consisting of a 100-pound cylindrical charge and a 12-inch thick

concrete wall is used. The wall thickness of the metal case for

the reference standard is 1/4-inch. The length-to-diameter ratio

of the charge is three and the surface dimensions of the concrete

wall are 10 feet by 10 feet. Parameters for other comparative

conditions are scaled from this geometry.

a. BREACHING: Fig. 5-7 illustrate the increased likelihood of

breaching for metal-cased charges over bare charges as a function

of scaled standoff distance. Two charge weights, 10 and 100

pounds, are examined. The criteria used for breaching of a

concrete wall is based on the impulse applied to a specified

surface area on that wall as explained in Ref. 7. If the average

impulse applied to the area exceeds a critical impulse, breaching

is predicted. The relationship for critical impulse as a

function of parameters of the concrete wall is,

ICR s(2l./3)*H*(( ((l.Q)*PC+Q*PR)

*((1-Q)*1.9*(f-C)°S+(+Q1)*O*fy*1.5/H)))0. 5 .  (23)

A value of 0.01 was used for Q and 0.0025 was used for QI. The

critical impulse ICR is almost linear with wall thickness as

shown in Fig. 8.

Fig. 7 confirms that the impulsive loading and the relative

difference between a cased and bare charge are scalable.

Conclusions made for one charge weight are thus applicable for

all charge weights as long as scaled geometries are Involved.
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The minimum surface area evaluated for breaching in Ref. 7 was

circular with a radius equal to the thickness of the wall. The

minimum surface area used to develop Fig. 5-7 is rectangular but

contains the same area as that of Ref. 7. The reason for this

difference is because numerical integration techniques of this

work involve rectangular coordinates while those of Ref. 7

involved circular coordilates.

Although the results of Fig. 5-7 support the claim that a cased

charge is more effective for causing breaching than a bare charge

of the same geometry and weight, the difference in the breaching

capability is not as great as would be expected from the results

of Ref. 5. From Fig. 7, a 12-Inch thick wall is expected to

breach if the applied impulse is 5.73 psi-ms. A bare charge

provides this impulse at a standoff distance of about 0.6

ft/lb 1 3 while a cased charge provides the impulse at 0.86

ft/lb 11 3  For this condition, a cased charge causes breaching at

a standoff of about 1.4 times that of a bare charge. This is

considerably less than the factor of 10 found in Ref. S. The

difference is unexplained. :

b. SPALLING: Fig. 9 Illustrates the increased likelihood of

spalling for a cased charge over that of a bare charge as a

function of scaled standoff distance. This figure is a graph of

the tensile stress at the spalling plane as a function of scaled

standoff distance. The features exhibited by this figure are

scalable between homologous conditions so conclusions made are

also valid for different charges Involving scaled geometries. If

the critical tensile stress for spall is 750 psi, then spall is

predicted at a standoff of 0.72 for a bare charge and 0.92 for a

cased charge. For this defined condition, a cased charge is

about 1.3 times more effective for producing spall. This

multiplicative constant would not change significantly If

spalling criteria different from 750 psi were assumed.

A linear and a nonlinear region is evident on each of the curves
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displayed in Fig. 9. These curves are based on an average load

over the minimum surface area discussed above. At small standoff

distances, the loading is large enough over the entire reference

area for attenuation of the shock wave to occur within the
wall. At the larger standoff dimensions, the pressure applied to

the reference area is small enough so that attenuation does not

occur. For standoff distances between these extremes, only part

of the reference area is loaded with pressure sufficient for

attenuation. The exact shape of the nonlinear regions are

somewhat dependent on the minimum surface area used while the

shape of the linear region is independent of the reference area.

The concrete cover thickness used for the curves of Fig. 9 was

1.5 inches. The net tensile stress at the spalling plane Is a

direct function of the concrete cover thickness as indicated by

Fig. 4. In the region where attenuation is not large, doubling

the cover thickness will also double the tensile stress at the

new spalling plane. The resulting spall will be significantly

different.

In addition, if a particular test situation is causing spall, p
simply increasing the wall thickness a limited amount is not

effective for eliminating spall. In the region where attenuation

is small, increasing the distance the wave travels by changing

the wall thickness will not cause a significant difference in the
net tensile stress at the new spalling plane. For the region of .

behavior where attenuation is important, considerable crushing of

the concrete Is occurring due to the attendent large pressures

and potential breaching rather than spalling is of the greater

concern. This process may serve to quantify why increasing the

wall thicknesses a limited amount in the tests at Tyndall (6)

reduced the degree of spalling but did not eliminate it.

c. FLEXURE: Selected output from two wall response calculations
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are listed in Appendix 0. A charge weight of 100 pounds and the

standard wall defined above are used. One calculation is for a

bare charge and the other one is for a cased charge. A scaled

standoff of 0.8 ft/lb 11 3 is used because this standoff separates

the spall and no-spal1 conditions for bare and cased charges When

the critical tensile stress is 750 psi. The output listing of

Appendix 0 can be scaled for other charge weights of scaled

geomet ries.

Two response calculations are conducted for the metal cased, 100-

pound charge because breaching has occurred for this situation.

The second set of data defines the response of the element after

removal of the mass and momentum associated with the breached and

spalled material. Differences in the dynamic behavior are

evident.
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V. CONCLUSIONS: A computer program that addresses the response

of a concrete structure subjected to the nearby detonation of a

metal cased charge is described. Physical models included in the

program are fragmentation of the metal case, crushing of concrete -"''

due to fragment impacts, near-field blast wave loading,

attenuation of the shock wave in concrete, and spalling from the

back face. ,

Limited experimental data are available to compare predictions

with the prediction model. Trends that are predictable by this

model are consistent with empirical findings. However, those

experimental data which are available (5) suggest that greater

breaching damage will occur than is predicted by this analysis.

For example, the theory developed here predicts that a cased

charge is about 1.4 times more effective than a bare charge for

causing breaching. By comparison, the experimental data of Hader

(5) indicates that a cased charge is up to ten times more

effective for causing breaching. More experimental data and more

highly refined computational models for breaching and for spall

will be required to attain agreement between theory and

experiment.
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APPENDIX A

A Surface area on wall (in2  0

2
ASPALL Surface area affected by spalling (in

ATTLTotal surface area(i

B Fragmentation parameter (lb 5  7/6)

C Variable speed of sound (in/s)

C0  Speed of sound at initial porosity (in/s)

C1  Speed of sound at zero porosity (in/s)

D Effective depth of wall (in) 0.

H Variable wall thickness (in)

HREF Initial wall thickness (in)

ICR Critical impulse (psi-ms)

Mf Momentum of fragments (lb-s)
f

Na Number of fragments per subtended angle "a"

Q Area ratio of flexural steel

Q1 Area ratio of shear steel

St Tensile stress at spall plane (psi)

Su  Critical tensile stress (psi)

U Particle velocity (in/s) h
U Shock velocity (in/s)

4 2
V Specific volume (in /lb-s

W Weight of metal case (ib)

Wf Weight of average fragment (ib)

WHE Weight of explosive charge (ib)

Zf Depth of penetration of fragment (in)

(2E)" Gurney constant (in/s)

d Diameter of metal case (in)
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APPENDIX A ++.

fc Compressive strength of concrete (psi)., '"

i~p Applied impulsive load (psi-ms) ,.-

i f Impulse due to fragments (psi-ms) D_.

iT  Trapped impulse due to spalling (psi-ms).-.

k Hardness parameter for metal fragment .-

m f Mass of fragment (l-2 /in) -

p variable pressure (psi)-'

PAPP Effective loading pressure (psi)

Pb Effective loading pressure (psi)

r Variable distance (ft) I

- Variable time (S)

t Af Time of arrival at far point (S)
t tAn Time of arrival at near point (S) l

t~p Duration of applied load (S) -'-,-'
-i t b  Durat ion of load ( S) [ :'...-.

"/t C  Thickness of metal caes (in).k"'""!t S  Time of spalling (S) P .-

v Vnitiable velocity of fragments (in/s)

V nf Normal velocity of fragments (in/s) .. [

x Coordinate in wall (in) .

~~Measure of porosity i:='

PC Mass density of concrete (ib-s2/in 4 ) "

R Mass density of steel (lb-s2/in4 ) "+[ '+

PP
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10000C PROGRAM REICON (INPUTOUTPUT)
10001C
10002C
10003C
10004C PROGRAM MODIFIED BY C. E. CANADA AND W. P. CHEN
10005C OF OKLAHOMA STATE UNIVERSITY. MAY 1984• ~~~10006C $I11$$I$!II$I--''"

10007C
10008C WRITTEN BY C. C. SCHAUBLE FOR C. A. ROSS
10009C UNIVERSITY OF FLORIDA GRADUATE ENGINEERING CENTER
lOOlC EGLIN AIR FORCE BASE, FLORIDA 904-882-5614
lOOliC JULY, 1981 (MODIFIED 18 JANUARY 1982)
10012C
10013C THIS PROGRAM. REICON, COMPUTES THE DEFLECTION OF
10014C THE CENTER OF A REINFORCED CONCRETE BEAM OR PLATE
10015C CAUSED BY A UNIFORM OR BLAST LOAD.
10016C
10017C THIS MAIN PROCEDURE CALLS THE SYSTEM LIBRARY
10018C ROUTINES. DATE AND TIME, TO INITIALIZE THE CURRENT
10019C DATE AND TIME. IT ALSO CALLS THE SUBPROCEDUREF
10020C DRIVER, TO HANDLE THE READING AND PROCESSING OF
10021C EACH CASE.
10022C
10023C THIS PROGRAM HAS BEEN WRITTEN IN CDC FORTRAN
10024C VERSION 5. THE INPUT UNIT SPECIFIED IN READ
10025C STATEMENTS BY AN ASTERICK IS THE NORMAL INPUT
10026C FILE IN 80-COLUMN CARD FORMAT. THE OUTPUT
10027C UNIT SPECIFIED BY AN ASTERICK IS THE LISTING
10028C OR PRINT FILE ALLOWING 133 CHARACTERS PER LINE,
10029C INCLUDING THE CARRAIGE-CONTROL CHARACTER.
10030C
10031C
10032 INTEGER BADXFG, BPFLAG, BRHFG, DONEFO, EOFLAG, FLGX, FLGY,
10033 9 BRHFGI
10034 COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
10035 a IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY,
10036 1 BRHFGI
10037 COMMON / PRINTS / LITTLN, MAXLIN, NF, NUMLIN, NUMPAG,
10038 a NWAVEF, STEPCT
10039 CHARACTER FLAG*l, TIMNOW*10 TITLE*75, TODAYtlO, TYPE*5 -
10040 COMMON / FRINTC / FLAG. TIMNOW, TITLE, TODAY, TYPE
10041 COMMON / CONC / At ALPHA. ARP BIGD. BIGL, EX1, EX2, EY1,
10042 1 EY2, EZI, EZ2, RHOR. RHOC, SMALLM, TAU, TCR, TINCR,
10043 £ TMAX, TPRINT
10044 COMMON / CONSTS / ACUBE, AFOUR, ARSO, ARSZPI, ARZSP1,
10045 a ARZP1, ARZS, ASO, Bp PIGRB, BIGMU, DELTAK, EPSLNU,
10046 a FOURTH, HALF. ONEMZ, ONEPZ, SIXTH, THETU1, THIRD, 
10047 £ TWELFH, W, Z, ZU, ZCUBE, ZFOUR, ZSQ
10048 CHARACTER $10 DATE, TIME
10049C
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10050C INITIALIZATION

10052C GET DATE AND TIME
10053C SET MAXIMUM NUMBER OF LINES PER PAGE
10054C CLEAR END-OF-FILE FLAG
10055C SET UP CONSTANTS
10056 C
10057 MAXLIN = 54
10058 EOFLAG = 0
10059c
10060 HALF = 1.0 /2.0
10061 THIRD = 1.0 /3.0
10062 FOURTH = 1.0 /4.0
10063 SIXTH = 1.0 /6.0
10064 TWELFH = 1.0 /12.0

10065 EPSLNU = 0.2
10066C
10067C DO WHILE END-OF-FILE FLAG IS CLEAR

* 10068C
*10069 100 IF (EOFLAG .NE. 0) GO TO 110

10070 CALL DRIVER
10071 GO TO 100
10072C9
10073C CLEAN UP LOOSE ENDS
100 74C
10075 110 WRITF (*9120)
10076 STOP

* 10077C
10078 120 FORMAT ('l')
100 79 C
10080 ENLI
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10091 SUBROUTINE DRIVER
10082C
10083C THIS SUBROUTINE DRIVES ONE CASE FROM BEGINNING
10084C (READING OF DATA) TO END (COMPLETION OF EXECUTION
10085C OR ERRONEOUS TERMINATION). IT CALLS SUBROUTINES
10086C NXTCASP TO HANDLE THE READING OF THE DATA FOR THE
10087C NEXT CASEY AND TCNTRLP TO CONTROL THE CASE THROUGHr
10088C THE TIME STEP PROCESSING, FROM INITIALIZING FOR
10099C TIME ZERO THROUGH PROCESSING EACH TIME STEP UNTIL
10090C TIME-MAX OR UNTIL NORMAL COMPLETION.
10091C
10092C IT IS CALLED BY THE MAIN PROGRAM, REICON.
10093C
10094 INTEGER BADXFGt BPFLAGP BRHFGr DONEFGY EOFLAGY FLGX, FLGYP
10095 a BRHFG1
10096 COMMON / FLAGS / BADXFGt BPFLAO, BRHFGp DONEFG9 EOFLAGr
10097 a IERRFG, LOADFGt MECHFGY M1STFG, NCONFOi FLGXr FLOYP
10099 a BRHFGI
10099C
10100c
lOlOiC CLEAR INPUT-ERROR-FLAG? READ NEXT CASE
10102C
10,103 IERRFG = 0
10104 CALL NXTCAS
101 05C
10106C CHECK INPUT OR END-OF-FILE ERRORS
10107C
10108C IF END OF FILE FOUND
10109C THEN TERMINATE CASE
IlIoc
10111 IF (EOFLAG .NE. 0) GO TO 140
10112C
10113C ELSE IF INPUT ERROR FOUND
10114C
10115 IF (IERRFG .EQ. 0) GO TO 100
10116C
10117C THEN PRINT MESSAGE' PROCEED TO TERMINATE CASE
10119 WRITE (*P150)
10119 GO TO 140
10120C
10121C ELSE CONTINUE
10122C
10123C CLEAR CASE-IS-DONE-FLAGP NUMBER-OF-TRIES-COUNT
10124C
10125 100 CALL INIT
10126 110 DONEFO = 0
10127 NTRIES = 0
10128C
10129C DO WHILE CASE-IS-DONE-FLAG IS CLEAR
10130C

10-44



10131 120 IF C NOT. (DONEFG .EQ. 0)) 00 TO 1300
10132C
10133 CALL TCNTRL(NTRIES)
10134 00 TO 120
10135C
10136C END WHILE (DONEFG)
10137C
10138C REPEAT FOR BREACH OUTPUTP IF NECESSARY
10139C
10140 130 IF (DPFLAG .EQ. 2 .AND. BRHFG .EO. 1) GO TO 110
10141IC
10142C END IF (IERRFG)
10143C
10144C END IF (EOFLAG)
10145C
10146 140 RETURN
10147C
10148C FORMAT STATEMENT
10149C
10150 150 FORMAT ('QINPUT ERRORS, tC'JND--CASE TERMINATED')
1015iC
10152 END
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10153 SUBROUTINE NXTCAS
10 154C
10155C THIS SUBROUTINE OBTAINS THE INPUT FOR THE NEXT
10156C CASE, SETS UP THE OUTPUT HEADINGS, AND LISTS THE
10157C INPUT.
10159C
10159C THE BEAN-PLATE-FLAG (BPFLAG) IS SET TO SHOW
10160C WHETHER THE CASE IS A BEAM OR A PLATE CASE. THE
10161C END-OF-FILE FLAG (EOFLAG) IS SET IF AN END-OF-FILE
10162C INDICATOR IS FOUND WHEN DATA IS EXPECTED.
10163C
10164C THIS ROUTINE CALLS TWO SUBROUTINES
10165C GETITL TO LOOK FOR FIRST INPUT CARD FOR CASE,
10166C A TYPESTITLE CARD (ALPHABETIC INPUT)
10167C RWDATA TO READ AND PRINT OUT NUMERIC INPUT
10168C VALUES, AS WELL AS ANY INPUT ERRORS.
10169C
10170C THIS SUBROUTINE IS CALLED BY THE ROUTINE, DRIVER.
10171C
10172C
10173 INTEGER BADXFGt BPFLAG? BRHFG, DONEFG, EOFLAG, FLGX, FLGY,
10174 3 BRHFG1
10175 COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, m
10176 a IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY,
10177 B DRHFG1
10178 COMMON / PRINTS / LITTLN, MAXLIN, NFP NUMLIN, NUMPAG,
10179 1 NWAVEF, STEPCT
10180 CHARACTER FLAGE1, TIMNOW*10t TITLE*75, TODAY*10, TYPE*5
10181 COMMON / PRINTC / FLAG, TIMNOW, TITLE, TODAY, TYPE
10182C
10113C CLEAR THE BEAM-OR-PLATE FLAG
10184C
10185 BRHFG = 0
10186 BPFLAG =0

10187C
10188C DO WHILE END-OF-FILE I BEAM-OR-PLATE FLAGS CLEAR
10189C (I.E., UNTIL FIRST CARD OF NEW CASE IS READ)
lO19OC
10191 100 IF ( .NOT. (BPFLAG .EO. 0 .AND. EOFLAG .EO. 0)) GO TO 110
10192C
10193 CALL GETITL
10194 GO TO 100
10195C
10196C END WHILE (BPFLAG AND EOFLAG)
10197C
10198C IF THE END-OF-FILE HAS NOT YET BEEN REACHED
10199C
10200 110 IF (EOFLAG .NE. 0) GO TO 120
10201C
10202C THEN READ AND PRINT DATA FOR THE NEW CASE
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10203C

10204 CALL RWDATA
10205C
10206C ELSE CONTINUE
10207C END IF (NOT EOF)
10208BC
10209 120 RETURN
10210C
10211 END
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10212 SUBROUTINE GETITL
10213C
10214C THIS SUBROUTINE SEARCHES THE INPUT FILE FOR THE
10215C NEXT CARD (OR RECORD) WHICH CONTAINS THE CHAR-
10216C ACTERS *BEAM ' OR 'PLATE' IN THE FIRST FIVE
10217C POSITIONS OF THE CARD, INDICATING A TYPE I TITLE
10218C INPUT CARD, THE FIRST INPUT CARD FOR A CASE.
10219C WHEN SUCH A CARD IS FOUND, THE INPUT INFORMATION
10220C IS STORED IN THE COMMON BLOCK, PRINTS, TO BE
10221C USED LATER IN PRINTING OUTPUT HEADINGS FOR THE
10222C CASE. ANY CARDS FOUND WITHOUT 'BEAM ' OR 'PLATE"
10223C IN THE FIRST FIVE COLUMNS ARE CONSIDERED ERRONEOUS
10224C OR OUT-OF-ORDER AND ARE PRINTED OUT AS ERRORS.
10225C
10226C THE END-OF-FILE FLAG IS SET WHEN END-OF-FILE INDI-
10227C CATOR IS DETECTED. THE BEAM-OR-PLATE-FLAG IS SET
10228C ACCORDING TO THE TYPE OF TYPEITITLE CARD FOUND.
10229C
10230C THIS SUBROUTINE IS CALLED BY THE PROCEDURE NXTCAS.
10231C IT CALLS NO SUBPROCEDURES.
10232C
10233C
10234 INTEGER BADXFGv BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY,
10235 9 BRHFG1
10236 COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
10237 a IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY,
10238 a BRHFG1
10239 COMMON / PRINTS / LITTLN, MAXLIN, NF, NUMLIN, NUMPAG,
10240 1 NWAVEF, STEPCT
10241 CHARACTER FLAG*1, TIMNOW*10 TITLE*75, TODAY*10 TYPE*5
10242 COMMON / PRINTC / FLAG, TIMNOW, TITLE, TODAY, TYPE
10243 CHARACTER *5 BEAM, PLATE
10244 DATA BEAM/'BEAM '/, PLATE/'PLATE'/
10245C
10246C
10247C READ NEXT RECORD
10248C
10249 READ (*,130,EHD = 110) TYPE, TITLE
10250C
10251C CONTINUE BY CHECKING TYPE
10252C
10253C IF BEAM CASE, SET FLAG FOR BEAM (1)
10254 100 IF (TYPE ,E0. BEAM) THEN
10255 BPFLAG = 1
10256C IF PLATE CASE, SET FLAG FOR PLATE (2)
10257 ELSEIF(TYPE.EQ.PLATE)THEN
10258 BPFLAG = 2
10259 ELSE
10260C THIS IS A BAD TYPESTITLE CARD
10261 WRITE (S,140) TYPE, TITLE
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10262 END IF
10263 GO TO 120
10264C
10265C END OF FILE FOUNDP SET E-O-F FLAG
102 66C
10267 110 EOFLAG = 1
10268C
10269C
10270 120 RETURN
10271C
10272C FORMAT STATEMENS
102 73C
10274 130 FORMAT (ASP A75)
10275 140 FORMAT ('1' /'0' / 'OI'AD TYPE I TITLE CARD FOUND' / XP

10276 9 AS, A75 CARDS MAY BE OUT OF ORDER')
10277 END
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10278C
10279C
10280C
10281 SUBROUTINE RWDATA
10282C
10283C THIS SUBROUTINE READS DATA CARDS 9 2 THRU 6 FOR
10284C THE CURRENT CASE AND PRINTS THE INPUT DATA OUT
10285C ON THE LISTING. IF INPUT ERRORS OCCUR, THEY ARE
10286C COUNTED AND THE NUMBER OF ERRORS IS PRINTED AFTER
10287C THE LISTING OF THE INPUT VALUES. IF AN END-OF-
10288C FILE IS FOUND, AN ERROR MESSAGE IS PRINTED AND THE
10289C END-OF-FILE FLAG IS SET.
10290C
10291C THIS ROUTINE ALSO USES THE NEWLY-READ VALUES OF F,
10292C SMALLN, AND WAVE-FUNCTION-CODE, IF THEY ARE VALID,
10293C TO SET UP SUBSCRIPTS FOR THE TYPE OF CASE DESCRIP-
10294C TION TO BE INCLUDED IN THE OUTPUT PAGE HEADINGS.
10295C
10296C ALL INPUT DATA READ IS PLACED IN THE COMMON BLOCK,
10297C INPUTS. THE PRINT HEADING SUBSCRIPTS ARE PLACED
10298C IN THE COMMON BLOCK, FRINTS.
10299C
10300C THIS SUBROUTINE IS CALLED BY THE NXTCAS PROCEDURE.
10301C IT CALLS THE SUBPROCEDURE, PAGE, TO SET UP THE
10302C HEADINGS ON A FRESH PAGE FOR THE NEW CASE.
10303C
10304C
10305 INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY,
10306 1 BRHFG1
10307 COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
10308 a IERRFG, LOADFG, MECHFG, MtSTFG, NCONFG, FLGX, FLGY,
10309 & BRHFG1
10310 COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO,
10311 a TCASE, D, F, O, Ol, COVER, TE, SIGMAC, SIGMAR, SMALLN,
10312 & WAVEFN
10313 COMMON / CONC / A, ALPHAP AR, BIGD, BIGL, EX1, EX2, EYl,
10314 & EY2, EZi, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
10315 & THAX, TPRINT
10316 COMMON / PRINTS / LITTLN, MAXLIN, NF, NUMLIN, NUMFAG,
10317 & NWAVEF, STEPCT
10318 CHARACTER FLAG*1, TIMNOW*10, TITLE*75, TODAY*10, TYPE*5
10319 COMMON / PRINTC / FLAG, TIMNOW, TITLE, TODAY, TYPE
1032OC
10321C
10322C SET UP OUTPUT HEADINGS ON A NEW PAGE AND
10323C INITIALIZE COUNT OF INPUT ERRORS TO LAST COUNT
10324C
10325 LOADFG = 0
10326 NUMPAG = 0
10327 CALL PAGE

10-50

:J. - " .° "

• I ,



102C3C
10329C READ REMAINING CARDS FOR CASE
10330C AND PRINT OUT INPUT VALUES
10331C
10332 READ (*9170PIOSTAT=IO) BLENP BHGTP HREFY BIGWP RATLDr Z09
10333 a TCASE, Dv F, Or Qi, COVERP TE9 SIGMACP SIGMAR, SMALLNY
10334 1 WAVEFN
10335 100 WRITE (1,180) BLENP BHUT, HREF
10336 WRITE (*9190) BIGW9 RATLDp ZO, TCASE
10337 WRITE (*9200) Dr F, Or O1, COVER, TE
10338 WRITE (*P210) SIGMAC, SIGMARP SMALLN9 WAVEFN
10339C
10340C
10341C IF THICKNESS OF WALL IS TOO LARGE
10342C
10343C
10344 IF ((HREF .GE. BLEN/2.) .OR. (HREF .GE. BHOT/2.)) THEN
10345 EOFLAG = 1
10346 ORITE (*v120)
10347 WRITE (*P140)
10349 GO TO 110
10349 END IF
10350C
10351C CALCULATE CONSTANTS TO BE USED IN COMMON BLOCK 'CONC'
10352C
10353 IF ((BPFLAG E.EO 2) .AND. (BLEN *LE. BHOT)) THEN
10354 B = BHOT / 2.
10355 A = BLEN / 2.
10356 ELSE
10357 B = BLEN / 2.
10358 A = BHOT / 2. t
10359 END IF
10360 IF (BPFLAG .EQ. 1) THEN
10361 A = LEN / 2.
10362 B PHGT / 2.
10363 END IF
10364 AR B / A
10365 EXI = 0.
10366 EX2 =0.
10367 EY1 0.
10368 EY2 = 0.
10369 EZI = ZO * 12.
10370 EZ2 =ZO * 12.
10371 RHOR = .7250E - 03
10372 RHOC =.22'50E - 0
10373Cr
10374C IF END-OF-FILE FOUND lp
103 75C
10376 IF (10 .LT. 0) THEN
10377C
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10378C SET END-OF-FILE FLAG I PRINT ERROR MESSAGE
10379C
10390 EOFLAG m 1
10381 WRITE (*P130)
10382 WRITE (*v150)
10383C
10384C IF ANY INPUT ERRORS WERE FOUND
10385Ce
10396 ELSEIF(IO.GT.0)THEN
10387C
1039C SET INPUT-ERROR FLAG I PRINT ERROR MESSAGE
10389C
10390 IERRFS I
10391 WRITE (8,140) 10
10392 WRITE (8.150)
10393C
10394 ELSE
10395C
10396C IF SMALLN, Fy OR WAVEFN ARE WITHIN RANGE
10397C
10399 IF ((SMALLN .GE. -1.0 .AND. SMALLN .LE. 1.0) .AND. (F .EQ.
10399 a 1.0 .OR. F .EG. 2.0) .AND. (WAYEFN .EQ, 1.0 .OR. -

10400 a WAVEFN .EQ. 2.0)) THEN J*
10 401C
10402C SET UP PRINTING SUBSCRIPTS
10403C
10404 LITTLN =SMALLN + 2.0
10405 NF z F
10406 NWAVEF =WAVEFN

10407C
10408 ELSE
10409C SET ERROR FLAG AND PRINT ERROR MESSAGE
10410OC
10411 IERRFG = 1
10412 WRITE (8P160)
104 13C
10414 END IF
10415 END IF
104 16C
10417 110 CONTINUE
10418 RETURN
10419YC
10420C FORMAT STATEMENTS
10421C
10422 120 FORMAT ('0' / 'OWALL THICKNESS IS TOO LARGE')
10423 130 FORMAT ('0' / 'OEND OF FILE FOUND DURING INPUT OF DATA'/
10424 a CASE IS TERMINATED AS NOT ALL DATA IS PRESENT') -

10425 140 FORMAT ('0' / '0', 14v ' DATA ERROR(S) WERE FOUND IN INPUT;
10426 1 /'CASE IS TERMINATED AS DATA IS IN INCORRECT FORM')
10427 150 FORMAT ('OSOME OF THE VALUES LISTED ABOVE MAY ACTUALLY BE
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10429 a 'FROM PREVIOUS CASE')0
10429 160 FORMAT ('0'/
10430 a 'OVALUES OF SMALLNP Ft OR WAYEFH ARE OUT OF RANGE'/
10431 a 'CASE IS TERMINATED')
10432 170 FORMAT (3F12.0 / v4F12.0 / t 6F12.0 / v 4F12.0)
10433 190 FORMAT ('OPLATE LENGTH OR BEAM SPANP IN.', T53p '(BLEN)'
10434 a 0 15.8 /I XY 'PLATE HEIGHT OR BEAM WIDTHP IN', T53p
10435 a 'CDHGT)', 015.9 / iX, 'BEAM OR PLATE THICKNESS# IN.'
10436 a T56p '(H)', 615.9)
10437 190 FORMAT (lX, 'EXPLOSIVE WEIGHT, LBS.', T53p '(BlOW)'. 015.8/
10438 a iX, 'LENGTH TO DIAMETER RATIO, DIMENSIONLESS', T52p
10439 a '(RATLD)'p 015.8 / iX. 'ZO OF EXPLOSIVEY IN.', T559
10440 a '(ZO)'t 015.8 / lXv 'THICKNESS OF METAL CASE, IN.',
10441 a T52p '(TCASE)'p 015.8)
10442 200 FORMAT (lXp 'REINFORCING DISTANCE, IN.', T56P '(D)'t G15.8/
10443 a lXr 'SUPPORT FACTOR 1=SIMPLYP 2=CLAMPED't T56t ®
10444 £ '(F)', 015#8 / iX,
10445 a 'REINFORCEMENT RATIO IN TENSION, DIMENSIONLESS', T569
10446 £ '(0)'p 015.8 / iXr 'SHEAR STIRRUP REINFORMENT RATIO'
10447 1 9 T55p '(01)'p 015.8 / iXv
10448 A 'CONCRETE COVER ON BACK FACE, IN.', T52v '(COVER)',
10449 a 015.5 / lXp 'TENSILE SPALLING STRENGTH, PSI.'t T43t
10450 1 '(SPALL STRENGTH)', 613.8)
10451 210 FORMAT (iXp 'CONCRETE COMPRESSIVE STRENGTH, PSI.', T519
10452 a '(SIGMAC)'r 015.8 / lXF
10453 a 'REINFORCED STEEL YIELD STRESS, PSI.', T51P '(SIGMAR)'
10454 a 1 015.8 / iX,
10455 & 'WEIGHT VECTOR 0=VERTv IzEXP BLWY -1=EXP ASV',
10456 1 T51, '(SMALLN)', 015.8 / 1XP
10457 £ 'WAVE FUNCTION 1=GENERALP 2=SQUARE', T519
10458 S '(WAVEFN)'p 015.8)pol
10459C
10460 END
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10461 C
10462C
10463C
10464C **S$3g*SSf**$ .

10465C S8*S*SSS*S*$S
10466C *****$$$WSW*$$
10467 SUBROUTINE INIT
10468C THIS ROUTINE TAKES INPUT FROM ORWDATA' AND COMPUTES
10469C SPALLING, BREACHING, AND LOADING OF A CONCRETE BEAR
10470C OR PLATE DUE TO RARE OR METAL CASED CYLINDRICAL
10471C CHARGES.
10472C
10473C AN ATTENUATION MODEL IS INCLUDED TO COMPUTE THE DECAY
10474C OF THE SHOCK WAVE AS IT TRANSITS THE CONCRETE MATERIAL.
10475C
10476C THE LONGITUDINAL AXIS OF THE CYLINDRICAL CHARGE ISb
10477C VERTICAL. A SURFACE BURST IS ASSUMED. RELATIVE TO
10478C THE STRUCTURAL ELEMENTY THE CHARGE IS SITUATED AT A
10479C MIDSPAN POINT IN ONE DIRECTION AND ALONG A BOARDER
10480C IN THE OTHER DIRECTION.
10481C
10482C FOR SPALLINO AND BREACHING, THE LOADING FROM A
10483C LOCALIZED DETONATION IS USED. FOR SUBSEGUENT FLEXURAL
10484C CALCULATIONSP THE ROUTINE COMPUTES AN EFFECTIVE BEAM
10495C OR PLATE THICKNESS AND AN EFFECTIVE UNIFORM LOAD.
10486C THESE EFFECTIVE PARAMETERS ARE PROVIDED TO THE EXISTING
10487C ROUTINES OF 'REICON" FOR A FLEXURAL ANALYSIS.
10499 INTEGER BADXFG, BPFLAGP BRHFGP DONEFGP EOFLAGP FLOX7 FLOY,
10489 a BRHFG1
10490 COMMON / FLAGS / BADXFG, BPFLAGP DRHFG, DONEFO, EOFLAGY
10491 a IERRFG, LOADFG9 KECHFG9 HISTFGP NCOHFGv FLGX, FLOY,
10492 a BRHFG1
10493 COMMON / INPUTS / RLENt BHGTv HREF, RlOWP RATLDP ZO,
10494 a TCASEP D, F, Or 01, COVER, TE, SIGMACt SIOMAR, SMALLNP
10495 a WAVEFN
10496 COMMON / CONC / At ALPHAP ARv BIGDP BIGLP EXIP EX29 EYIP
10497 a EY2v EZIP EZ2, RHOR, RHOCP SMALLMP TAU, TCR, TINCRv
10499 a TMAXP TPRINT
10499 COMMON / PRINTS / LITTLNP MAXLINP NFP NUMLINP NUMPAGP
10500 a NWAVEFt STEPCT
10501 CHARACTER FLAGS1, TIMNOW*lO' TITLE*75P TODAY*lO, TYPE*5
10502 COMMON / PRINTC / FLAG, TIMNOWP TITLE, TODAY, TYPE
10503 COMMON / CONSTS / ACUSEP AFOURP ARSOP ARSZP1. ARZSPIP
10504 a ARZP1, ARZSP ASO, Bp BIGRI, BIGMUP DELTAKv EFSLNUP
10505 & FOURTH, HALF, ONEMZP ONEPZP SIXTH, THETUl. THIRD*
10506 & TWELFHP W, Zq ZV# ZCUBEP ZFOURP ZSQ
10507 COMMON / RESI / WC, VIP FPARP WFRO, FRGT
10509 COMMON / RES? / VRP FRGNt FROM, VNP ZF1
10509 COMMON / RES3 / AEP VOP VEi UEP TSPL
10510 COMMON / RES4 / PUP H
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10511 DATA PI/3.14159/, ERR/1E-4/ S
10512 DATA RHOHE/0.0374/, PE/14700./
10513C COMPUTE CHARGE DIAMETER
10514 100 H = HREF
10515 TMOM = 0.
10516 ZZ = 0.
10517 XB = 0.
10518 Ye = 0. ft

10519 FLGX = 0
10520 FLOY = 0
10521 BRHFG1 = 0
10522 BIGD = ((4./(PI*RATLD)) (BIGW / RHOHE)) ,* THIRD
10523 BIGL = RATLD * BIOD
10524C
10525C
10526C COMPUTE COORDINATES OF WALL WITH CHARGE AT (O,0,ZO)
10527C
10528C
10529C DIMENSIONS OF LENGTH ARE 'INCHES'
10530C
10531C
10532 XP = BLEN / 2.
10533 YP = BHGT - BIGL / 2. "
10534 YM = - BIGL / 2.
10535C
10536C
10537C COMPUTE THE COORDINATES OF SPALL AND FRAGMENTS
10538C
10539C
10540 IF ((XP/12,) .GT. ZO) THEN
10541 XSPL = ZO * 12.
10542 ELSE
10543 XSPL = XP
10544 END IF
10545 IF ((YP/12.) .GT. ZO) THEN
10546 YSPL = ZO * 12.
10547 ELSE
10548 YSPL = YP
10549 END IF
10550 IF (TCASE °EQ. 0.) THEN
10551 XF = 0.
10552 YF = 0.
10553 ELSE
10554 XF = XP
10555 YF = BIGL / 2.
10556 END~ IF
10557C

10558C
10559C SELECTING THE STARTING AREA
10560C
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10561C
10562 XE - SORT(PI/4.) * HREF
10563 YE = SORT(PI/4.) * HREF
10564 YI -- YE
10565 XF (BIOL /2. .LT. HREF) YI =YM

10566C
1056 7C
10568C DIVIDE THE SURFACE BY SELECTING THE SMALLER OF TWO INCREMENTS
10569C
10570C
10571 IF (XE *LT. (XP-XE)) THEN
10572 DX = (XE /10.)
10573 ELSE
10574 DX = (XP -XE) /10.
10575 END IF-
10576 IF (YE .LT. (YP-YE)) THEN
10577 DY = (YE /10.)
10578 ELSE
10579 DY =(YP -YE) / 10.
10580 END IF
10581C
10592C
10583C THE VALUE OF XSPL MUST BE GREATER THAN XE OR
10584C
10585c
10586 IF (XSPL .LT. XE) THEN
10597 XS = 0.
10589 YS - 0.
10599 FLOX = 1
10590 FLGY = 1
10591 SS = 0.
10592 WRITE (*v250)
10593 END IF
10594C
10595C
10596C COMPUTE PARAMETERS AT THE HUGONIOT LIMIT
10597C.
10599C
10599 CALL HUGPAR
10600C
10601C
10602C COMPUTE THE CONSTANTS OF FRAGMENTATION
10603C
10604C
10605 CALL FRGCON
10606C
10607C
10608C COMPUTE AVERAGE LOADING ON A REFERENCE AREA
10609 110 OP = XE /2.
10610 DO = (YE -YI) /2.
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10611 CALL A.GLD(DP. [. P APPIMP. YI)
10612 IF W(CASE .EQ. 0.)) GO TO 120
10613 R SOgRT(Z0**24(XE/24.)**2)
10614 DT =ATAN(XE/(12.*Z0))

10615 CALL FRGLD(Rv DT)
10616 AJ = BIGL * XE
10617 IF (BIGL / 2. .GE. YE) THEN
10618 FRGIMP =FROM *VN /AJ

[ •0 .

10619 ELSE
10620 FRGIMP = (FRGM SVN /AJ) *(BIGL /2. -YI) /(YE -YI)

10621 END IF
10622 APPIMP = APPIMP + FRGIMP
10623 120 CALL TLDI(XEP YEP TFp TB)
10624 PB = 2. * APPIMP / TB
10625C
10626C
10627C DETERMINE IF SPALL OCCURS:-FIRST IN THE X-. THEN IN THE Y-DIR
106 28C
10629C
10630 IF ((TLGX .EO. 1) AND. (FLOY .o 1)) GO TO 180
10631 IF (FLGX .EQ. 1) GO TO 160
10632 R = SORT(ZO**2+(XE/12.)**2)
10633 ZDIS = R / (12GW )* (THIRD))
10634 CALL LDFAR(ZDIS, R9 REFIMP POP CRA)
10635 REFIMP REFIMP "( W .(THIRD))
10636 CALL TLZ'2(ZDIS# TAt TO)
10637 TR (BI GW (THIRD)) 1000.
10638C
10639C
10640C COMPUTE FRAGMENT IMPULSE AT A POINT
10641C
10642C
10643 IF (TCASE XEQ. 0.)) THEN
10644 FRIMP = 0.
10645 GO TO 130
10646 END IF
10647 ERM SRT(ZO**2R(((2*XE-DX)/24.)**2))
10648 DIT = ATAN(XE/(12.*ZO)) - ATAN((XE-DX)/(12.*ZO))
10649 CALL FRGLD(Rv DT)
10650C
10651C
10652C SYMMETRY ASSUMED IN X- (1IFTECTION
10653C
10654C
10655 ZDA L'X / BIGL
10656 FRGIMP ZFRGM * VN RDA
10657 130 FR = 2. (REFIMP + FRGIMP) (TR S
10658C
10659C
10660C IF PR PE THEN NO ATTENUATION OCCURS
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10661C
10662C
10663 IF (PR .LE. PE) THEN
10664 P = PR
10665 G0 TO 140
10666 END IF
10667C
10668C
10669C COMPUTE ATTENUATION THROUGH WALL
10670C
10671C
10672 CALL ATTEN(FRP TRY P)
10673C
10674C
10675C SS IS THE TENSILE STRESS AT THE SPALL PLANE
10676C
10677C
10678 140 SS P (TSPL / TR) * P / PR
10679 IF ((SS *LT. TE) .AND. (ZZ .EQ. 0.)) THEN
10680 XS = 0.
10681 YS = 0.
10682 FLGX = 1
10683 FLOY = I
10684 GO TO 180
10685 END IF
10686 IF (SS .LT. TE) THEN
10687 XS = XE - DX
10688 FLGX = 1
10689 GO TO 160
10690 END IF
10691 XS = XE i
10692 TIMP = P * TSPL ( (1 - (TSPL / 2.) / TR)
10693 IF (ZZ .EQ. 0.) THEN
10694 DA = (XE * YE * 2.)
10695 GO TO 150
10696 END IF
10697 IF (YE .LT. ABS(YM)) THEN
10698 DA = DX * (YE - DY) * 2.
10699 ELSE
10700 DA =DX * ((YE-DY) +t BIGL /2.)
10701 END IF
10702 150 TMOM = TNOM + TIMP * DA
10703C
10704C
10705C CHECK SFALL IN Y-DIR.
10706C
10707C
10708 160 IF ' (FLGY .EQ. 1)) GO TO 180
10709 R = SORT(ZO**2+(YE/12.)**2)
10710 ZDIS = R / (BIGW $* THIRD)
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10711 CALL LDPAR(ZDIS, R, REFIMP, PO, CRA) S
10712 REFIMP = REFIMP * BIGW ** THIRD
107 13C
10714C
10715C FIND DURATION AT A POINT
10716C
10717C
10719 CALL TLD2(ZDISP TAP TO)
10719 TP - TO * (BIGW ** THIRD) / 1000. S
10720C
10721C
10722C COMPUTE FRAGMENT IMPULSE AT A POINT
10723C IF YE < BIGL/2 THEN THE IMPULSE DUE TO FRAGMENTS IN
10724C THE Y-DIR IS THE SAME AS IN THE X-DIR, ELSE FRGIMP = 0
10725C
10726C
10727 IF ((TCASE .EQ. 0.) .OR. (BIGL/2. .LT. YE)) THEN
10728 FROIMP = 0.
10729 END IF
10730 PR = 2. * (REFIMP + FRGIMP) / TR
10731 IF (PR .LE. PE) THEN
10732 P PR
10733 GO TO 170-
10734 END IF
10735 CALL ATTEN(PR, TR, P)
10736C SPALL IN Y-DIR.
10737 170 SS = (P * TSPL / TR) * P / PR
10738 IF (SS ILT. TE) THEN
10739 FLGY = 1
10740 YS = YE - DY
10741 GO TO 180
10742 END IF
10743 YS = YE
10744 TIMF = F' * TSPL * (1. - (TSPL / 2.) / TR)
10745 IF (ZZ .EQ. 0.) GO TO 180
10746 IF (YE .LT. ABS(YM)) THEN
10747 DA = (DY XE) 2.
10748 ELSE
10749 DA = (DY * XE)
10750 END IF
10751 TMOM = TMOM + TIMP * DA
10752C
10753C
10754C CHECK BREACH AND, EFFECTIVE WALL THICKNESS
10755C IF FLGX, FLGY AND BRHFG1 ARE ONE
10756C THEN PROCEED TO FLEXURE CALCULATION "" "
10757C 5
10758C
10759 180 IF ((FLGX .EQ. 1) .AND. (FLGY .EQ. 1) .AND..*BRHFG1 .EO.
10760 9 1), GO TO 210
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10781 IF (YE .LT. ABS(YM)) O TO 190
10762 IF ((FLOX .EO. 0) .AND. (FLGY .EQ. 0)) THEN
10763 -HREF COVER
10764 GO TO 200
10765 END IF
10766 IF ((FLGX EQ. 0) .AND. (FLGY ,EQ. 1)) THEN
10767 H HREF -((YS+BIGL/2.) (YE + IGL 2.)) COVER
10769 GO TO 200 -

10769 END IF
10770 IF ((FLOX .EO. 1) .AND. (FLGY .EQ. 0)) THEN
10771 H = HREF - (XS / XE) * COVER
10772 GO TO 200
10773 END IF
10774 IF ((FLOX ,EO. 1) ,AND. (FLOY ,EO. 1)) THEN
10775 H = HREF - (XS * CYS + BIGL 2.)) (XE (YE + I.L.
10776 a 2.)) $COVER
10777 GO TO 200
107/8 END IF
10779 190 IF ((FLX .EO. 0) .AND. (FLGY .EQ. 0)) THEN
10780 H = HREF - COVER
10781 Go TO 200
10782 END IF
10793 IF ((FLGX .EO. 0) .AND. (FLGY .EO. 1)) THEN
10784 H = HREF -(YS / YE) * COVER
10785 GO TO 200
10786 END IF
10787 IF ((FLOX .EO. 1) .AND. (FLGY .EO. 0)) THEN
1078 H = HREF - (XS / XE) * COVER
10789 GO TO 200
10790 END IF
10791 IF ((FLOX .EO. 1) .AND. (FLOY *EQ. 1)) THEN
10792 H = HREF - (YS / YE) * (XS XE) COVER
10793 GO TO 200
10794 END IF
10795 200 IF (YE *GT. ABS(YM)) THEN
10796 AREA = (XE * YE + XE * BIGL / 2.)
10797 ELSE
10798 AREA = XE S YE* 2.
10799 END IF
lO80OC
10801C
10802C COMPUTE CRITICAL IMPULSE
10803C

* 10804C
10805 BIGICR = (2.0 ** 1.5) 5 THIRD * H -
10806 1 SORT(((1.0-)*RHOC+O*RHOR)*((1.0-0)*1.9*SIGMAC**HALF+(
10807 1 0+O1)*D*SIGMAR*1.5/H))
10808 TIMP = (TMOM / AREA)
10809 BIGIBR = APPIMP - TIMP

10810C
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lolic S
10812C DETERMINE IF BREACH OCCURS
10813C
10814C
10815 IF (BIGIBR GE. BIGICR) THEN
10816 XB = XE -.
10817 YB = YE
10818 RY = YE - YX
10819 ELSE
10820 BRHFG1 1
10821 END IF
10822 XE = XE + DX
10823 YE = YE + DY
10824 YI = - YE
10825 IF (ABS(YM) .LT. YE) YI YM
10826 IF (((XE °GT. XSPL-ERR) .OR. <YE ,GT. YSPL-ERR)) .AND.
10827 1 ((FLGY .EO. 0) OR. (FLGX .EO. 0))) THEN
10829 FLGX = 1
10829 FLGY = 1
10830 XS = XSPL
10831 YS = YSPL
10832 END IF
10833 IF ((XE .GE. XP) .OR. (YE .GE. YP) .AND. (BRHFG1 ,EQ. 0))
10834 a THEN
10835 IF (XP oGT. YP) THEN
10836 BRHFG1 = 1
10837 XB = XP
10838 YB = XP
10839 ELSE
10840 BRHFG = 1
10841 XB = YP

10842 YB = YF 3
10843 END IF
10844 END IF
10845 ZZ = 1.
10846 GO TO 110
10847C
10848C
10849C COMPUTE AVERAGE DEPTH OF PENERATION AND IMPULSE
10850C ON THE FRONT FACE
lO851c
10852C
10853 210 DX = XP / 10.
10854 ZF = 0.
10855 FRGMOM = 0.
10856 IF (TCASE .EQ. 0.) '0 TO 230
10857 XX = - DIX / 2.
10858 II = 0
10859 DO 220 I = 1, 10
10860 II II + I
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10861 XX = XX + DX
10862 R =SORT(ZO**2+(XX/12.)**2)
10863 DT = ATAN((XX+DX/2.)/(12.*ZO))-

%10864 9 ATAN((XX-DX/2.)/(12.*ZO))
10865 CALL FROLD(RY DT)
10866 ZF = ZF + ZF1
10967 FRGMOM =FRGMOM + FROM $VN
10868 220 CONTINUE
10869 ZF =ZF /FLOAT(II)
10870C
10871C
10872C FRGMOM IS MOMENTUM DUE TO FRAGMENTS
10873C COMPUTE AVERAGE IMPULSE AND DURATION OF
10874C BLAST LOAD FOR THE ENTIRE WALL
10875C
10876C
10877 230 DP = XP /2.
10878 DO = (YP -YM) /2.
10879 XE = XP
10880 YI = YM
10881 YE = YP
10882 CALL AYGLD(DPp DOP PB, APPIMPt YI)
10883 APPIMP = APPIMP + (FRGMOM -TMOM) /(XP ( YP -Yl))

10884 CALL TLD1(XEP YE# TF, TB)
10885C
10886C
10887C TB IS DURATION OF LOAD ON ENTIRE WALL
10888C COMPUTE EFFECTIVE WALL THICKNESS OF WALL
10889C FOR FLEXURAL RESPONSE
10890C
10891C
10892 240 IF (TCASE .EQ. 0.) THEN
10993 ZF = 0.
10894 END IF
10895 IF (YS *LE. BIGL / 2.) THEN
10896 H = HREF -(ZF *XF * (YF + BIGL /2.) + (COVER *XS *2.
10897 1 YS)) /(XP *(YP - YM))
10898 ELSE
10899 H = HREF -(ZF *XF * (YF + BIGL /2.) + COVER *XS *(YS +
10900 1 BIOL /2.)) /(XP *(YP -YM))

10901 END IF
10902 PU =PB

10903 BIGRB =SORT(2.*XB*RY/PI)
10904C
10905C
10906C RESET BRHFG1 FLAG
10907C
10908C
10909 IF (XB .EQ. 0.0) BRHFG1 0
10910 ALPHA =0.

10-6 2



10911 SMALLM RHOC *H
109 12C
109 13C
10914C COMPUTE TIMES FOR TZERO
109 15C

* 10916C
*10917 TAU = TS

10918 TCR = TAU
10919 CALL TSCALE
10920C
10921C
10922 250 FORMAT ('0'p 'THE VALUE OF XSPL IS LESS THAN XE'p
10923 WRITE (4,260)
10924 260 FORMAT ('0', lOXY 'COMPUTED VALUES OF MATERIAL RESPONSE'y
10925 a
10926 WRITE (4,270) XS
10927 270 FORMAT ('OLIMIT OF SPALL IN X-DIRv IN't T59p G15.8)
10928 WRITE (4,280) YS
10929 280 FORMAT (lXp 'LIMIT OF SPALL IN Y-DIRP IN', T59P 615.9)

*10930 WRITE (*p290) X9
10931 290 FORMAT (lXi 'LIMIT OF BREACH IN X-DIRP IN', T59t 615.8)
10932 WRITE (*,300) YB
10933 300 FORMAT (lX, 'LIMIT OF BREACH IN Y-DIRY IN', 159, 615.8)
10934 WRITE (4,310) TMOM -A
10935 310 FORMAT (lXv 'TOTAL TRAPPED MOMENTUMP LB-S't T59Y 615.8)
10936 WRITE (4,320) APPIMP
10937 320 FORMAT (iXY 'IMPULSE FOR FLEXUREP PSI-MS', T59v 615.8)
10938 WRITE (4,330) TB
10939 330 FORMAT (lX, 'DURATION OF LOAD ON WALLY S'p 159, G15.8)
10940 PB = 2. * APPIMP / TB
10941 WRITE (4,340) PB
10942 340 FORMAT (1Xq 'AVERAGE PRESSURE ON WALLY PSI', T59, G15.8)
10943 WRITE (4,350) H
10944 350 FORMAT (IXp 'EFFECTIVE WALL THICKNESSr IN't 159, 615.8)
10945 WRITE (*,360) BIGRE

*10946 360 FORMAT (!X, 'EFFECTIVE BREACH RADIUS, IN'? T59p G15.8)
10947 RETURN
10948 END
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10949C
10950C
10.951 C
10952 SUBROUTINE HUOPAR
10953C
10954C
10955C COMPUTE PARAMETERS FROM THE HUGONIOT EOUATION OF STATE .
10956C
10957C
10958 COMMON / CONSTS / ACUBE, AFOUR, ARSO, ARSZP1, ARZSP1,
10959 1 ARZPI, ARZS, ASO, So BIGRBP BIGMU, DELTAK, EPSLNU,
10960 & FOURTH, HALF, ONEMZ, ONEPZi SIXTH, THETU1, THIRD,
10961 & TWELFH, W, Z, ZB, ZCUBEP ZFOUR, ZSO
10962 COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO,
10963 a TCASE, D, F, 0, 01, COVER, TE, SIGMAC, SIGMAR, SMALLN,
10964 & WAVEFN
10965 COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EX1, EX2, EY1,
10966 & EY2, EZI, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
10967 & TMAX, TPRINT
10968 COMMON / RES3 / AE, VO, VE, UE, TSPL
10969 DATA AO/1.222000/, VS/3998.0000/, CO/1.673E5/
10970 DATA A1/1.6670E7/, A2/-4,2307E7/, A3/5.7462E7/
10971 DATA PM/1.7640E6/, PE/14.700E3/, B0/-4.145270/, B1/1.19068/
10972 DATA B2/-0.10530/9 83/2.959E-3/, N/110/
10973 X8 = 0.
10974 TI = 0.
10975 Xl = A2 / A3
10976 X2 = Al / A3
10977 X3 = - PE / A3
10978 X4 = X2 - (Xl * 2) / 3.
10979 X5 = X3 - X2 * Xl / 3. + 2. * C - C - XI / 3.) 4* 3)
10980 X6 = - X5 / 2. + SORT((X5/2.)**2t(X4/3.)**3)
109891 IF (X6 GE. 0.) THEN
10982 X6 = X6 4* (THIRD)
10983 ELSE
10984 X6 = - ( - X6) 44 (THIRD)
10985 END IF
10986 X7 - X5 / 2. - SORT((XS/2.)**2+(X4/3.)**3)
10987 IF (X7 .GE. 0.) THEN
10988 X7 = X7 * fHIRD
10989 ELSE
10990 X7 = - C - X7) ** THIRD
10991 END IF
10992 X3 X6 + X7 - X 3.
10993 AE = AO - 1.3605E - 7 * PE
10994 VO = AO V vS
10995 VE = AE * VS / (1. + X3)
10996 UE = SORT(PE4(VO-VE))
10997 TSPL = 2. * COVER / CO
10998 RETURN
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10999 END0
11000C
11001c
11002C
11003C
11004 SUBROUTINE FROCON
110 05C
1 1006C
11007C COMPUTE CONSTANT PARAMETERS OF FRAGMENTATION
1 1009C
11009C
11010 COMMON /INPUTS / LENP BHGTP HREFP BIGWP RATLDP ZO,
11011 a TCASEP Dy F, 0, 01, COVER, TE, SIGMACP SIGMAR, SMALLNP
11012 1 WAVEFN
11013 COMMON / CONC / A, ALPHA, ARP BIGDP BIGL, EXIP EX2P EY1,
11014 1 EY2P EZI, EZ2v RHOR, RHOCY SMALLMP TAUP TCRt TINCRP
11015 1 TMAXP TPRINT
11016 COMMON / CONSTS / ACUBE, AFOUR, ARSO, ARSZP1, ARZSPly
11017 1 ARZPlp ARZSP ASO, Bt BIORD, BIGMUv DELTAK, EPSLNUP
11018 1 FOURTH, HALF, ONEMZP ONEPZP SIXTHP THETUl, THIRD,
11019 a rWELFHP Wt ZP ZBP ZCUBEP ZFOURr ZSQ
11020 COMMON / RESI / WCP VIP FPARP WFRGP FRGT
11021 DATA GC/1.1520E+5/9 FP/0.0531/p G/386.4/t PI/3.14159/
11022 IF (TCASE .ED. 0.) GO TO 100 imp
11023 WC =((PI/4*6) *((BIGD+2.*TCASE) **2 - BISD *2)*
11024 3 DIGL) * RHOR

*11025 VI S C * (2. * BlOW /(2. *WC + BIGW)) **(HALF)
11026 FPAR =(FP * TCASE ** (3. S .) * PIOD **(THIRD) *(1. +
11027 3 CASE / BIOD))

*11028 WFRG (FPAR * ALOG(,5)) ** 2
11029 FROT =(ALOG(.5)) **2 *(WC / FRG) /2.
11030 100 RETURN
11031 END
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11032C
110 33C
11034 C
1 1035C
11036C
11037 SUBROUTINE AVGLD(DP, DO, PD, APPIMP, YI)
1 1038Cr
11039C
11040C SUBROUTINE TO CALCULATE AVERAGE IMPULSE ON AN AREA
11041C
11042C
11043 COMMON / INPUTS / BLEN, BlISTP HREFY B1GW, RATLDP ZOP
11044 a TCASE, Dr Ft 0, 01, COVER, TE, SIGMAC, SIOMARt SMALIN,
11045 & WAVEFN
11046 COMMON / CONC / AP ALPHA, ARP BIGDP BIOLP EX1P EX2P EY1,
11047 a EY29 EZI, EZ2P RHOR, RHOCP SMALLMP TAUr TCRP TINCRP
11048 & THAXY TPRINT
11049 COMMON / CONSTS / ACUDE# AFOURP ARSOP ARSZP1, ARZSPIP
11050 a ARZP1, ARZSP ASOP Bt DIORD, BIGMUP DELTAK, EPSLNUP
11051 a FOURTH, HALFP ONEMZr ONEPZP SIXTH, THETUlt THIRD,
11052 & TWELFHP W, ZP ZD, ZCUBEI ZFOUR, ZSO
11053 N 2
11054 T4 =0.

11055 TS 0.
11056 T6 =0.

11057 100 TI 0.
11058 T2 = 0.
11059 T3 = 0.
11060 XX = - DP/2.
11061 [D0 120 I = 1 N
11062 YY =YI -DO /2.
11063 XX = XX + [BP
11064 DO 110 J = 1, N
11065 yy = YY + Do
11066 R = SORT((XX/12.)**2+(YY/12.)**2+ZO**2)
11067 ZDIS = R / BIGW ** THIRD
11069 CALL LDPAR(ZDISP Ry REFIMPP POP CRA)
11069 Ti = Ti + P0O1
11070 T2 = T2 + P0 * CRA
11071 T3 = T3 + REFIMP
11072 110 CONTINUE
11073 120 CONTINUE
11074 P0 = Ti / FLOAT(N*92)
11075 PR = T2 / FLOAT(N**2)
11076 REFIMP = T3 / FLOAT(N**2)
11077 IF (ABS(P0-T4) /P0 .LT. .02) GO TO 140
11078 T4 = PO
11079 T5 = PR
11080 T6 = REFIMP
11081 N =N + 1
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11082C ESTABLISH A LIMIT FOR A NUMBER OF ITERATIONS0
11083 IF (N .GT. 5) THEN
11084 WRITE (*9130)
11095 130 FORMAT (lXr 'CAUTION FOR THE VALUE OF THE REFLECT IMPULSE')
11086 GO TO 140
11087 END IF
11088 DP =DP * FLOAT(N-1) / FLOAT(N)
11089 DO =DO * FLOAT(N-1) / FLOAT(N)
11090 GO TO 100
11091 140 PB =PR

11092 APPIMP REFIMP *BIGW **THIRD
*11093 RETURN

11094 END
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11095C
11096C
11097C
11099 SUBROUTINE FROLD(RI DT)
1 1099C
11100c
11101C COMPUTE FRAGMENT LOADING OF AN AREA
11102C
11103C
11104 COMMON / INPUTS / BLENP BHGTP HREFt BIGWP RATLDP ZO,
11105 1 TCASEP Dr F, 0, 01, COVER, TEP SIGMACP SIGMARY SMALLNv

116 a WAVEFN
11107 COMMON / CONC / At ALPHAP ARP BIGDr BIGLY EXi, EX2P EY1,
11109 a MY EZI, EZ2P RHORP RHOC, SMALLMP TAUP TCR, TINCR,
11109 a TMAXP TPRINT
11110 COMMON / CONSTS / ACUSEP AFOUR, ARSO, ARSZP1, ARZSP1,
11111 a ARZPlP ARZSP ASUP 9t BIGRD, DIGMUP DELTAK, EPSLNUP
11112 I FOURTH, HALF, ONEMZP ONEPZ, SIXTH, THETU1, THIRD,
11113 A TWELFHP W, ZP ZI, ZCUDEP ZFOURP ZSO
11114 COMMON / RESi / WCP VIP FPARP WFROP FRGT
11115 COMMON / RES2 / VRP FRGNP FROM, VN, ZFl
11116 DATA PI/3.14159/, 6/306.4/p CP/.7/
11117 IF (TCASE .EQ. 0.) GO TO 100
l1119 VR = VI * EXP(-1.59E-3*R/(WFRG**THIRD))
11119 FRON (FROT / (2. * P1)) * DT
11120 FRGM =(WC /6) *(DT /(2 *P1))
11121 VN V R * ZO / R
11122 ZFl (CP * 5.61E - 8) *SORT(5000./SIGMAC) *(WFRO *
11123 9 .4) *(VN **1.8)
11124 100 RETURN
11125 END
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11126C .
11 127C
11 128C
11129 SUBROUTINE TLDI(XEP YEP TFP TB)
11130C
11131C
11132C COMPUTE THE EFFECTIVE LOADING DURATION ON AN AREA
111 33C
11 134C
11135 COMMON /INPUTS /BLENP BHGTP HREF9 DIGWP RATLDP ZOP
11136 a TCASEo Dr F, Or O1t COVER, TE, SIGMAC, SIOMAR, SMALLN#
11137 a WAVEFN
11139 COMMON / CONC / At ALPHAP AR, BIGDP BIGLP EXI, EX2P EY1,
11139 a EY2, EZi, EZ2, RHORP RHOCP SMALLMP TAU, TCRP TINCRv
11140 a TMAXP TPRINT
11141 COMMON / CONSTS / ACUBEt AFOUR, ARSO, ARSZP1, ARZSP~I
11142 A ARZP1, ARZS, ASO, Bp BIORD, SIGMUP DELTAK, EPSLNU,
11143 1 FOURTH, HALF, ONEMZt ONEPZP SIXTH, THETUl, THIRDP
11144 a TWELFHP W, Z, ZBP ZCUBEP ZFOURP ZSQ
11145 ZDIS = ZO / (BlOW ** THIRD)
11146 CALL TLD2(ZDISr TAP TO)
11147 TN = TA * (BIGW ** THIRD) / 1000.
11148 ZDIS = SQRT(ZO**2+(XE/12.)**2+(YE/12.)**2) /(BIGW2*-
11149 a THIRD)
11150 CALL TLD2(ZDISv TAP TO)
11151 TF = TA * (BIGW ** THIRD) /1000.
11152 TO = TO *(BlOW *2 THIRD) /1000.
11153 TB =TF TN +TO
11154 RETURN
11155 END
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11156C r
11157C
11158C
I 1159C
11160c
11 161C
11162 SUBROUTINE LDPAR(ZDIS, R, REFIMP, PO, CRA)
11163C
11164C
11163C COMPUTE THE OVERPRESSURE, REFLECTION COEFFICIENT,
11166C AND REFLECTED IMPULSE AT A POINT.
11167C
11168C
11169 COMMON / INPUTS / BLEN, BHOT, HREF, BIGW, RATLD, ZO,
11170 a TCASE, D, F, O, O1, COVER. TE. SIGMAC, SIGMAR, SMALLN,
11171 s WAVEFN
11172 COMMON / CONC / A. ALPHA, AR. BIOD, BIOL, EX1, EX2, EY1,
11173 a EY2, EZl, EZ2, RHOR, RHOC. SMALLM, TAU, TCR, TINCR,
11174 1 TMAX, TPRINT
11175C
11176C
11177 DIMENSION X(20), P(20), PR(20), RI(20), PA(IO), AL(12),
11179 a C(10#12)
11179C11 180C," .'

11181 DATA X/.3000, .40009 .5000, .6000, .7000, .8000, .9000,
11182 5 1.000, 1.100, 1.200. 1.300, 1.500, 1.600P 1.S00-
11183 1 2.000, 2.500, 3.0001 3.500, 4.000, 5.000/
11184 DATA P/4.600, 3.400, 2.620# 2.080, 1.700, 1.400, 1.200,
11185 9 1.020, .9000, .7900, .69001 .54509 .4900, .3950,
11186 1 .3300. .2100, .1400. .1100, .0700t .0410/
11187 DATA PR/55.0O, 38.00, 27.00. 20.60, 16.20, 13.00, 10.40.
11188 a 8.600, 7.400, 6.300, 5.400, 4.100P 3.6009 2.800,
11189 1 2.200, 1.240, .7500, .45001 .3100, .1550/
11190 DATA RI/3.500, 2.500, 1.900, 1.450. 1.160, .9600, .8000,
11191 1 .6700, .5500. .4800, .4200. .3400, .3100# .2600,
11192 9 .2200, .1600, .1250, .1000, .0840P .0600/
11193 DATA PA/7.00, 3.00, 1.00. .500, .200, .050, .030. .010t
11194 1 .005P .001/
11195 DATA AL/O.O0, 10.0, 20.0. 30.0, 35.0, 40.0. 45.0. 50.0?
11196 a 60.0v 70.0, 80.0. 90.01
11197 DATA C/12.7, 11.0. 8.50. 7.30. 6.00, 4.20, 3.50. 2.50.
11198 a 2*2., 12.2. 10.6. 8.30. 7.20, 5.90. 4.10, 3.50. 2.50.
11199 a 2*2.. 11.3. 9.80, 7.90, 6.80, 5.60. 4.00. 3.40, 2.40.
11200 1 2*2., 10.0. 8.80. 7.30, 6.10, 5.10, 3.60. 3.30. 2.40,
11201 a 2*2., 9.40, 8.20. 6.90. 5.80, 4.90. 3.60. 3.30v 2.40.
11202 a 2*2.. 8.50. 7.50, 6.20P 5.70, 5.10, 4.10. 3.50, 2.50v
11203 a 2*2.. 8.50P 7.80, 6.40, 5.80, 4.90, 3.70, 3.30. 2.60.
11204 a 2*2.. 8.80. 7.30, 5.80. 5.00. 4.00, 2.90, 2.50. 2.20.
11205 A 2*1.9, 5.00. 4.30. 3.60. 3.00. 2.50, 2*2.1, 3*1.8,
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11206 1 3.00v 2.70, 2.309 2.109 3*1.B, 3*1.7, 2.001 1.90,
11207 1 3*1.8p 2*1.7, 3*1.6, 10*1.5/
11209 DATA PI/3.14159/
11209 DO 100 I = 1, 20
11210 IF (XI) *GT. ZDIS) THEN . ...-

11211 NI = I
11212 N2 = I - 1

11213 GO TO 110
11214 END IF
11215 100 CONTINUE
11216 WRITE (*,180)
11217 110 SLOPE = ALOG(P(N1)/P(N2)) / ALOG(X'N1)/X(N2))
11218 PO = P(N2) * (ZDIS / X(N2)) ** SLOPE
11219 ANGLE = ZO / R
11220 IF ((1.-ANGLE) ,LT. i.E - 4) THEN
11221 ANGLE = 0.S
11222 ELSE
11223 ANGLE = ATAN(SQRT((R/ZO)**2-1.)) * 360. / (2. * PI)
11224 END IF
11225 DO 120 I = 1 10
11226 IF (PA() .LT. PO) THEN
11227 Ni = I

11228 N2 = I - 1
11229 GO TO 130
11230 END IF
11231 120 CONTINUE
11232 WRITE (*,190)
11233 130 DO 140 I = 1, 12
11234 IF (AL(I) *GT. ANGLE) THEN
11235 N3 = I
11236 N4 = I - 1
11237 GO TO 150
11238 END IF
11239 140 CONTINUE
11240 WRITE (*,200)
11241 150 SLOPE = (C(N1,N3) - C(N29N3)) / ALOG(PA(N1)/PA(N2))
11242 Cl = C(N2,N3) + SLOPE * ALOG(PO/PA(N2))
11243 SLOPE = (C(N1,N4) - C(N2,N4)) / ALOG(PA(N1)/PA(N2))
11244 C2 = C(N2,N4) + SLOPE * ALOG(PO/PA(N2))
11245 SLOPE = (C1 - C2) / (AL(N3) - AL;N4))

11246 CRA = C2 + (ANGLE - AL(N4)) * SLOPE
11247 PRI = CRA * PO
11248 rio 160 I = 1, 20
11249 IF (PR(I) .LE. PR1) THEN
11250 Nl = I
11251 N2 = I - 1
11252 GO TO 170
11253 END IF
11254 160 CONTINUE
11255 WRITE (*,210)
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11256 170 SLOPE aALOO(RI(Nl)/RI(N2)) /ALOG(PR(N1)/PR(N2))
11257 REFIMP *Rl(N2) (PRI/ PR(N2)) **SLOPE
11258 Po a Po 1000.
11259 RETURN
11260 190 FORMAT ('OLIMIT EXCEEDED IN LDPARt ZDIS')
11261 190 FORMAT ('OLIMIT EXCEEDED IN LDPAR, PO')
11262 200 FORMAT ('OLIMIT EXCEEDED IN LDPARY AL')
11263 210 FORMAT ('01.ItiIT EXCEEDED IN LDPARP PRi')r
11264 END
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11265C
112 66C
11267C
11268C
11269 SUBROUTINE TLD2(ZDIS, TAP TO)
11270C
11271C
11272C COMPUTE THE DURATION AND TIME OF ARRIVAL AT A POINT 5
11273C
11274C
11275 DIMENSION X(20), TAI(20), T(20)
11276 DATA X/.30009 .4000, .5000, .6000, .7000, .8000, .9000,
11277 a 1.000, 1.100, 1.200, 1.300, 1.500, 1.600, 1.800,
11278 a 2.000, 2.500, 3.000, 3.500, 4.000, 5.000/
11279 DATA T/.0490, .0510, .0540, .0570, .0600, .0630P .0660,
11280 a .0690, .0730, .0770t .0820, .0890, .0950, .1080, 5
11281 a .1200P .17509 .2700, .4000, .6000, .9800/
11282 DATA TAl/.0075P .0150, .0225, .0300, .0380, .04709 .0580,
11283 a .0700, .0820P .0930P .10807 .1360, .1650, .1900,
11284 a .2250P .3400v .4750, .6300, .8100. 1.230/
11285 100 FORMAT (1X, 'LIMIT EXCEEDED IN TLD2')
11286 IF (ZDIS .LT. X(1)) GO TO 120
11287 DO 110 I = 2P 20
11288 IF (X(I) .GT. ZDIS) THEN .
11289 Ni = I
11290 N2 = I - 1
11291 60 TO 130
11292 END IF
11293 110 CONTINUE
11294 120 WRITE (*,O0)
11295 GO TO 140
11296 130 FACT = ALOG(TAI(N1)/TAI(N2)) / ALOG(X(N1)/X(N2))
11297 TA = TAI(N2) * ((ZDIS/X(N2)) ** FACT)
11298 FACT = ALOG(T(N1)/T(N2)) / ALOG(X(N1)/X(N2))
11299 TO = T(N2) * ((ZDIS/X(N2)) *5 FACT)
11300 140 RETURN
11301 END
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11302C
11303C
1 1304C
11305 SUBROUTINE ATTEN(PRv TRP P)
11306C
11307C
11308C COMPUTE ATTENUATION OF SHOCK WAVE THROUGH THE CONCRETE
11309 COMMON / INPUTS / ILENt IHOTP HREFr BIGWr RATLD. Z0P
11310 a TCASEP Do Ft 09 019 COVER. TEP SIGMACP SIGMARP SMALLNt
11311 a WAVEFM
11312 COMMON / CONC / A, ALPHA# ARP DIGDv BIGLP EXIP EX2P EYI,
11313 a EY2, EZ1, EZ2v RI4ORP RHOC, SMALLMP TAUP TCRP TINCRP
11314 a TMAXv TPRXNT
11315 COMMON / CONSTS / ACUDEP AFOURP ARS09 ARSZP1, ARZSP1.
11316 a ARZP1, ARZSP ASUP Do DIGROP BIGMUP DELTAK9 EPSLNUP
11317 a FOURTH, HALFr ONENZv ONEPZP SIXTH, THETUIP THIRDr
11319 a TWELFHP Wt Zi ZD, ZCUDEP ZFOURv ZSQ
1131.9 COMMON / RES3 / AEP VO, YE. UEP TSPL
11320 COMMON / RES4 / PUP H
11321 DATA AO/1.222000/p VS/3998.0000/p CO/1.673E5/
11322 DATA Al/1.6670E7/9 A2/-4.2307E7/. A3/5*7462E7/
11323 DATA Ph.7640E6/t PE/14.700E3/t B01-4.145270/p 31/1.19068/
11324 DATA 82/-0.10530/t B3/2.959E-3/' N11001 -

11325 X8 = 0.
11326 Ti so 0.
11327 DO 120 1 I 1 N
11329 P = (PR /FLOAT(2*N)) 2FLOAT(2*(N-I)41)
11329 IF ((PR .GT. PE) .AND. (P .LE. PE)) THEN
11330 P = PE
11331 GO TO 130
11332 END IF
11333 T =(TR / FLOAT(2*N)) 2FLOAT(2*I-1)
11334 F5 ALOG(P)
11335 APAR - EXP(90+312F5+32*FS2*2+3F5**3)
11336 IF (APAR .LT. 1.) APAR =1.

11337C FROM J. V. USPENSKY PP 84-89
11339 Xl A2 /A3
11339 X2 = Al / A3
11340 X3 = - P / A3
11341 X4 = X2 - (Xl 2 2) /3.
11342 X5 = X3 - X2 * X1 / 3. + 2. *((X113.) *23)
11343 X6 = - X5 / 2. + SORT((X5/2.)**2+(X4/3.)**3)
11344 IF (X6 .GE. 0.) THEN
11345 X6 = X6 2*THIRD
11346 ELSE
11347 X6 = - (-X6) 22THIRD
11349 END IF
11349 X7 = - X5 /2. -SQRT((X5/2.)**2+(X4/3.)**3)

11350 IF (X7 .GE. 0.) THEN
11351 X7 =X7 *2THIRD
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11352ELSE
11353 X7 -C X7) *4THIRD
11354 END IF
11355 X3 = X6 + X7 - X1 3.
11356 V APAR *VS/ (I. +X3)
11357 Ci SORT(A1*VS)
11358 C =CO + (Ci - CO) * (APAR -AO) /(1. -AO)

11359 IF (P G5T. PM) GO TO 100
11360 US =UE + VE * ((P-PE) /(YE - V)) ** HALF
11361 UP = UE + ((P-PE) * (VE -V)) ** HALF
11362 G0 TO 110
11363 100 US = VO * (P / (VO - V)) ** HALF
11364 UP = (P * (A * VS - V)) ** HALF
11365 110 IF (US .GT. C) GO TO 130
11366 X9 = (X8 - (Ti - T) * US) /(I. -US /(C + UP))
11367 T2 = TI + (X9 -X8) / US
11368 IF (X9 *GE. H) 0O TO 130
11369 X8 = X9
11370 Ti = T2
11371 120 CONTINUE
11372 130 RETURN
11373 END
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11374C
11375C
11376 SUBROUTINE TSCALE
113 77C
11378C
11379C SUBROUTINE COMPUTES TIME VALUES TO BE USED IN TSTEP
11380C
11381C
11382 COMMON / CONC / At ALPHAP ARP BIGDr DIOLP EXi, EX29 EYIP
11383 9 EY2, EZI, EZ2, RHORP RHOCP SMALLMP TAUP TCRP TINCRP
11384 & TMAXP TPRINT
11385C
11386C
11387 TMAX =20. * TAU
11388 TINCR =TMAX / 200.
11389 FACT =1.

11390 DO 100 I = 17 10
11391 TVAR = FACT * TINCR
11392 TYAR = IFIX(TYAR)
11393 IF (TYAR GOT. 0) GO TO 110
11394 FACT = 10. * FACT
11395 100 CONTINUE
11396 110 TINCR =1. /FACT * TYAR
11397 TPRINT 5 . *TINCR
11399 RETURN
11399 END
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11400C
11401C
11402C
11403C
11404C S$$**$**$$$*$****$$ ***SS ***$$$
11405C ******E*S******$**
11406 SUBROUTINE TCNTRL(NTRIES)
11407C 5
11408C THIS SUBROUTINE STARTS WITH EACH CASE AT TIME T=O
11409C AND AFTER SOME INITIALIZATION, PUSHES THE CASE
11410C THRU THE TIME STEPS, USING TINCR AS THE TIME STEP
11411C INCREMENT AND TMAX, AS THE TIME STOP INDICATOR.
11412C
11413C THE BAD-HINGE-LOCATION-FLAG IS SET IF A BAD VALUE
11414C FOR THE HINGE LOCATION IS DISCOVERED BY THE SUB-
11415C PROCEDURE, CHEKXH, THE LOOP-CONTROL-FLAG IS SET 9.
11416C WHEN THE SUBPROCEDURE, TSTEP, FINDS THE TIME-STEP-
11417C LOOP SHOULD BE TERMINATED FOR ANY REASON. THE
11418C CASE-IS-DONE-FLAG CAN BE SET AS FOLLOWS
11419C 1 IF THE TIME-STEP-LOOP HAS BEEN ATTEMPTED
11420C MAXTRI TIMES (SET IN TCNTRL)
11421C 2 IF THE ORIGINAL CONSTANTS FOR THE CASE ARE
11422C NEGATIVE OR NONCONVERGENT (SET IN TZERO)
11423C 3 IF THE MAXIMUM DEFLECTION HAS BEEN FOUND OR
11424C IF THE TIME MAXIMUM HAS BEEN EXCEEDED (SET
11425C IN TSTEP).
1 1426C
11427C THE PARAMETER, NTRIES, IS INCREMENTED BY THIS
11428C ROUTINE, WHENEVER THE TIME-STEP-LOOP IS TERMI-
11429C NATED, TO INDICATE THE NUMBER OF TIMES THE LOOP
11430C HAS BEEN TRIED. IN THE CASE OF AN UNSUCCESSFUL
11431C TERMINATION, THE LOOP WILL BE TRIED AGAIN UP TO _.
11432C MAXTRI TIMES, WITH THE TIME STEP HALVED EACH TIME.
11433C
11434C THIS SUBROUTINE CALLS THE FOLLOWING SUBPROCEDURES
11435C TZERO TO INITIALIZE CONSTANTS AND VARIABLES
11436C FOR THE CASE
11437C TSTEP TO COMPUTE THE DESIRED VARIABLES AT
11438C EACH TIME STEP, FROM TIME = TINCR THRU
11439C THE TIME, T = TMAX,
11440C
11441C THIS ROUTINE IS CALLED BY THE PROCEDURE, DRIVER.
11442C
11443C
11444 INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY,
11445 1 BRHFG1
11446 COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
11447 1 IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLGX, FLGY,
11448 a BRHFG1
11449 COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO,
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11450 1 TCASEP Or F, Op 01, COVER, TEP SIGMAC, SIGMARP SMALLNt
11451 & WAVEFN
11452 COMMON I CONC I At ALPHA, ARP DIGDv BIOLY EXIP EX2, EY1,
11453 & EY2, EZIP EZ2v RHORY RHOCr SMALLMv TAU, TCR, TINCRP
11454 a TMAX9 TPRINT
11455 COMMON I RESULT I DELTA. PE, Tt THETA. THETAD, YELF WF.
11456 a WK, UP, DIOX? XH
11457 COMMON I PRINTS I LITTLNP MAXLINP NF, NUMLINP NUMPAG,
11458 a NWAVEFp STEPCT
11459 CHARACTER FLAG~lp TIMNOU*10v TITLE*75t TODAY*10v TYPE*5
11460 COMMON I PRINTC I FLAG. TIMNOWt TITLE, TODAY, TYPE
11461 CHARACTER BLANK~l
11462 DATA BLANK/' 'It MAXTRI/2/
114 63C
11 464C
11465C SET MECHANISM-FLAG FOR MECHANISM 2 TO CHECK XHO
11466C CLEAR DAD-HINGE-LOCATION AND LOOP-CONTROL FLAGS
11467C SET FIRST-TIME-FLAG FOR 1ST 2 PASSES THRU COMP
11468C CLEAR NON-CONVERGENT-FLAG FOR PLATE CASE
11469C CLEAR FAILURE FLAG FOR PRINTOUT
11470C SET TYPE-OF-LOAD FLAG TO EFFECTIVE UNIFORM LOAD
11471C INITIALIZE TIME VARIABLESP COMPUTE CASE CONSTANTS
11472C AND PRINT T=0 RESULTS ON NEW PAGE (TZERO). -

11473C
11474 MECHFG = 2
11475 BADXFG = 0
11476 LOOPFG = 0
11477 MISTFG = 2
11478 NCONFG = 0
11479 LOADFG = 1
12480C
11481 T = 0.0
11482 THETA = 0.0
11483 THETAD = 0.0
11484 DELTA =0.0
11485 VEL =0.0

11486 UF =0.0

11487 UP =0.0

11488 PE =0.0

11489 WK =0.0

11490C
11491 FLAG B ILANK
11492 NUMLIN = MAXLIN
11493 CALL TZERO(NTRIES)
11494C
11495C IF ORIGINAL CONSTANTS ARE OKAY
11496C
11497 IF (DONEFG .EQ. 1) GO TO 120
11498C
11499C THEN
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11500C DO WHILE LOOP-CONTROL-FLAG IS CLEAR0
11501C (I.E., WHILE TIME<TIME MAX I BADXFG IS CLEAR)
1 1502C
11503 100 IF (LOOPFO .NE. 0) 60 TO 110
11504 C
11505 CALL TSTEP(LOOPFG)
11506 GO TO 100
11507C
11508C END WHILE
1150 9C
11510C ADD 1 TO NUMBER OF TRIES
11511C
11512 110 NTRIES = NTRIES + 1
115 13C
11514C IF THIS WAS THE LAST TRY ALLOWED,
11515C THEN SET CASE-IS-LIONE-FLAG
115 16C
11517 IF (NTRIES .GE. MAXTRI) DONEFO = I
115 18C
11519C ELSE CONTINUE, SKIPPING CALCULATIONS
1 1520C
11521C END IF (ORIGINAL CONSTANTS)
11522C
11523 120 RETURN
11524C
11525 END
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11526 SUBROUTINE TZERO(NTRIES)
11527C
11529C THIS SUBROUTINE COMPUTES AND PRINTS CASE CONSTANTS
11529C FROM THE GIVEN INPUT VALUES. IT ALSO PROVIDES FOR
11530C THE FIRST LINE OF OUTPUT (T=O) TO BE PRINTED OUT
11531C ON A NEW PAGE WITH HEADINGS.
1 1532C
11533C THIS SUBROUTINE IS CALLED DY THE PROCEDURE TCNTRL
11534C AND CALLS THE FOLLOWING SUBPROCEDURES
11535C DTZERO INITIALIZES ."EAM CONSTANTS I VARIABLES
11536C PTZERO INITIALIZES PLATE CONSTANTS
11337C & VARIABLES
11538C CALXHO FINDS THE ORIGINAL HINGE LOCATION, XHO
11539C CHEKXH CHECKS THE ORIGINAL LOCATION OF THE
11540C HINGE. XHOP AT TIME - 0
11541C PRINTR PRINTS OUT THE INITIAL VALUES FOR THE
11542C GIVEN CASE AT TIME u 0
11543C
11544C THE INPUT PARAMETERP NTRIESP IS USED TO PREVENT
11545C THE CALCULATION AND PRINTING OF THE COMPUTED CON-
11546C STANTS FOR THE CASE ON THE SECOND AND SUCCEEDING
11547C TRIES. THE PARAMETER WILL NOT BE ALTERED IN ANY
11548C WAY.
11549C
11550C THE CASE-IS-DONE-FLAG MAY BE SET IN TWO WAYS
11551C FIRST, WHEN THE PLATE CONSTANT, Zr CANNOT BE FOUND
11332C OR DOES NOT CONVERGE, AND SECOND, IF NEGATIVE
11553C CONSTANTS ARE COMPUTED.
11554C
11555C
11556 INTEGER DADXFG, DPFLAGP BRHF6, DONEFGP EOFLAGP FLGXv FLGYP
11557 a BRHFGI
11558 COMMON / FLAGS / BADXFGv BPFLAGP DRHFG. DONEFGP EOFLAGP
11559 & IERRFG, LOADFG. MECHFGP MlSTFGt NCONFGP FLGX, FLGY.
11560 & BRHFG1
11561 COMMON /INPUTS /BLEN, DHGTP HREF, BIGW. RATLDv ZO,
11562 a TCASEP Do F, 0r 01, COVER, TEP SIGMACP SIGMAR. SMALLN.
11563 1 WAVEFN
11564 COMMON / RESULT / DELTA, PEP To THETA, THETADP VEL, WFP
11565 & UK, UPP BIGX, XH
11566 COMMON / CONC / A, ALPHA, AR, BIGDP DIGLP EXIP EX2P EY1.
11567 & EY2P EZIP EZ2P RHORP RHOC. SMALLMP TAUP TCRP TINCRP
11568 a TMAXP TPRINT
11569 COMMON ICONSTS /ACUBEP AFOURP ARSO. ARSZP1. ARZSP1,
11570 a ARZP1, ARZSP ASQP Br BIGRBt BIGMUP DELTAK. EPSLNUP
11571 a FOURTH. HALF. ONEMZ. ONEPZP SIXTH, THETUlp THIRD.
11572 & TWELFHP U, Zv ZD, ZCUBEP ZFOURP ZSQ
11573 COMMON /RES4 /PUP H
1 1574C
115 75C
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11576C IF THIS IS THE FIRST TIME THRU TZERO FOR THIS CASE
11577C
11579 IF (NTRIE8 EQ. 0 .AND. DRHFG EQ. 0) THEN
11579C
11580C USE INPUT VALUES TO COMPUTE CONSTANTS
11581c
11592 BIGMU =0.9 S D ** 2 * 0 *SIGMAR S(1.0 -0.59 10$
11583 a (SIGMAR / SIOMAC))
11594 AS =A *A .
11585 ACUE A 3--
11586 AFOUR =A *34
11587 ARSO AR *AR
11588 W =386.4 1SMALLM
11589 DELTAK =SMALLN 3386.4
11590 RHOC =SMALLM / H
11591 THETUI = (4.0 * H * EPSLNU) /D **2
11592C
11593C SET TYPE OF CASE CONSTANTS
11594C
11595C BEAM CASE
11596 IF (BPFLAG .EQ. 1) CALL 'TZERO
11597C PLATE CASE
11598 IF (NPFLAG .EE. 2) CALL PTZERO
11599C t
11600C FIND VALUE OF ORIGINAL HINGE LOCATION
11601C AND PRINT OUT COMPUTED CONSTANTS
11602C
11603 CALL CALXHO(XO C XHO)
11604C
11605 IF (BPFLAG .EQ# 1) WRITE (*P110) Bp I4IGMUP Wi XHO
11606 IF (DPFLAG .EQ. 2) WRITE (1,120) Bt Zy BIGMUP W, XHO
11607C="
11608C IF NEGATIVE CONSTANTS, PRINT MESSAGE
116 09C
11610 IF (B LE. 0.0 .OR. IMU LT. 0.0 .OR. W LE. 0.0) THEN
11611C
11612 WRITE ( A130)
11613 DONEFG = 1
11614C
11615 ELSE
11616C SET BREACH FLAG
11617 BRHFG CEBRHF01
11618 END IF
11619C
11620C IF THIS IS THE 1ST TIME THRU FOR BREACH ENTRY
11621C
11622 ELSEIF(NTRIES.EQ.0.AND.BRHFO.EQ. 1)THEN
11623C
11624C SET UP CONSTANTS FOR BREACH OUTPUT
11625C
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11626 CALL FIXDRH
11627 DRHFG a 2
11628C
11629 END IF
11630C
11631C IF CASE CONSTANTS APPEAR OKAY..-
11632C
11633 IF (DONEFG VEZ. 0) GO TO 100
11634C
11635C THEN SET BIOX AND XH TO ORIGINAL HINGE LOCATION9
11636C CHECK MECHANISM AND PRINT TIME ZERO RESULTS
11637C
11638 DIGX XO

*11639 XH - XHO
11640 CALL CHEKXH
11641 CALL PRINTR
11642C
11643C ELSE CONTINUE
11644C END IF (CONSTANT OKAY)
11645C
11646 100 RETURN
11647C
11648C FORMAT STATEMENTS -

1 1649C
11650 110 FORMAT ('0' / '0'v 2Xv 'COMPUTED CONSTANT VALUES' /'0',
11651 a 6Xt 'BEAM HALF WiDTH, IN.', T56t '(B)'t 015.8 /7XY

11652 1 'HINGE MOMENT, IN.LD/N.,T2 '(DIGMU)'? 615.8

11653 a 7Xv 'WEIGHT PER UNIT AREA, LBS./IN.SO.', T56i '(U)'v
11654 a 615.8 / 7Xp 'ORIGINAL HINGE LOCATION, IN.', T55v
11655 £ '(XH)', 015.8)
11656 120 FORMAT ('0' / '0', 2Xv 'COMPUTED CONSTANT VALUES' / '0'p
11657 a 6Xr 'PLATE HALF LENGTHP IN.', T56P '(B)', 615.8 / 7XY
11658 a 'RATIO OF FINAL HINGE LOC TO Bp DIMENSIONLESS', T56p
11659 & '(Z)'p 615.8 / 7Xr 'HINGE MOMENT, IN.-LBS./IN.'r T52P
11660 1 '(BIGMU)', G15.8 / v 7Xv
11661 1 'WEIGHT PER UNIT AREA, LBS./IN.SO.'r T56p '(U)',
11662 a 615.8 / 7XP 'ORIGINAL HINGE LOCATION, IN.', T55v
11663 a '(XH)'v 615.8)
11664 130 FORMAT ('0'/
11665 1 'OSOME COMPUTED CONSTANTS FOR THIS CASE ARE NEGATIVE.'
11666 1 / Xv 'SOME INPUT VALUES MUST BE IN ERROR.' / Xp
11667 £ 'CASE IS TERMINATED.'/
11668C
11669 END
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11670 SUBROUTINE BTZERO
1 1671C
11672C THIS SUBROUTINE CALCULATES THE INITIAL VALUES OF
11673C CONSTANTS AND VARIABLES TO BE USED BY THE GIVEN
11674C BEAM CASE.
1 1675C
11676C ALL OF THE CONSTANTS AND VARIABLES INITIALIZED ARE
11677C PASSED TO THE OTHER PROCEDURES THROUGH THE COMMON
11678C BLOCKS9 COMPSP FLAGSP AND CONSTS.
116 79C
11680C THIS SUBROUTINE IS CALLED BY THE PROCEDUREY TZERO.
11681C IT CALLS NO SUBPROCEDURES.
11682C
11683C
11684 EXTERNAL FXBOP PXY
11685 INTEGER BADXFGv BPFLAGP BRHF6, DONEFO, EOFLAGv FLGXv FLGY,
11696 a BRHFG1
11687 COMMON / FLAGS / BADXFGt BPFLAGP BRHFGp DONEFGP EOFLAGY
11699 & IERRFG, LOADFG, MECHFGY MlSTFOP NCONFG, FLGX, FLGYP
11689 & BRHFG1
11690 COMMON / COMPS / ATHEDIP ATHED2v APEDOTY AWFDOTP DELDOT9
11691 a PEDOT? THEOTI, THEDT2t THEDr3v WFDOT, WPDOT
11692 COMMON / CONSTS / ACUBE, AFOURP ARSOP ARSZP1, ARZSPI9
11693 a ARZP1. ARZSP ASO? Dp BIGRB, BIGMUP DELTAK, EPSLNUP
11694 & FOURTH, HALF, ONEMZv ONEPZP SIXTH, THETUl, THIRD9
11695 a TWELFHP U, Zy ZD, ZCUBEP ZFOURP ZSG
11696 COMMON / INPUTS /BLENY BHGTv HREFP BIGW9 RATLDv ZOv
11697 1 TCASEP Dt Fv Or 01, COVER, TEP SIGMAC, SIGMARP SMALLN9
11698 a WAVEFN
11699 COMMON / CONC / Ap ALPHA, ARP BIGDr BIGLt EXit EX2P EY19
11700 a EY29 EZi, EZ2v RHORP RHOC, SMALLM9 TAUP TCR, TINCRP
11701 1 TMAXP TPRINT
11702 COMMON IRESULT / DELTA, PEP Tq THETA, THETADP VELP UFP
11703 1 UKP UP, BIGXp XH
11704 COMMON /RES4 /PUP H
11705C
117 06C
11707C SET UP BEAM CONSTANTS
11708C'A
11709 8 A *AR
11710 THEDT2 =3.0 * HALF * DELTAK /A
11711 THEDT3 =3.0 * F *BIGMU / (SMALLM $ACUBE)
11712 UFDOT =4.0 *ASO S
11713 WPDOT =4.0 *B * F * BIGMU
11714 PEDOT =4.0 *ASO * 8 * SMALLN *W
11715 ATHED2 =THEDT2 + THEDT3
11716 APEDOT =PEDOT * HALFS
11717C
11718C IF THIS IS A UNIFORM LOAD
11719C
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11720 IF (LOADF6 .ED. 1) THEN
11721C
11722C DETERMINE UNIFORM LOAD CONSTANTS FOR COMP
11723C
11724 DELDOT aPU / SMALLM
11725 THEMT 3.0 * DELDOT SHALF /A
11726 AWFDOT = FDOT * PU * HALF
11727C
11728 ELSE
11729C DETERMINE BLAST LOAD CONSTANTS FOR COMP
117 30C
11731 DELDOT = 1.0 / (SMALLM * A * B)
11732 THEDT1 - 3.0 / (SMALLM * ACUBE 9 )
11733 XH x A
11734 CALL DBLNC(O. XHP FX3Ot PXYv ANSX)
11735 ATHEDI = THEDTI * ANSX
11736 AWFDOT = 4.0 *ANSX
11737C
11738 END IF
117 39C
11740 RETURN
11741C
11742 END
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11743 SUBROUTINE PTZERO S
11744C
11745C THIS SUBROUTINE COMPUTES INITIAL VALUES OF VARI-
11746C ABLES AND CONSTANTS TO BE USED BY THE GIVEN PLATE -'-"

11747C CASE. THE PLATE CONSTANT Z IS FOUND USING THE
11748C ROOT-FINDING ROUTINE, BISECT, WITH THE DERIVATIVE
11749C FUNCTION, DFZ, A MESSAGE IS PRINTED AND THE CASE
11750C IS TERMINATED IF Z CANNOT BE FOUND.
11751C
11752C THIS SUBROUTINE IS CALLED BY THE PROCEDURE, TZERO,
11753C AND CALLS THE FOLLOWING SUBPROCEDURES
11754C BISECT TO SOLVE FOR Z (THE FUNCTION, DFZ, IS
11755C CARRIED TO BISECT AS A PARAMETER)
11756C DBLNC TO COMPUTE THE DOUBLE INTEGRALS
11757C WITHIN
11758C P(XY) TO COMPUTE CONSTANTS FOR THE
11759C MECHANISM 1 CASE (THE FUNCTIONS, FXPOP
11760C FYPO, AND PXY ARE CARRIED TO DBLNC AS
11761C PARAMETERS).
11762C
11763C THE NON-CONVERGENT-FLAG IS RETURNED TO THIS ROU-
11764C TINE BY THE ROUTINE, BISECT, AS SET, IF THE MIN
11765C FOR THE Z FUNCTION CANNOT BE FOUND. THIS IS - -' -

11766C PASSED THROUGH THE COMMON BLOCK, FLAGS, BACK TO
11767C THE CALLING PROCEDURE, TZERO.
11768C
11769C ALL THE CONSTANTS AND VARIABLES INITIALIZED ARE
11770C STORED AND PASSED TO THE OTHER PROCEDURES BY THE
11771C COMMON BLOCKS, COMPS, AND CONSTS.
11772C
11773C
11774 EXTERNAL DFZ, FXPO, FYPO, PXY, PYX
11775 INTEGER BADXFG, BPFLAG, BRHFGP DONEFG, EOFLAG, FLGX, FLGY,
11776 a BRHFG-
11777 COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
11778 a IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLOX, FLGY,
11779 1 BRHFG1
11780 COMMON / COMPS / ATHEDI, ATHED2, APEDOT, AWFDOT, DELDOT,
11781 a PEDOT, THEDT1, THEDT2, THEDT3, WFDOT, WPDOT
11782 COMMON / INPUTS / BLEN, BHGT, HREF, BIGW, RATLD, ZO,
11783 1 TCASE, D Ft 0o 01, COVER, TEP SIGMAC, SIGMARP SMALLNP
11784 & WAVEFN
11785 COMMON / CONC / A, ALPHA, AR, BIGD, BIGL, EXI, EX2, EY1,
11786 & EY2, EZI, EZ2, RHOR, RHOC, SMALLN, TAU, TCR, TINCR,
11787 & TMAX, TPRINT
11788 COMMON / CONSTS / ACUBE, AFOUR, ARSO, ARSZPI, ARZSP1,
11789 a ARZPI, ARZS, ASO, B, BIGRB, BIGMU, DELTAK, EPSLNU,
11790 a FOURTH. HALF, ONEMZ, ONEPZ, SIXTH, THETUl, THIRD,
11791 a TWELFH, W, Z, ZB, ZCUBE, ZFOUR, ZSO
11792 COMMON / RES4 / PU, H
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11793C
11794C
11795C SOLVE FOR Z
11796C
11797 3 u A S AR
11798 NCONFG = 0
11799 IF (LOADF8 .EQ. 1) THEN
11800 CALL BISECT(.O00000p 1.0000001t Zr NCONFG, DFZ)
11801 ELSE
11802 CALL DISECT(,O0000001, 1.0, Z, NCONFO, DFZ)
11803 END IF
11804C
11805C ASSUME Z 1 IF MINIMUM NOT IN (0,1)
11806C
11807 IF (NCONFO .EO. 1) THEN
11808 Z = 1.0 S
11809 NCONFG - 0
11810 WRITE (S,100)
11911 END IF
11812C
11813C ASSUME Z CONVERGES AFTER 100 ITERATIONS
11814C
11815 IF (NCONF8 .EQ. - 1) THEN -

11816 NCONFG = 0 S
11817 WRITE (*,110)
11818 END IF
1119C COMPUTE Z CONSTANTS
11820C
11821C
11822 ZD = Z * B
11823 ZSO = Z * Z
11824 ZCUBE = Z *S 3
11825 ZFOUR = Z *2 4
11826 ARZS = AR S ZSQ
11827 ARZP1 = AR * Z + 1.0
11828 ARSZP1 = ARSO $ Z + 1.0
11829 ARZSPI = ARZS + 1.0
11830 ONEMZ = 1.0 - Z
11831 ONEPZ = 1.0 + Z
11832C
11833C DETERMINE CONSTANTS FOR COMP
11834C
1 1835C
11836 THEDT2 = DELTAK / A
11837 THEDT3 = F $ BIGMU * (AR + 1.0) / (SMALLM A AR * ACUBE)
11838 ATHDEM = ARZSP1 * THIRD - Z * FOURTH * ARZP1
11839 THWORK = ARZS * SIXTH + HALF - Z * THIRD
11840 ATHED2 = (THEDT2 5 THWORK + THEDT3) / ATHDEM .
11841C
11842 WPDOT = 4.0 $ F S BIOGU S A S ARSZP1 / (Z A AR)
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11843 PEDOT =4.0 $SMALLN W AR *ACUDE
11944 APEDOT =PEDOT * (HALF - Z * SIXTH)
11845SC
11846C IF THIS IS A UNIFORM CASE
11847C -

11849 IF (LOADFG .EQ. 1) THEN
11949C...
1i85OC DETERMINE UNIFORM LOAD COMP CONSTANTS
11851C
11952 THEDT1 PU / (SMALLM * A)
11853 ATHEDI THEDT1 * THUORK / ATHDEM
11854 DELDOT =PU / SMALLM
11855 WFDOT =4.0 * AR * ACUBE * PU
11856 AUFDOT =WFDOT * (HALF - Z * SIXTH)
1 1857C
11858 ELSE
11859C DETERMINE BLAST LOAD COMP CONSTANTS
11860C
11861 CALL DBLNC(0v At FXPOP PXYP ANSX)
11862 CALL DDLNC(Or ZB, FYPOP PYXP ANSY)
11863C
11964 THEDTI = (1.0) / (SMALLM * AFOUR *AR)
11865 ATHEDI - (ANSX + ANSY) * THEDT1 ATHDEM
11866 DELDOT = 1.0 / (SMALLM * A * B)
11867 AWFDOT = 4.0 * (A *ANSY / ZR + ANSX)
1 1868C
11869 END IF
118 70C
11871 RETURN
1 1872C
11873C FORMAT STATEMENTS
1 1674C
11875 100 FORMAT(/
11876 £ 'OTHE ROOT OF THE EQUATION FOR Z WAS NOT BETWEEN ZERO
11877 1 ' AND ONE' / 6XP 'Z IS ASSUMED TO BE 1.0')
11878 110 FORMAT(/
11979 a 'OTHE MINIMUM OF THE EQUATION FOR Z DID NOT CONVERGE
11880 I P 'AFTER 100 ITERATIONS'/
11881 a '0 LAST VALUE OF Z IS ASSUMED CORRECT')
1 1882Clo
11883 END
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11884 SUBROUTINE CALXHO(XO XHO)
11885C
1186C THIS SUBROUTINE HANDLES CALLING THE METHOD FOR
11887C SOLVING WHATEVER FUNCTION IS NECESSARY TO FIND
11888C THE ORIGINAL HINGE LOCATION FOR THE CASE--OR
11889C PRINTING AN ERROR MESSAGE IF IT CANNOT BE FOUND
11890C EXACTLY.
11891C
11892C THIS ROUTINE IS CALLED BY THE SUBROUTINE# TZERO.
11893C THE ONLY SUDPROCEDURE CALLED BY THIS ROUTINE IS
11894C THE ROOT-FINDING SUBPROCEDURE, BISECT, WHICH
11895C USES THE FUNCTION, BFTNX OR PFTNXr DEPENDING ON
11896C THE TYPE OF CASE.
11897C
11898C THE PARAMETERS RELATING TO THE COMPUTED HINGE
11899C LOCATIONt XO AND XHO, ARE RETURNED TO THE CALLING
11900C PROCEDURE, TZERO.
11901C
11902C
11903 EXTERNAL DFTNX, PFTNX
11904 INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLGY,
11905 9 BRHFG1
11906 COMMON / FLAGS / BADXFGt 9PFLAG, BRHFG, DONEFG, EOFLAG,
11907 a IERRFG, LOADFG, MECHFG, MISTFG, NCONFG, FLOX, FLOY,
11908 & BRHFG1
11909 COMMON / INPUTS / BLENP 8HGT, HREFp BIGWP RATLD, ZO,
11910 & TCASE, D, F, Or O1, COVER, TE, SIGMAC, SIGMAR, SMALLN,
11911 a WAVEFN
11912 COMMON / CONC / A, ALPHAP ARt BIGD, BIGL, EXI, EX2, EY- "
11913 a EY2, EZI, EZ2t RHOR, RHOCP SMALLM, TAU, TCRP TINCR-
11914 1 TMAX, TPRINT
11915C
11916C
11917C COMPUTE XHO IN THE INTERVAL (OPA)
119 18C
11919C DETERMINE TYPE OF CASE FOR CORRECT XHO FUNCTION
11920C
11921C IF SEAM CASE
11922 IF (BPFLAG .Eg. 1) CALL SISECT(O.00001t 0.99999, XOP
11923 a NCONFGv BFTNX)
11924C
11925C IF PLATE CASE
11926 IF (BPFLAG EQ. 2) CALL BISECT(O.00001, 0.99999, XO,
11927 a NCONFG, PFTNX)
11928SC
11929C END CASE OF TYPE OF CASE FOR XHO CALCULATION
11930C
11931 XHO = XO * A
11932C
11933C CHECK CONVERGENCE
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11935C CASE 1 DID NOT FIND ROOT IN THE INTERVAL (09A)
11936C
11937 IF (NCONFG .NEo 1) 00 TO 100
11938C ASSUME XHO =A

11939 WRITE (*9120)
11940 NCONFG = 0
11941 XO =1.0

11942 XHO =A .
11943C
11944C CASE 2 DID NOT CONVERGE AFTER 100 ITERATIONS
119 45C
11946 100 IF (NCONFG .NE. -1) GO TO 110
11947C ASSUME ROOT FOUND IS CORRECT
11949 WRITE (*9130) XHO
11949 NCONFG = 0
11950C
11951C END CASE ON CONVERGENCE
11932C
11953 110 RETURN
11934C
11955C FORMAT STATEMENTS
11936C
11?57 120 FORMAT(/
11958 1 'ONO VALUE OF THE ORIGINAL HINGE LOCATION# XHOP WAS
11959 1 P 'FOUND IN THE INTERVAL (OPA).'/
11960 9 IT IS ASSUMED TO BE THE VALUE OF A.')
11961 130 FORMAT(/
11962 a 'OTHE BISECTION METHOD USED TO FIND THE ORIGINAL
11963 a v 'HINGE LOCATIONP XHOP DID NOT CONVERGE AFTER 100
11964 1 t 'ITERATIONS.',.
11965 1 'THE RESULT OF THE LAST ITERATION WILL BE ASSUMED P
11966 1 ,'CORRECT XHO ='r 015.9, .'

11967C
11968 END

1 9
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11969 SUBROUTINE BISECT(GUESS1, GUESS2, ROOT, ERRFLG, FTN) .
11970C
11971C THIS SUBROUTINE TRIES TO FIND A ZERO ROOT FOR THE
11972C GIVEN FUNCTION WITHIN THE INTERVAL (GUESS1,GUESS2)
11973C USING THE BISECTION METHOD. GUESS 1 MUST BE LESS
11974C THAN GUESS 2.
11975C NOTE THIS ROUTINE MAY BLOW UP IF THE FUNCTION,
11976C FTN, HAS A DISCONTINUITY IN THE GIVEN INTERVAL. S

11977C
11978C THE INPUT PARAMETERS ARE DEFINED AS FOLLOWS
11979C GUESS1 THE LOWER END OF THE GIVEN INTERVAL
11980C GUESS2 THE UPPER END OF THE GIVEN INTERVAL
11981C FTN THE EXTERNAL FUNCTION SUBPROCEDURE
11982C WHICH COMPUTES THE FUNCTION FOR WHICH
11983C BISECT IS ATTEMPTING TO FIND A ROOT.
11984C
11985C THE OUTPUT PARAMETERS ARE DEFINED AS FOLLOWS
11986C ROOT THE ROOT FOR THE FUNCTION,
11987C FTN, IN TH
11988C GIVEN INTERVAL , IF FOUND
11989C THE MIDPOINT OF THE INTERVAL, IF THE
11990C ROOT WAS NOT FOUND
11991C ERRFLG Of THE ROOT WAS FOUND SUCCESSFULLY
11992C -1, THE ROOT FAILED TO CONVERGE
11993C AFTER 100 ITERATIONS
11994C +lp THE ROOT COULD NOT BE FOUND AS
11995C FTN(GUESSI) AND FTN(GUESS2) HAVE
11996C THE SAME SIGN, INFERRING THAT
11997C THERE IS EITHER NO ROOT OR MORE
11998C THAN ONE ROOT FOR THE FUNCTION IN
11999C THIS INTERVAL.
12000C
12001C THIS ROUTINE IS CALLED BY THE SUBPROCEDURES,
12002C PTZERO AND CALXHO. IT CALLS THE SUBPROCEDURE,
12003C FTN, WHICH MAY BE ONE OF THE FOLLOWING FUNCTIONS
12004C DFZ CALLED BY PTZERO, FINDS THE VALUE OF
12005C BFTNX CALLED BY CALXHO, FINDS XHO, BEAM CASE -

12006C PFTNX CALLED BY CALXHO, FINDS XHO,
12007C PLATE CASE lop
12008C
12009C
12010 INTEUER ERRFLG
12011 EXTERNAL FTN
12012C
12013C

12014C CLEAR ERROR-FLAG AND INITIALIZE END POINT VALUES
12015C INITIALIZE EPSILON AND PUT DUMMY VALUE IN F3 _
12016 ITER = 0
12017 Xl = GUESSI
12018 X2 = GUESS2
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12019 EPSILN : ABS(X2-X1) * 0.00000001 •
12020 F3 z 1.0
12021 SF3 = SIGN(1.0,F3)
12022C
12023 Fl = FTN(X1)
12024 F2 = FTN(X2)
12025 SF1 = SIGN(1.0pFl)
12026 SF2 = SIGN(1.0,F2)
12027C "0
12028C IF THE SIGNS OF Fl AND F2 ARE THE SAME
12029C
12030 IF (SF1 .NE. SF2) GO TO 100
12031C
12032C THEN THERE IS AN EVEN NUMBER OF ROOTS IN GIVEN
12033C INTERVAL (02,4,...)--SET THE ERROR FLAG
12034C
12035 ERRFLG = 1
12036 ROOT = (X2 - Xl) / 2.0 + Xl
12037 GO TO 150
12038C
12039C ELSE CONTINUE
12040C
12041C DO WHILE F3 IS NOT ZERO AND ITER < 100 -
12042C AND (X2 - Xl) IS NOT ZERO
12043C
12044 100 IF ((SF3*F3) .LT. EPSILN ,OR. (X2-XI) .LT. EPSILN) GO TO 140
12045 ITER ITER + 1
12046 IF (ITER .GT. 100) GO TO 130
12047C
12048C FIND X3 BETWEEN Xl AND X2. COMPUTE F3.
12049C '
12050 X3 = Xl + (X2 - Xl) / 2.0
12051 F3 = FTN(X3)
12052 SF3 = SIGN(1.0,F3)
12053C
12054C IF NO ROOT BETWEEN Xl AND X3
12055C
12056 IF (SF3 .NE. SF1) GO TO 110
12057C
12058C THEN MOVE Xl TO X3
12059C
12060 X1 = X3
12061 Fl = F3
12062 SF1 = SF3
12063 GO TO 1.-0
12064C
12065C ELSE MOVE X2 TO X3
12066C
12067 110 X2 = X3

12068 F2 = F3
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12069 SF2 =SF3

120 70C
12071C END IF
12072C
12073 120 G0 TO 100

12075C END WHILE
12076C
12077C TAKE CARE OF ERROR--DID NOT CONVERSE IN 100 TRIES

* 12078C
12079 130 ERRFLG I

12080 ROOT =(X2 -XI) /2.0 + X1
12081 0O TO 150
12082C
12083C ROOT HAS BEEN FOUND
12084C
12085 140 ROOT = X3
12086C
12087C END IF
12088C
12089 150 RETURN
12090 C
12091 END
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12092 FUNCTION BFTNX(TRIALX)0
12093C
12094C THIS FUNCTION CALCULATES A VALUE OF THE BEAM ORI-
12093C GINAL HINGE LOCATION EQUATION FOR THE GIVEN TRIAL
12096C X (WHICH IS A GUESS AT THE CORRECT VALUE). IF THE
12097C RESULT RETURNED IS ZEROP THE GUESS IS CORRECT.
12098C
12099C THIS FUNCTION IS CALLED BY THE ROOT-FINDING SUB-
12100C PROCEDURE, BISECT. IT CALLS NO SUBPROCEDURES.
12101C
12102C
12103 EXTERNAL F1B0t FXBOP PXY
12104 INTEGER BADXFGP DPFLAG, BRHFG. DONEFGP EOFLAGY FLGXP FLGY,
12105 £ BRHFG1
12106 COMMON / FLAGS / BADXFGP BPFLAGP BRHFGP DONEFGP EOFLAGP
12107 a IERRFGv LOADFG, MECHFGr MISTFGP NCONFGv FLGXP FLGY,
12108 1 BRHFGI
12109 COMMON / COMPS / ATHEDIP ATHED2P APEDOT, AWFDOTP DELDOT,
12110 a PEDOTP THEDT1, THEDT2P THEDT39 WFDOTP WPDOT
12111 COMMON / CONSTS / ACUBE, AFOURt ARSO, ARSZP1, ARZSP1,
12112 1 ARZP1, ARZSP ASOP BP BIGRBP BIGMUP DELTAK, EPSLNUr
12113 1 FOURTH, HALF, ONEMZP ONEPZP SIXTHP THETUl, THIRD,
12114 1 TWELFHP W, Z, ZBP ZCUBEt ZFOURP ZSQ
12115 COMMON / INPUTS / BLENP BHGT. HREF, BIGWP RATLDP ZO?
12116 1 TCASEP Dr F, 0, 01P COVER. TE, SIGMAC, SIGMAR, SMALLNP
12117 1 WAVEFN
12115 COMMON / CONC /At ALPHA, AR, BIGDP BIGLY EXIP EX2P EY1,
12119 a EY2? EZIP EZ2P RHORP RHOC, SMALLMP TAUP TCR, TINCRP
12120 1 TMAXt TPRINT
12121 COMMON / RESULT / DELTAP PEP Tv THETA. THETADP VEL, UP.
12122 1 UK. UP, BIGXP XH
12123C
12124C
12125 TRXSO TRIALX * TRIALX
12126 TRXCUB =TRIALX *TRXSQ
12127 XH =A *TRIALX
12128C
12129C USE EQUATION DEPENDING ON TYPE OF LOAD FOR BEAM
12130C
12131C IF UNIFORM LOAD
12132 IF (LOAr'FG .EQ. 1) THEN
12133C
12134 THEDD =(THEDT1 THEDT2) /TRIALX -THEDT3 /TRXCUB
12135 DELrID = DELDOT -DELTAK

12136C
12137C
12138C IF BLAST LOAD
12139 ELSE
12140C
12141 CALL Et'BLNC(XH? A. FlBO. PXYP ANSI)
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12142 CALL DDLHC(Op XHt FX9O, PXYP ANSX)
12143 THEDD = (ANSX * THEDTI THEDT3) / TRXCUD TI4EDT2 /TRIALX
12144 DELDD =DELDOT SANSI/ (1.0 -TRIALX) -DELTAK

12143C
12146 END IF
12147C END OF CASE ON TYPE OF LOAD
12 148SC
12149 BFTNX XH *THEDD -DELDD

12150C
12151 RETURN
12152 END
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12153 FUNCTION PFTNX(TRIALX)0
12134C
12155C THIS FUNCTION CALCULATES A VALUE OF THE PLATE ORI-
12136C GINAL HINGE LOCATION EQUATION FOR THE GIVEN TRIAL
12157C X (WHICH IS A GUESS AT THE CORRECT VALUE). IF THE
12138C RESULT RETURNED IS ZEROv THE GUESS IS CORRECT.
12159C
12160C THIS FUNCTION IS CALLED BY THE ROOT-FINDING PRO-
12161C CEDUREP BISECT.
12162C
12163C
12164 EXTERNAL FIPOP FXPOP FYP0P PXYP PYX
12165 INTEGER BADXFG, BPFLAG, BRHFGr DONEFOt EOFLAGP FLGXp FLGYr
12166 1 BRHF61
12167 COMMON / FLAGS / BADXFGr BPFLAG# BRHFGp DONEFGv EOFLAGP
12168 1 IERRFG, LOADFG, MECHFGr M1STFGt NCONFG. FLGXf FLGYP
12169 a BRHFGI
12170 COMMON / COMPS / ATHED19 ATHED2P APEDOT, AWFDOTP DELDOT,
12171 9 PEDOTY THEDT1, THEDT2v THEDT3t WFDOT, WPDOT
12172 COMMON / CONSTS / ACUBE, AFOURP ARS09 ARSZP1. ARZSP1,
12173 a ARZP1, ARZSr ASQ, Bt BIGRBv BIGMUt DELTAK, EPSLNUt
12174 1 FOURTH, HALF, ONEMZr ONEPZv SIXTH, THETUl, THIRD,
12175 a TWELFHP W, Zy ZBY ZCUBEP ZFOURF ZSG
12176 COMMON / INPUTS / BLENP BHGTY HREF, BIGWq RATLD, Z09
12177 1 TCASEP Or Fy Or O1, COVER, TEP SIGMAC, SIGMAR, SMALLN9
12178 £ WAVEFN
12179 COMMON / CONC /A, ALPHA, ARP 9IGO, BIGLP EXi, EX2r EYIP
12180 1 EY2, EZ19 EZ2P RHOR9 RHOCP SMALLMP TAUP TCRP TINCRP
12181 1 TMAX r TPRINT
12182 COMMON / RESULT / DELTA. PEP Tv THETA, THETADP VELP WFv
12183 9 WK, UP, BIGX, XH
12184C
12185C
12186 TRXSO = TRIALX * TRIALX
12187 XH =A * TRIALX
12188C
12189C IF UNIFORM LOAD
12190C
12191 IF (LOADFG .EQ. 1) THEN
12192C
12193 THEDD = ((THEDTI-THEDT2) *(ARZS *(HALF -TRIALX * THIRD) +
12194 1 HALF - TRIALX * Z * THIRD) -THEDT3 /TRXSQ) /
12195 £ (TRIALX * (ARZSP1 * THIRD -ARZF1 Z *TRIALX*
12196 1 FOURTH))
12197 DELDD = DELDOT - DELTAK
12198C
12199 ELSE
12200C MUST BE A BLAST LOAD
12201IC
12202 CALL DBLNC(0, XHP FXPOY PXYP ANSX)
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12203 CALL DBLNC(0, ZDSXH/At FYPOP PYX, ANSY)
12204 CALL DBLNC(XH, At FIPO. PXYP ANSI)
12205C
12206C
12207 THEDD = ((ANSX+ANSY) * THEDT1 - THEDT3 - THEDT2 * TRXSQ*
12208 a (ARZS * (HALF - TRIALX * THIRD) + HALF - Z * TRIALX*
12209 1 THIRD)) / (TRIALX ** 3 * (THIRD * ARZSPI - TRIALX
12210 5 Z *FOURTH * ARZP1)) .
12211iC
12212 DELDD =ANSI * DELDOT /((1.0-TRIALX) *(1.0 -TRIALX$

12213 5 Z)) - DELTAK
1221 4C
12215 END IF
122 16C
12217 PFTNX =XH *THEDD -DELDD

12218C
12219 RETURN
12220 END
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12221 FUNCTION DFZ(TRIALZ) -

12223C THIS FUNCTION SUDPROCEDURE COMPUTES THE VALUE OF
12224C THE DERIVATIVE OF THE Z FUNCTION AT THE VALUE OF
12225C TRIALZ. IT USES THE SECANT LINE APPROXIMATION TO
12226C DETERMINE THE DERIVATIVE.
12227C
12228C THIS FUNCTION IS CALLED BY THE ROOT-FINDING PRO-
12229C CEDURE, BISECT, IN ORDER TO DETERMINE THE MINIMUM . -
12230C VALUE OF Z IN THE GIVEN INTERVAL. IT CALLS THE
12231C FUNCTION, FTNZ.
12232C
12233 EXTERNAL FTNZ
12234 INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLOX, FLGY,
12235 a BRHFG1
12236 COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
12237 3 IERRFG, LOADFO, MECHFG, MlSTFG, NCONFG, FLGX, FLGY,
12238 a BRHFG1
12239 COMMON / CONSTS / ACUBE, AFOUR, ARSOP ARSZP1, ARZSP1,
12240 1 ARZPI, ARZS, ASO# B, BIGRD, BIGMU, DELTAK, EPSLNU,
12241 1 FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETU1, THIRD,
12242 1 TWELFH, W, Z, ZB, ZCUBE, ZFOUR, ZSQ
12243 DATA EPSILN/.0000001/
12244C
12245C
12246C IF UNIFORM LOAD
12247C
12248 IF (LOADFG .EG. 1) THEN
12249C
12250 DFZ = (ARSO * TRIALZ + 2.0) * TRIALZ - 3.0
12251C
12252 ELSE
12253C IF BLAST LOAD
12254C
12255 DFZ = (FTNZ(TRIALZ+EPSILN) - FTNZ(TRIALZ-EPSILN)) / (2.0 *
12256 1 EPSILN)
12257C
12258 END IF . __
12259C

12260 RETURN
12261 END
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12262 FUNCTION FTNZ(TRIALZ)W
12263C
12264C THIS FUNCTION CALCULATES A VALUE FOR THE PLATE Z
12265C FUNCTION FOR THE GIVEN TRIAL Z,
12266C
12267C THIS FUNCTION IS CALLED BY THE SUBPROCEDUREP DFZP
12269C WHICH CALCULATES THE DERIVATIVE OF THE Z FUNCTION.
12269C IT CALLS THE DOUBLE INTEGRATION ROUTINE, DBLNCt
12270C IN ORDER TO DETERMINE THE TWO DOUBLE INTEGRALS IN
12271C THE DENOMINATOR.
12272C
12273C
12274 EXTERNAL FXPOP FYPOP PXYP PYX
12275 INTEGER BADXFG, BPFLAGD BRHFGt DONEFO, EOFLAGr FLGXp FLGYP
12276 9 BRHFG1
12277 COMMON / FLAGS / BADXFGr BPFLAGp BRHFGp DONEFOP EOFLAGP
12279 1 IERRFG, LOADFG, MECHFG, M1STFG, NCONFG, FLGX, FLGY,
12279 £ BRHFG1
12290 COMMON / CONSTS / ACUBEY AFOURP ARSOP ARSZP1, ARZSP1,
12291 a ARZP1, ARZSP ASO, Bp BIORD, BIGMU# DELTAKP EPSLNUr
12292 a FOURTH, HALF, ONEMZP ONEPZP SIXTH, THETUlv THIRD,
12293 a TWELFHP Wr Zp ZBP ZCUBEP ZFOURP ZSO
12284 COMMON / INPUTS / BLENP BHGTP HREF, BIGWv RATLDv ZOP
12295 £ TCASEP Dr F, 0r O1t COVER, TEP SIGMACP SIGMARP SMALLNP
12296 £ WAVEFN
12297 COMMON / CONC / A, ALPHA, ARP BIGDv BIGLP EXI, EX2Y EY1,
12288 1 EY2P EZI, EZ2, RHORP RHOCP SMALLMP TAU, TCRP TINCRv
12299 1 TMAXP TPRINT
12290C
12291 C
12292 ZB 9 TRIALZ
12293C
12294 CALL DBLNC(0, ZBP FYPOP PYXp ANSY)
12295 CALL DBLNC(O, A, FXPOP PXYY ANSX)
12296C
12297 FTNZ =(ANSY /ZB + ANSX /A) /(A /Z9 + AR)
12298C
12299 RETURN
12300 END
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12301 SUBROUTINE FIXBRH .
12302C
12303C THIS SUBROUTINE RECALCULATES THE CONSTANTS TO BE
12304C USED FOR THIS PLATE CASE WHICH HAS SHOWN LOCALIZED
12305C LOAD SHEAR FAILURE. THESE NEW CONSTANTS WILL " ""
12306C SUBTRACT THE LOAD WHICH IS GOING THROUGH THE
12307C HOLE THROUGH THE CENTER OF THE PLATE (OR RADIUS
12308C BIGRB).
12309C
12310C THIS ROUTINE IS CALLED BY THE PROCEDURE, TZEROP
12311C AND CALLS THE DOUBLE INTEGRATION SUBPROCEDURE,
12312C DBLNC, TO COMPUTE SEVERAL DOUBLE INTEGRALS.
12313C
12314C ALL CONSTANTS AND VARIABLES USED ARE STORED IN
12315C THE COMMON BLOCKS, INPUTSP CONSTS, AND COMPS.
12316C
12317C
12318 EXTERNAL FXP1, FYPI, FZ, FZSGe FZPXY, FZPYX, FIP2, FlP3e
12319 1 PXYp PYX
12320 INTEGER BADXFG, BPFLAGp DRHFGv DONEFG, EOFLAGP FLGX, FLGYP
12321 a BRHFG1
12322 COMMON / FLAGS / BADXFG, BPFLAGP BRHFGp DONEFG, EOFLAG,
12323 & IERRFG, LOADFGp MECHFG, MISTFO, NCONFG, FLGXv FLGYP
12324 & BRHFG1
12325 COMMON / COMPS / ATHEDI, ATHED2, APEDOT, AWFDOT, DELDOT,
12326 a PEDOTP THEDT1, THEDT2, THEDT3, WFDOTP WPDOT
12327 COMMON / CONSTS / ACUBE, AFOUR, ARSO, ARSZP1, ARZSP1,
12328 & ARZPI, ARZS, ASO, B, BIGRB, BIGMU, DELTAK, EPSLNU,
12329 a FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUI, THIRD,
12330 & TWELFH, W, Z, ZB, ZCUBE, ZFOUR, ZSQ
12331 COMMON / INPUTS / BLENP BHGTr HREFr BIGW, RATLDq ZO,
12332 & TCASE, D F, 0, 0l COVERY TE, SIGmAC, SIGmAR, SMALLN.
12333 1 WAVEFN
12334 COMMON / CONC / A, ALPHA, AR, BIGD, BIGLP EX1, EX2, EY1,
12335 & EY2, EZIP EZ2, RHOR, RHOC, SMALLMP TAU, TCR, TINCR,
12336 1 TMAX, TPRINT
12337C
12338C
12339C RESET MECHANISM-FLAG AND Zy WRITE MESSAGE
12340C
12341 MECHFG = 1
12342 Z = 1.0
12343C
12344 WRITE (*P100)
12345C
12346C RECOMPUTE CONSTANTS TO BE USED
12347C
12348 ARPI = AR + 1.0
12349 ARSOP1 = ARSO f 1.0
12350 ARSZP1 = ARSOPI
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12351 ARZSP1 = ARPI
12352 ARZP1 = ARPI
12353 ARZS = AR
12334C
12355 AAR = A + AR*-
12356 XBAR = (AARB - SORT(AARB**2-ARSGPI*(A*A+B*B-BIGRB**2))) "
12357 9 ARSOPI
12358 YBAR = XBAR * OR
12359C
12360 CALL DBLNC(O.0 A. FXP1, PXY, ANSX)
12361 CALL DBLNC(O.Op B, FYPI, PYX, ANSY)
12362C
12363 CALL DBLNC(YBAR, Bo FIP2, FZPYX, ANSPX)
12364 CALL DBLNC(XDAR, A, FIP3, FZPXY, ANSPY)
12365C
12366 CALL DBLNC(YBAR, B, FlP2, FZ, ANSZX)
12367 CALL DBLNC(XBAR, A. F1P3r FZ, ANSZY) ." .
12368C
12369 CALL DBLMC(YBAR, Bp FIP2, FZSO, ANSZX2)
12370 CALL DBLNC(XBAR, A, FIP3, FZSQ, ANSZY2)
12371C
12372 THEDT1 = ANSX + ANSY - ANSPX - ANSPY
12373 THEDT2 = SMALLN * W * (ACUBE * AR * ARPI * SIXTH - ANSZX
12374 & ANSZY)
12375 THEDT3 : F * BIGMU * (ARP1 * A - 2.0 B DIGRB)
12376C
12377 ATHDEM SMALLM (AFOUR * AR * ARPI * TWELFH - ANSZX2 -

12379 a ANSZY2 / AR)
12379 ATHEDI = THEDT1 / ATHDEM
12380 ATHED2 = (THEDT2 + THEDT3) / ATHDEM
12381C
12382 WPDOT = 4. * F * BIGMU * (B + A / AR - ARPI I BIsRB / AR)
12383 APEDOT = 4. * SMALLN * * * (AR * ACUBE * THIRD - ANSZX -

12384 a ANSZY / AR)
12385 AWFDOT = 4. * (ANSY / AR + ANSX - ANSPX - ANSPY / AR)
12386C
12387 RETURN
12388C *

12389C FORMAT STATEMENT
12390C
12391 100 FORMAT ('0' /
12392 & 'OBECAUSE THIS PLATE HAS SHOWN LOCALIZED LOAD SHEAR
12393 a , 'FAILURE,' /
12394 1 ' A SECOND SET OF CALCULATIONS WILL BE DONE WITH
12395 a p 'THE BREACH AREA MASS AND LOADING REMOVED' /
12396 1 Z IS RESET TO 1.0. AND WE ASSUME THE PLATE TO BE IN " "
12397 1 , ' MECHANISM 1' /
12398C
12399 END
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12400 SUBROUTINE TSTEP(LOOPFG) S
12401LC
12402C THIS SUBROUTINE CONTAINS THE LOOP OF OPERATIONS
12403C PERFORMED ON THE GIVEN VARIABLES FOR THE CASE FOR
12404C ONE TIME STEP.
12405C
12406C THIS SUBROUTINE IS CALLED BY THE TIME-LOOP-CONTROL
12407C PROCEDURE, TCNTRL. IT CALLS THE FOLLOWING SUB-
12408C PROCEDURES
12409C CHEKXH TO CHECK THE LOCATION OF THE HINGE,
12410C XH, DURING MECHANISM TWO OF A CASE
12411C PRINTR TO PRINT OUT A LINE OF RESULTS FOR THE
12412C GIVEN TIME STEP
12413C RUNGEK TO PERFORM THE RUNGE-KUTTA COMPUTATION
12414C OF VARIABLES AT THE CURRENT TIME STEP.
12415C 5
12416C THE PARAMETER, LOOPFG, IS THE LOOP-CONTROL-FLAG,
12417C WHICH IS SET BY THIS ROUTINE IF THE LOOP SHOULD BE
12418C TERMINATED FOR ANY REASON.
12419C
12420C THE CASE-IS-DONE-FLAG, DONEFG, IS SET IN TWO WAYS
12421C 1 IF EITHER VELOCITY, DELTA DOT OR THETA DOT,
12422C GO NEGATIVE INDICATING THAT THE MAXIMUM
12423C DEFLECTION HAS BEEN REACHED OR THE PRESSURE j..
12424C WAS NOT SUFFICENT TO SHOW A RESPONSE AND
12425C THE CASE CAN BE TERMINATED
12426C 2 IF THE TIME MAXIMUM (TMAX) FOR THE CASE TO -
12427C BE RUN HAS BEEN REACHED, IN WHICH CASE THE
12428C CASE MUST BE ENDED.
12429C
12430C
12431 INTEGER BADXFGv BPFLAG, BRHFGv DONEFGR EOFLAG, FLGX, FLGY, J
12432 a BRHFG1
12433 COMMON / FLAGS / BADXFGv BPFLAGP BRHFGv DONEFG, EOFLAGP
12434 1 1ERRFGP LOADFG, MECHFGP MISTFG, NCONFG, FLGX, FLGY,
12435 a BRHFG1
12436 COMMON / INPUTS / BLENP BHGTp HREF, BIGWp RATLD, ZO,
12437 a TCASE, D, F, Op Q1, COVER, TE, SIGMAC, SIGtMAR, SMALLN,
12438 1 WAVEFN
12439 COMMON / CONC / At ALPHA, AR, BIGDv BIGL, EXl, EX2, EY1,
12440 & EY2, EZI, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
12441 1 TMAXY TPRINT
12442 COMMON / RESULT / DELTA, PE, T, THETA, THETAD, VEL, WF,
12443 a WK, UP, BIGX, XH
12444 COMMON / PRINTS / LITTLN, MAXLIN, NF, NUMLIN, NUMPAG,
12445 a NWAVEF, STEPCT
12446 CHARACTER FLAG*lI TIMNOW*10, TITLE*75, TODAY*10, TYPE*5 S
12447 COMMON / PRINTC / FLAG, TIMNOW, TITLE, TODAY, TYPE
12448 COMMON / CONSTS / ACUBE, AFOUR, ARSO, ARSZP1, ARZSP1,
12449 £ ARZP1, ARZS, ASO, Bp BIGRB, BIGMU, DELTAK, EPSLNU,
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12450 1 FOURTH, HALFP ONEMZY ONEPZv SIXTH, THETUl, THIRD,
12451 1 TWELFHt Wt Z, ZBP ZCUDEP ZFOURP ZSG
12452 CHARACTER STAR$1
12453 DATA STAR/'*'/
12454C
12455C
12456C COMPUTE MOTION I WORK EQUATIONS FOR NEXT TIME STEP --

12458C CALL RUNGEK

12459 WK z WF - WP - PE
12460 T = T + TINCR
12461 STEPCT = STEPCT + TINCR
12462C
12463C IF MECHANISM 1
12464C
12465 IF (MECHFG .NE. 1) GO TO 100
12466C
12467C THEN COMPLETE VEL AND DELTA CALCULATIONS
12468C
12469 VEL = THETAD IA
12470 DELTA = THETA IA
12471C
12472C ELSE CONTINUE
12473C END IF (MECH 1)
12474C
12475C IF EITHER VELOCITY IS ZERO
12476C
12477 100 IF (VEL .GE, 0.0 *AND. THETAD .GE. 0.0) GO TO 130
124 78C
12479C THEN WRITE MESSAGE AND SET
12480C CASE-IS-DONE-FLAG TO TERMINATE CASE
12481 C
12482C IF THIS IS THE FIRST TIME STEP
12483 IF (T *NE. TINCR) GO TO 110
12484C THEN WRITE NO RESPONSE MESSAGE
12485 WRITE (*P200)
12496 GO TO 120
12487C ELSE WRITE MAXIMUM DEFLECTION FOUND
12489 110 WRITE (1,180) DELTA, T fb
12489C
12490C END IF (1ST TIME STEP)
12491C
12492 120 LOOPPO 1
12493 LIONEFO I
12494 WRITE (1,210)
12495 GO TO 170
12496C
12497C ELSE CONTINUE COMPUTATIONS
12498C
12499C IF MECHANISM 2p GET NEW HINGE LOCATION (XH)
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1200 130 IF (MECHFG .EQ. 2) CALL CHEKXH
12501C
12502C IF HINGE LOCATION IS OKAY
12503 IF (BADXFG .NE. 0) G0 TO 150
12504C
12505C THEN CHECK FOR FAILURE WITH THETA U
12506C PRINT RESULTS IF END OF TIME STEP INTERVAL
12507C
12508 THETAU = D * (SORT(THETU1*XH+1.0) - 1.0) / XH
12509 IF (THETA .GT. THETAU) FLAG = STAR -

12510 IF ((STEPCT+TINCR) .GT. TPRINT) CALL PRINTR
12511iC
12512C IF TIME HAS REACHED THE LIMIT (THAX)
125 13C
12514 IF (TMAX .GE. (T+TINCR)) GO TO 140
12515C9
12516C THEN SET LOOP-CONTROL- AND CASE-IS-DONE-FLAGS
12517C AND WRITE TIME-EXCEEDED MESSAGE
12518 LOOPFG = 1
12519 DONEFG =1
12520 WRITE (*#190)
12521 WRITE (*9210)
12522C ELSE CONTINUE
12523C END IF (T=TMAX)
12524C
12525 140 GO TO 160
12526C
12527C ELSE SET LOOP CONTROL FLAG TO TERMINATE TRY
12529C BECAUSE OF A BAD HINGE LOCATION
12529 150 LOOPFG I
12530C
12531C END IF (GOOD XH)
12532C
12533 160 GO TO 170
12534C
12535C END IF (ZERO VELOCITIES)
12536C
12537 170 RETURN
12538C
12539C FORMAT STATEMENTS
12540C
12541 180 FORMAT ('0', 20Xv 'MAXIMUM DEFLECTION ='y G15.8v
12542 & AT TIME = ' G15.8)
12543 190 FORMAT ('0', 30Xp 'TIME EXCEEDED')
12544 200 FORMAT (0',r 20X r
12545 1 'INSUFFICIENT PRESSURE TO GIVE A RESPONSE')
12546 210 FORMAT ('0'p 2OX#
12547 1 'AN ASTERISK INDICATES THAT A REINFORCING ELEMENT HAS
12548 1 ''FRACTURED')

12549C

10-104



12550 END
12551 SUBROUTINE CHEKXH
12552C
22553C THIS SUBROUTINE CHECKS THE VALUE OF THE HINGE
12354C LOCATION, XHY TO SEE THAT IT IS WITHIN RANGE, AND
12555C TO SEE IF IT HAS MOVED FROM A MECHANISM 2 TO A
12556C MECHANISM I POSITION.
12557C
12558C IF THE HINGE LOCATION IS NEGATIVE (OFF THE END OF
12559C THE BEAM OR PLATE), THE DATA MUST BE BAD. IF THE
12560C HINGE LOCATION HAS MOVED WITHIN TWO PERCENT OF THE
12561C CENTER OF THE BEAM OR PLATE, IT IS CONSIDERED TO
12562C BE AT THE CENTER. WHICH IS THE MECHANISM 1 POSI-
12563C TION, AND THE MECHANISM FLAG IS CHANGED TO REFLECT
12564C THIS. IF THE HINGE LOCATION HAS MOVED PAST THE
12565C CENTER OF THE BEAM OR PLATE BY MORE THAN TWO PER-
12566C CENT? THE COMPUTATION IS CONSIDERED TOO IMPRECISE,
12567C AND SO THE TIME INCREMENT. TINCR, IS HALVED, A
12568C MESSAGE IS PRINTED, AND FLAGS ARE SET TO SHOW THAT
12569C THIS HAS HAPPENED AND TO RUN THROUGH THE COMPUTA-
12570C TION AGAIN WITH THE SMALLER TIME STEP. THE MAX-
12571C IlIUM NUMBER OF TIMES WHICH THIS CAN BE ATTEMPTED
12572C IS TWO (AND IS STORED IN THE CONSTANT, MAXTRIt IN
12573C THE SUBROUTINE, TCNTRL).
12574C
12575C THE BAD-HINGE-LOCATION-FLAG, BADXFGp IS SET IF
12576C THE HINGE LOCATION FOUND IS NEGATIVE OR PAST
12577C THE CENTER POINT BY MORE THAN TWO PERCENT.
12578C
12579C THE CASE-IS-DONE-FLAG, DOHEFGv IS SET IF THE HINGE
12580C LOCATION IS NEGATIVE.
12 581C
12582C THE MECHANISM-FLAG, MECHFGp IS CHANGED FROM 2 TO 1
12583C IF THE HINGE LOCATION HAS MOVED TO THE CENTER OF
12584C THE BEAM OR PLATE.
12585C
12586C THIS SUBROUTINE IS CALLED BY THESE PROCEDURES
12587C TCNTRL TO CHECK THE ORIGINAL HINGE
12588C LOCATION AT
12589C TIME ZERO
12590C TSTEP TO COMPUTE AND CHECK THE HINGE
12591C LOCATID
12592C AT EACH SUCCESSIVE TIME STEP.
12593C THIS ROUTINE CALLS NO SUBPROCEDURES.
12594C
1259 5C
12596 INTEGER BADXFG# BPFLAGP BRHFGv DONEFG, EOFLAGP FLGXv FLGYY
12597 1 BRHFG1
12598 COMMON / FLAGS / BADXFGr BPFLAGP BRHFGP DONEFGP EOFLAGP
12599 a IERRFGY LOADFGv MECHFGP M1STFGv NCONFGv FLGXv FLGYv
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12600 1 BRHFG1
12601 COMMON / INPUTS /BLEN, BHGTt HREFP BIOW, RATLDi ZOP
12602 9 TCASEP Dr F, Or O1, COVERP TEP SIGMAC, SIGMARP SMALLNr
12603 1 WAVEFN
12604 COMMON / CONC / At ALPHAY ARP B160. BIGI, EXIP EX29 EYlp
12605 & EY2P EZlp EZ29 RHORP RHOCP SMALLMP TAUY TCRY TINCRP
12606 a TMAXP TPRINT
12607 COMMON / RESULT / DELTA, PEP TP THETA, THETAD, VELP WFp

12608 & UK, UP, BIGXP XH0
12609C
12610C
12611C IF THIS IS NOT THE FIRST TIME STEP (T/=0)
126 12C
12613 IF (T .EQ. 0.0 .OR. THETA *Ea. 0.0) 60 TO 100
126 14C
12615C THEN COMPUTE HINGE LOCATION FROM LAST RESULTS
12616 XH = DELTA /THETA
12617 BIGX = XH /A
126 18C
12619C ELSE CONTINUE
12620C END IF (T)
12621C
12622C IF THE HINGE HAS NOT REACHED THE FINAL HINGE LOC
12623 100 IF (BIGX .GT. 0.98) GO TO 120
12624C
12625C THEN CASE IS STILL WITHIN MECHANISM 2
12626C IF HINGE LOCATION IS NEGATIVE
12627C
12628 IF (XH *GT. 0.0) GO TO 110
12629C
12630C THEN DATA MUST BE BAD
12631C SET BAD-HINGE I CASE-IS-DONE FLAGS TO END CASE
12632C
12633 WRITE (*w170)
12634 BADXFG = 1
12635 DONEFG = 1
12636C
12637C ELSE CONTINUE--HINGE LOCATION IS WITHIN MECH 2
12638C
12639C END IF (NEG XH)
126 40C
12641 110 GO TO 150
12642C
12643C ELSE HINGE HAS MOVED TO MECHANISM 1 LOCATION
12644C NEED TO CHECK RANGE
12645SC
12646C IF HINGE IS WITHIN 2% OF FINAL HINGE LOCATION
12647 120 IF (BIGX .GT. 1.02) GO TO 130
12648C
12649C THEN SET HINGE TO FINAL HINGE LOC ISET FLAGS
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12650C TO SHOW MECH I HAS BEEN SUCCESSFULLY REACHED
126.1C
12652 XH =A

12633 BIOX = 1.0
12654 MECHF- 
12655 GO TO 140
12656C
12657C ELSE HINGE HAS OVERSHOT THE FINAL HINGE LOC
12658C NEED TO DECREASE TIME STEP AND TRY AGAIN
12659C
12660 130 TINCR = TINCR / 2.0
12661 BADXFG = 1
12662 WRITE 14160) At XH
12663C
12664C END IF (2% OF FINAL HINGE LOC)
12665C
12666 140 G0 TO 150
12667C
12668C END IF (XH REACHED FINAL HINGE LOC)
12669C
12670 150 RETURN
126671C
12672C FORMAT STATEMENTS
12673C
12674 160 FORMAT ('OHINGE LOCATION HAS OVERSHOT FINAL HINGE LOCATION'
12675 1 / ' FINAL HINGE LOCATION = ' G15.8,
12676 & ' HINGE IS AT 's G15.8 /
12677 & ' TIME INCREMENT HAS BEEN HALVED--CASE WILL BE RERUN')
1267,1 170 FORMAT ('OHINGE LOCATION IS NEGATIVE--CASE IS TERMINATED'
12679 & / ' CHECK INPUT DATA VALUES')
12680C
12681 END
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12682 SUBROUTINE RUNGEK
12693C
12684C THIS SUBROUTINE SOLVES FIRST AND SECOND ORDER
12685C SIMULTANEOUS DIFFERENTIAL EQUATIONS USING THE
12686C RUNGE-KUTTA FOURTH-ORDER METHOD.
12687C
12688C THE FIRST ORDER SOLUTIONS OF THE DIFFERENTIAL
12689C EQUATIONS OF THE HIGHEST ORDER (WHICH CAN BE FIRST 5
12690C OR SECOND) ARE STORED IN THE ARRAY CALLED Y. THE
12691C FINAL SOLUTIONS FOR THE DIFFERENTIAL EQUATIONS
12692C (WHICH ARE ACTUALLY THE FIRST ORDER RESULTS STORED
12693C IN THE ARRAY, Y) ARE IN THE ARRAY Up WITH MArCHING
12694C SUBSCRIPT.
12695C
12696C THE ARRAY, ARO, HOLDS THE VALUES TO BE USED IN
12697C EACH STEP OF COMPUTING THE FUNCTION. THE FIRST
12698C ELEMENT OF ARG, ARG(l), IS ALWAYS USED FOR THE
12699C TIME ARGUMENT, T.
12700C
12701C THE ARRAYS, DX AND DXDXP ARE USED FOR THE VALUES
12702C OF THE FIRST AND SECOND ORDER CHANGE (DELTA)
12703C DETERMINED FOR EACH VARIABLE BY THE RUNGE-KUTTA
12704C METHOD. THESE ARE ADDED TO EACH ELEMENT OF Y AND
12705C U, RESPECTIVELY, TO DETERMINE THE NEW VALUES OF
12706C THE VARIABLES AT THE END OF THE TIME STEP.
12707C
12708C THIS SUBROUTINE CALLS THE SUBPROCEDURE, COMP,
12709C WHICH ACTUALLY COMPUTES THE PROPER FUNCTIONS AT
12710C EACH POINT OF THE RUNGE-KUTTA CALCULATION.
12711C -
12712C THE ARRAYS, AO, Al, A2, AND A3, HOLD THE INTER- p
12713C MEDIATE RESULTS OF THE RUNGE-KUTTA CALCULATION,
12714C SHOWING THE VALUE OF EACH FUNCTION AT EACH POINT
12715C OF THE CALCULATION. THESE VALUES ARE COMBINED
12716C TO FORM THE VALUES OF THE ARRAYS, DX AND DXDX,
12717C ACCORDING TO THE RUNGE-KUTTA FORMULA.
12718C
12719C FOR FURTHER INFORMATION ON THE METHOD USED HERE, "
12720C THE READER IS DIRECTED TO THE TEXT, INTRODUCTION
12721C TO NUMERICAL ANALYSIS BY HILDEBRAND (NEW YORK
12722C MCGRAW-HILL, 1956), PP. 233-239.
12723C
12724C THIS SUBROUTINE IS CALLED BY THE PROCEDUREP TSTEP.
12725C IT CALLS THE SUBPROCEDUREt COMP.
12726C
12727C
12728 INTEGER BADXFG, BPFLAG, BRHFGv DONEFO, EOFLAG, FLGX, FLGY,
12729 1 BRHFG1
12730 COMMON / FLAGS / BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG,
12731 1 IERRFG, LOADFG, MECHFG, MISTFO, NCONFG, FLGX, FLGY,
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12732 a BRHFOI
12733 COMMON / INPUTS / LENP DHGTp HREFr BlOWr RATLD, ZOP
12734 1 TCASEP Do F, 0. Ole COVER, TEP SIGMAC# SIGMARP SMALLNP
12735 a WAVEFN
12736 COMMON / CONC / Ap ALPHA, ARP DIGDv BIOL, EXl# EX2v EY~I
12737 t EY2, EZIP EZ2P RHOR, RHOC. SMALLMI TAUP TCRP TXNCRY
127398 TMAX, TPRINT
12739 COMMON / RESULT / DELTA, PEt To THETA, THETADr VEL, UF.
12740 a WK, UP. DIOXv XH
12741C
12742C
12743 DIMENSION Y(5)9 U(2)v DX(5)t DXDX(2)9 AO(5)r Al(5), AZ(5),
12744 a A3(S)v ARO(5)
12745C
127 46C
12747C INITIALIZE VALUES OF 1ST AND 2ND ORDER EQUATIONS
12748C
12749 Y(l) =VEL
12750 U(1) =DELTA

12751 Y(2) =THETAD
12752 U(2) =THETA

12753 Y(3) =F

12754 Y(4) W P
12755 Y(5) =PE

12756C
12757C SET UP ARGUMEN4TS FOR FIRST STEP OF RUNGE-KUTTA
12758C
12759 ARG(1) aT
12760 ARG(2) = DELTA
12761 ARG(3) = VEL
12762 ARG(4) = THETA

12763 ARG(5) = 714EYAD
12764 CALL COMP(AROP AO)
12765C
12766C SET UP ARGUMENTS FOR THE SECOND STEP
12767C
12769 HALFTI = 0.5 * TINCR
12769 ARG(l) = T + HALFTI
12770 ARG(2) = DELTA + HALFTI * VEL
12771 ARG'-) = VEL + 0.5 * AO(1)
12772 ARO(4) = THETA + HALFTI * THETAD
12773 ARG(5) = THETAD + 0.5 * AO(2)
12774 CALL COMP(ARGp Al)
12775C
12776C SET UP ARGUMENTS FOR THE THIRD STEP
12777C
12779 ARG(2) a DELTA + HALFTI * VEL +' 0.5 * HALFTI *A0(1)
12779 ARO(3) = VEL +' 0.5 * Al~l)
12780 ARG(4) = THETA +' HALFTI * THETAD + 0.3 HALFTI *AO(2)
12781 ARG(5) = THETAD + 0.5 5AI(2)
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12792 CALL COMP(ARS, A2)
127133C
12794C SET UP ARGUMENTS FOR THE FOURTH AND LAST STEP.*.
12785C
12786 ARG(1) = T + TINCR
12787 ARO(2) = DELTA + TINCR * VEL + HALFTI * Al~l)
12780 ARG(3) a VEL + A2(1)
12799 ARG(4) = THETA + TINCR * THETAD + HALFTI *AI(2)
12790 ARG(5) a THETAD + A2(2)
12791 CALL COMP(ARG, A3)
12792C
12793C PUT PIECES TOGETHER
12794C
12795 DO 100 1 a1I 2
12796 DXDX(I) -TINCR * Y(I) + TINCR S(AO(I) + A1(l) + A2(I))/
12797 £ 6.0
12799 100 U(I) =U(I) + DXDX(I)
12799C
12800 DO 110 1 It1 5
12801 DX(I) a(AO(I) + 2.0 SAl(l) + 2.0 $A2(I) + A3(I)) /6.0
12802 110 Y(I) = Y(I) + DX(I)
12803C
12804C COMPUTATION COMPLETE
12905C
12906 VEL = Y(1)
12807 DELTA =U(1)

12908 THETAD =Y(2)

12909 THETA =U(2)

12910 UF =Y(3)

12811 WP =Y(4)

12812 PE Y (5)
12813C
12814 RETURN
12915 END
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12316 SUBROUTINE COMP(ARG, AA)
129 17C
12918C THIS SUBROUTINE ACTUALLY COMPUTES ONE OF EIGHT
12819C POSSIBLE SETS OF FUNCTIONS WHICH DESCRIBE THE
12920C SIMULTANEOUS DIFFERENTIAL EQUATIONS BEING SOLVED
12821C FOR EACH TINE STEP. THE SET OF EQUATIONS USED
12922C DEPENDS ON THE TYPE OF CASE AND TYPE OF LOAD AS
12923C WELL AS THE CURRENT STATE (OR MECHANISM) OF
12924C THE CASE*
12825C
12926C THE INPUT AND OUTPUT PARAMETER ARRAYS ARE DEFINED
12927C AS FOLLOWS
12929C ARO INPUT TO THE PROCEDUREP CONTAINS THE
12929C ARGUMENTS TO BE USED IN COMPUTING THE
12830C FUNCTIONS
12931C AA OUTPUT RESULTS TO BE RETURNED TO THE
12932C CALLING PROCEDURE, RUNGEK. o
12933C
12834C IT USES THE SYSTEM LIBRARY ROUTINE, EXP. THIS
12935C ROUTINE IS CALLED BY THE RUNGE-KUTTA SUDPROCEDUREP
12936C RUNGEK.
12837C
12939C
12939 EXTERNAL F1DO, FIP09 FXBOP FXPOP FYPO# PXY, PYX
12940 INTEGER BADXFGP BPFLAGY BRHFGp DONEFOP EOFLAGv FLGXv FLOY,
12841 a ORHF01
12942 COMMON / FLAGS / BADXFGt BPFLAGP 3RHFGt DONEF09 EOFLAG,
12943 a IERRFG, LOADFG, MECHFG, M1STFG, NCONFG. FLOX, FLGYt
12944 a DRHFGl
12945 COMMON / COMPS / ATHEDIP ATHED2, APEDOTP AWFDOTP DELDOT9
12946 1 PEDOT, THEDT1, THEDT2, THEDT3v WFDOTP WPDOT
12847 COMMON / INPUTS / BLEN, BHGTP HREFP BIGWP RATLDP ZOP
12949 a TCASEt D, F, 0. 01, COVER, TEP SIGMACP SIGMAR, SMALLNP
12949 a WAVEFN
12950 COMMON / CONC / A. ALPHA? ARP BIGDP BIGLP EXIP EX29 EY19
12951 a EY2, EZIP EZ2P RHORP RHOCP SMALLMP TAUt TCRP TINCRP
12952 1 TMAXP TPRINT
12953 COMMON / RESULT / DELTA, PEP Tr THETA, TI4ETADP VELP WFP
12954 a WKP WP, BIGXP XH
12855 COMMON / CONSTS / ACUBEP AFOUR. ARSOP ARSZPlp ARZSPIP
12856 a ARZPIP ARZSP ASOP Bp BIORBP BIGMU, DELTAK, EPSLNUt

12957 a FOURTH, HALF, ONEMZP ONEPZP SIXTH, THETUl, THIRDY
12859 a TWELFHP W, Z, ZBt ZCUBEP ZFOURP ZSQ
12959 COMMON / RES4 / PUP H
12960 DIMENSION ARG(3)t AA(5)
12 861C
12862C
12963C DETERMINE FTNT
12964C
12965 CALL FT(ARG(1), FTNT)
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12966CS
12967C IF FIRST TIME OR SECOND TIME THROUGH THIS ROUTINE
12868C
12869 IF (MISTFG .EQ- 0) 90 TO 100
12970C
12871C THEN. TO AVOID ZERO DIVISION AND TO INITIALIZE
12872C THE FIRST TIME STEP FOR THE RUNGE-KUTTA METHOD.
12873C SET THE SECOND AND FOURTH ARGUMENTS SUCH THAT
12874C CURRX WILL REFLECT THE VALUE OF THE ORIGINAL
12875C HINGE LOCATION. THIS WILL BE DONE THE FIRST AND
12876C SECOND TIME THE PROCEDURE COMP IS CALLED
12877C ISt FOR THE CALCULATION OF THE FIRST TWO PARA-
12878C METERS OF THE RUNGE-KUTTA FOR THE FIRST TIME
12879C STEP ONLY.
1288C
12891 ARG(2) a XH
12882 ARG(4) = 1.0
12893 MISTF6 - MISTFG - 1
12884C
12865C ELSE CONTINUE
12886C END IF (1ST OR SECOND TIME THRU)
12987C
12888C
12889C CASE ON LOAD-. MECHANISM-r I BEAM-PLATE-FLAGS
12890C
12891 100 IF (BPFLAG *ED, 1 .AND. LOADFG .EQ. 1 .AND. MECHFG .EQ. 1)
12892 9 THEN
12893C
12894C UNIFORM LOAD CASES
12895C
12896C THIS IS A BEAM CASEP MECHANISM It UNIFORM LOAD
12897C
12898 CURRX = 1.0
12899 AA(l) = 0.0
12900 AA(2) = FTNT * THEDT1 ATHED2
12901 AA(3) = FTNT * ARO(5) SAWFDOT
12902 AA(4) = WPDOT SARG(5)
12903 AA(5) = APEDOT *ARO(5)
12904C
12905 ELSEIF(BPFLAG.EO.1.AND.LOADFG.EQ.1 .AND.MECHFG.EQ.2)THEN
12906C
12907C THIS IS A BEAM CASE. MECHANISM 2v UNIFORM LOAD
12908C
12909 CURRX = ARG(2) / (A * ARG(4))
12910 AA(1) = FTNT *DELDOT -DELTAK

12911 AA(2) = (FTNT $THEDT1 THEDT2) /CURRX - THEDT3/
12912 1 (CURRX *53)
12913 AA(3) = FTNT $ARS(5) * FDOT *CURRX $PU $(1.0 -CURRX*

12914 1 HALF)
22915 AA(4) =WPDOT *ARG(5)
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12366C •
12867C IF FIRST TINE OR SECOND TIME THROUGH THIS ROUTINE
12868C
12969 IF (MISTFS .EQ- 0) 00 TO 100
12070C
12871C THEN, TO AVOID ZERO DIVISION AND TO INITIALIZE
12872C THE FIRST TINE STEP FOR THE RUNGE-KUTTA METHOD
12873C SET THE SECOND AND FOURTH ARGUMENTS SUCH THAT
12974C CURRX WILL REFLECT THE VALUE OF THE ORIGINAL
12975C HINGE LOCATION. THI% WILL BE DONE THE FIRST AND
12876C SECOND TIME THE PROCEDURE COMP IS CALLED
12977C IS, FOR THE CALCULATION OF THE FIRST TWO PARA-
12878C METERS OF THE RUNGE-KUTTA FOR THE FIRST TIME
12979C STEP ONLY.
12880C
12881 ARG(2) = XH
12882 ARG(4) = 1.0
12983 MISTFG a MISTFG - I
12984C
12885C ELSE CONTINUE
12886C END IF (1ST OR SECOND TIME THRU)
12897C
12888C - "
12889C CASE ON LOAD-, MECHANISM-i I BEAN-PLATE-FLAGS
12890C
12891 100 IF (BPFLAG .EO .AND# LOADFG .EQ. 1 .AND. NECHFG EG. 1)
12892 a THEN
12893C
12894C UNIFORM LOAD CASES
12895C
12996C THIS IS A BEAM CASEv MECHANISM 1, UNIFORM LOAD
12897C
12898 CURRX = 1.0
12899 AA(l) = 0.0
12900 AA(2) = FTNT S THEDTt - ATHED2
12901 AA(3) = FTNT * ARG(S) $ AWFDOT
12902 AA(4) = WPDOT S ARG(5)
12903 AA(5) = APEDOT * ARG(5) ' " -

12904C
12905 ELSEIF(BPFLAG.EG.1.AND.LOADFG.EQ.I.AND.ECHFG.EQ.2)THEN
12906C
12907C THIS IS A BEAM CASEt MECHANISM 2v UNIFORM LOAD
12908C
12909 CURRX = ARG(2) / (A * ARG(4))
12910 AA(l) = FTNT * DELDOT - DELTAK
12911 AA(2) = (FTNT S THEDTI - THEDT2) / CURRX - THEDT3 /
12912 a (CURRX *5 3)
12913 AA(3) = FTNT A ARG(5) * WFDOT S CURRX $ PU * (1.0 - CURRX *
12914 a HALF)
12915 AA(4) : WPDOT S ARG(5)
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12916 AA(5M PENOT S ARO(5) *CURRX 2(1.0 -CURRX SHALF)
1291 7C
12919 ELSEIF(BPFLAG.EQ.2.AND.LOADFG.EG.1.AND.MECHFG.EQ.1)THEN
1291 9C
12920C THIS IS A PLATE CASE, MECHANISM 1. UNIFORM LOAD
12921 C
12922 CURRX m 1.0
12923 AA(1) = 0.0
12924 AA(2) aFTNT * ATHEDI ATHED2
12925 AA(3M FTNT * AROS5) *AWFDOT
12926 AA(4) WPDOT SARO(5)
12927 AA(3) APEDOT SARO(5)
12929C
12929 ELSEIF(BPFLAG.EQ.2.AND.LOADFG.EO.1 .AND.MECHFG.EQ.2)THEN
12930C
12931C THIS IS A PLATE CASE, MECHANISM 2p UNIFORM LOAD
12932C
12933 CURRX =ARG(2) / (A * ARG(4))
12934 CURRXS =CURRX * CURRX
12935 AA(1) = FTNT * DELDOT - DELTAK
12936 AA(2) = ((FTNT*THEDT1-THEDT2) S(ARZS *(HALF - CURRXS
12937 1 THIRD) + HALF - Z *CURRX $THIRD) - THEDT3 / CURRXS)/
12939 a (CURRX * (ARZSP1 THIRD -Z * FOURTH * CURRX
12939 a ARZP1))
12940 AA(3) = FTNT * ARG(5) * WFDOT *CURRX * (1.0 - CURRX
12941 a HALF * ONEPZ + Z * THIRD SCURRXS)
12942 AA(4) = UPDOT * ARO(5)
12943 AA(5) aPEDOT * ARO(5) * CURRX *(1.0 - ONEPZ SHALF
12944 £ CURRX + Z * THIRD * CURRXS)
12945C
12946 ELSEIF(BPFLAG.EQ.1 .AND.LOADFG.EQ.2.AND.MECHFG.EO.1 )THEN
12947C
12948C BLAST LOAD CASES
12949C
12950C THIS IS A BEAM CASEt MECHANISM It BLAST LOAD
12951 C
12952 CURRX =1.0
12953 AA(1) = 0.0
12954 AA(2) = FTNT * ATHEDI- ATHED2
12955 AA(3) = FTNT * ARG(S) *AWFDOT
12956 AA(4) = WPDOT $ARG(5)
12957 AA(5) - APEDOT * ARG(5)
12958C
12959 ELSEIF(BPFLAG.E. .AND.LOADFGEO.2.AND.MECHFG.EO.2)THEN
12960C
12961C THIS IS A BEAM CASE. MECHANISM 2t BLAST LOAD ""'
12962C '
12963 CURRX = ARG(2) / (A * ARG(4))
12964 CALL DBLNC(CURRXA A. FIO PXY ANSI)
12965 CALL DBLNC(O CURRXA FXBO. FXYP ANSX)
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12966 AA(1) -FTNT SDELDOT SANSI/ (1.0 -CURRX) -DELTAK

12967 AA(2) - (FTNT * ANSX * THEOTI - THEDT3) / CURRX ** 3-
12969 a THEDT2 /CURRX
12969 AA(3) = FTNT *4.0 * ARG(5) *(ANSX + A *CURRX *AN4SI)
12970 AA(4) = WPDOT S ARG(S)
12971 AA(5) = PEDOT * ARO(S) * CURRX * (1.0 - CURRX * HALF)
12972C
12973 ELSEIF(BPFLAG.EO.2.AND.LOADFG.EQ.2.AND.MECHFG.EQ.1)THEN
12974C
12975C THIS IS A PLATE CASEY MECHANISM 1t BLAST LOAD
12976C
12977 CURRX = 1.0
12978 AA(1) = 0.0
12979 AA(2) = FTNT * ATHEDI- ATHED2
12980 AA(3) = FTNT * ARG(5) *AWFDOT
12981 AA(4) = WPDOT SARS(5)
12982 AA(5) = APEDOT *ARO(5)
12983C
12994 ELSEIF ( PFLAG.EQ.2.AND.LOADFG.EQ.2. AND.MECHFG .EQ.2)THEN
12985C
12986C THIS IS A PLATE CASEY MECHANISM 2v BLAST LOAD
12987C
12998 CURRX = ARO(2) / (A * ARG(4))
12999 CURRXS z CURRX * CURRX
12990 CALL DDLNC(0, CURRX*Av FXPOP PXYP ANSX)
12991 CALL DBLNC(0, ZB*CURRXp FYPOt PYXP ANSY)
12992 CALL DBLNC(CURRX*Ap At FiPOP PXYP ANSI)
12993 AA(1) = FTNT *ANSI * DELDOT / ((1.0-CURRX) *(1.0 -Z*

12994 a CURRX)) -DELTAK

12995 AA(2) = (FTNT S(ANSX + ANSY) * THEDTI - THEDT3 - THEDT2*
12996 £ CURRXS *(ARZS S (HALF - CURRX *THIRD) + HALF -Z*

12997 1 CURRX *THIRD)) / (CURRX ** 3 5(THIRD * ARZSP1
12999 1 CURRX *Z * FOURTH * ARZP1))
12999 AA(3) = FTNT * 4.0 * ARG(5) * (A SANSY /ZD + ANSX +'
13000 a CURRX * A * ANSI)
13001 AA(4) - WPDOT * ARG(5)
13002 AA(5) = PEDOT * ARG(5) * CURRX *(1.0 -ONEPZ *HALF*
13003 1 CURRX + Z * THIRD * CURRXS)
13004C
13005C END CASE ON LOADFGv PPFLAG I MECHFG
13006C
13007 END IF
13008BC
13009C MULTIPLY EACH TERM DY THE TIME STEP INCREMENT
13010OC
13011 DO 110 1 =19 5
13012 110 AA(I) =TINCR * AA(I)
130 13C
13014 RETURN
13015 END
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13016 SUBROUTINE D9LNC(Alv 9l FTNIP FTN2, ANS)
130 17C
13018C THIS STAND-ALONE PROCEDURE PERFORMS A DOUBLE
13019C INTEGRATION USING A COMPOSITE NEUTON-COTES (N=2)
13020C FORMULATION.
13021C
13022C THIS COMPOSITE NEWTON-COTES (NH2) METHOD COMPUTES
13023C THE INTEGRAL AS FOLLOWS S
13024C INTEGRAL(XOX2K) F(X)DX = (H/3)EF(XO) + 4F(XI) +
13023C + 2F(X2) +...+4F(X2K-1)
13026C + F(X2K)•
13027C WHERE 2K IS THE NUMBER OF INTERVALS TAKEN OVER THE
13029C FUNCTION IN DETERMINING THE INTEGRAL AND H IS THE
13029C SIZE OF THE EQUALLY SPACED INTERVALS, THAT IS, H
13030C IS EQUAL TO THE RANGE OF INTEGRATION DIVIDED BY
13031C THE QUANTITY 2K. FOR MORE INFORMATION, THE READER .
13032C IS DIRECTED TO THE TEXT
13033C ANALYSIS BY HILDEBRAND, PP. 7176.
13034C
13035C FOR THIS PARTICULAR ROUTINE, WE HAVE ARBITRARILY
13036C CHOSEN 2K a 20, WHICH CAUSES H = (X2K-XO)/20.
13037C
13038C THE PARAMETERS ARE DEFINED AS FOLLOWS
13039C Al LOWER LIMIT OF OUTER INTEGRAL
13040C 81 UPPER LIMIT OF OUTER INTEGRAL
13041C FTNZ F(XI). INSIDE OF OUTER INTEGRAL
13042C FTN2 F(X1,X2), INSIDE OF INNER INTEGRAL
13043C ANS THE ANSWER OR RESULT.
13044C
13045C THE SUBPROCEDURE, FTN1. COMPUTES THE VALUE OF THE
13046C OUTER INTEGRAL AND RETURNS IT AS THE ARRAY, ANSFI.
13047C ALSO COMPUTED ARE THE LIMITS OF THE INNER INTEGRAL
13048C WHICH MAY DEPEND ON THE VALUE OF THE VARIABLE IN
13049C THE OUTER INTEGRAL. THE ARGUMENTS PASSED TO THIS
13050C PROCEDURE ARE DEFINED AS FOLLOWS
13051C Xl CURRENT VALUE OF OUTER VARIABLE
13052C A2 LOWER LINIT OF INNER INTEGRAL
13053C A2 UPPER LIMIT OF INNER INTEGRAL

13054C ANSFI ANSWER OR RESULT.
13055C
13056C THE SUBPROCEDUREP FTN2p COMPUTES THE INNER PORTION
13057C OF THE INNER INTEGRAL. RETURNING THE VALUES rO THE
13058C ARRAY, ANSF2P AT EACH STEP OF THE INNER INTEGRAL.
13059C THE ARGUMENTS PASSED TO THIS PROCEDURE ARE DEFINED
13060C BELOW
13061C Xl CURRENT VALUE OF OUTER VARIABLE
13062C X2 CURRENT VALUE OF INNER VARIABLE
13063C ANSF2 ANSWER OR RESULT.
13064C
13065C
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13066 EXTERNAL FTN1, FTM2
13067 DIMENSION COEFF(020)
13068 DATA COEFF/1., 4.. 2.. 4.p 2., 4.p 2.. 4.t 2.. 4.t 2.v 4.p
13069 a 2.p 4.p 2.t 4.. 2.. 4.t 2.t 4.p 1./
13070C
13071C
13072C DETERMINE VALUE OF HI
13073C
13074 HI1 (BI - Al) / 20. 9-
13075C
13076C SET OUTER INTEGRAND SUMS TO ZERO
13077C
13079 Si 0.0
13079C
13080C DO OUTER INTEGRAL
13081C
13092 DO 110 Il = 0r 20
13083C
13084 Xl = Al + 11 * (Bl -Al) /20.
13085 CALL FTN1(Xlt AZ. 82. ANSFI)
13086C
13087 H42 = (B2 - A2) /20.
13088 S2 = 0.0 -

13089C
13090C DO INNEi INTEGRAL
13091C
13092 DO 100 12 = 0r 20

-13093 X2 = A2 +-12 * (82 -A2) 20.
13094 CALL FTN2(X1. X2. AN.SF2)
13095 100 S2 = S2 + COEFF(I2) * ANSF2
13096C
13097 110 Si = SI + COEFF(I1) * ANSFI 9 (N42 /3.) S 2
13098C
13099C PUT ANSWER TOGETHER
13100C
13101 ANS = (HI1 3.0) *l Si-
13102C
13103 RETURN
13104 END
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13105 SUBROUTINE FXBO(Xi A2, 32, ANS)
13106C
13107C THIS PROCEDURE DETERMINES THE VALUES OF THE OUTER
13108C PART OF THE DOUBLE INTEGRAL WITH RESPECT TO X
13109C WHICH IS USED TO COMPUTE THE PRESSURE FUNCTION.
13110C
13111iC --

13112 COMMON / CONSTS / ACUBE, AFOURP ARSOv ARSZP1, ARZSP1.
13113 a ARZP1, ARZSP ASO, Bp BIGRBP BIGMU, DELTAK, EPSLNUY
13114 1 FOURTH, HALF, ONEMZ9 ONEPZP SIXTH, THETUl, THIRD.
13115 1 TWELFHt W, Zp ZBP ZCUBEP ZFOURr ZSO
13116 COMMON / INPUTS / BLEN, BHGTp HREFP BIGWr RATLD, ZOP
13117 1 TCASEP Dr F, O, O1, COVER. TE, SIGMACP SIGMARr SMALLNP
13118 1 WAVEFN
13119 COMMON / CONC / At ALPHA, ARP BIGDv BIGLv EX19 EX2, EY19
13120 a EY2P EZi, EZ2P RHORv RHOC, SMALLMP TAUP TCRP TINCRY
13121 £ rMAXP TPRINT
13122C
13123C
13124 A2 = 0
13125 B2 = B
13126 00 TO 100
13127C
13128C
13129 ENTRY FXPO(Xv A29 92. ANS)
13130C
13131 A2 = ZB * X /A
13132 32 = B

13133 00 TO 100
13134C
13135C
13136 ENTRY FXP1(Xv A2. 32, ANS)
13137C
13138 A2 = X IAR
13139 B2 = P

13140C
13141IC
13142 100 ANS z X
13143C
13144 RETURN
13145 END
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13146 SUBROUTINE FYPO(Yp A29 32, ANS)
13147C
13148C THIS PROCEDURE DETERMINES THE VALUE OF THE OUTER
13149C PART OF THE DOUBLE INTEGRAL WITH RESPECT TO Y
13150C WHICH IS USED TO COMPUTE THE PRESSURE FUNCTION.
13151C
13152C
13153 COMMON / CONSTS / ACUDEr AFOURP ARS09 ARSZP1, ARZSPIP
13154 & ARZPl, ARZSP ASOP Bt BIGRD, DIGMUt DELTAK, EPSLNU9
13155 a FOURTH, HALF, ONEMZv ONEPZP SIXTHP THETUl, THIRD,
13156 1 TWELFHP Wt Zr ZB, ZCUBEP ZFOURP ZS0
13157 COMMON / INPUTS / BLENP DHGT9 HREFr BIGWv RATLO, ZOP
13158 a TCASE, Dr F, 0, O1t COVER, TEP SIGMACP SIGMARP SMALLN,
13159 & WAVEFN
13160 COMMON / CONC / A, ALPHA, ARP BIGDv BIGLY EX19 EX2v EYIP
13161 1 EY2r EZ1P EZ2t RHOR, RHOCt SMALLMr TAU, TCRP TINCRP
13162 1 TMAX, TPRINT
13163C
13164C
13165 A2 = A * Y ZN
13166 B2 = A
13167 GO TO 100
13168C
13169C
13170 ENTRY FYP1(Yr A2# B29 ANS)
13171C
13172 A2 = Y , AR
13173 B2 = A
13174C
13175C
13176 100 ANS Y
13177C
13178 RETURN
13179 END
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13180 SUBROUTINE F1DO(X, A2, 32, ANS) t

13181C
13182C THIS PROCEDURE DETERMINES THE VALUES OF THE OUTER ...
13183C PART OF THE DOUBLE INTEGRAL WITH RESPECT TO X
13184C WHICH IS USED TO COMPUTE THE PRESSURE FUNCTION. .' "
131895C
13186C
13187 COMMON / CONSTS / ACUBE, AFOUR, ARSO, ARSZP1, ARZSP1,
13188 & ARZP1, ARZS, ASO, B, BIGRD, BIGMU, DELTAK, EPSLNUP r
13189 a FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUl, THIRD,
13190 a TWELFH, W, Z, Z9, ZCUSE, ZFOUR, ZSO
13191 COMMON / INPUTS / BLEN, SHGT, HREF, BIGWP RATLD, ZO,
13192 a TCASE, D, F, Op 01, COVER, TE, SIGMAC, SIOMAR, SMALLN,
13193 £ WAVEFN
13194 COMMON / CONC / A, ALPHA, ARP BIGD, BIOL, EXIP EX2P EY1,
13195 1 EY2P EZi, EZ2, RHOR, RHOC, SMALLM, TAU, TCR, TINCR,
13196 a TMAX, TPRINT
13197 COMMON / RESULT / DELTA, PEP T9 THETA, THETAD, VELP WF,
13198 a WK, WP, BIGOX XH
13199C
13200C
13201 A2 = 0
13202 B2 = 8
13203 GO TO 110 Ok
13204C
13205C
13206 ENTRY FIPO(X, A2, 92, ANS)
13207C
13208 A2 = ZB * XH/ A
13209 B2 = B
13210 60 TO 110 -

13211C
13212C
13213 ENTRY FIP1(Yv A2P B2. ANS)
13214C
13215 B2 = A
13216 G0 TO 100
132 17C
13218C
13219 ENTRY F1P2(Y, A2, B2, ANS)
13220C
13221 92 = Y / AR
13222 100 RADIX = BIGRB ** 2 - (B - Y) 5* 2
13223 IF (RADIX .LT. 0.0) RADIX = 0.0
13224 A2 = A - SORT(RADIX)
13225 GO TO 110
13226C S
13227C
13229 ENTRY FIP3(Xv A2, B2. ANS)
13229C
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13230 RADIX B IO 2 (-A- X) 22
13231 IF (RADIX .LT. 0.0) RADIX =0.0

13232 A2 a 9 SORTCRADIX)
13233 92 =X AR
13234C
13235 110 AMS a 1.0
13236C
13237 RETURN
13238 END .
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13239 SUBROUTINE FZ(Zlo Z29 ANS)
132 40C
13241C THIS PROCEDURE DETERMINES THE VALUE OF THE INNER
13242C PART OF THE DOUBLE [NTEGRAL WITH RESPECT TO Z2,
13243C WHERE F(ZlvZ2) uZ2.

13244C
13245C
13246 ANS = Z2
13247C
13249 RETURN4
13249 END
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13250 SUBROUTINE FZSG(ZI, Z2r ANS)0
13251IC
13252C THIS PROCEDURE DETERMINES THE VALUE OF THE INNER
13253C PART OF THE DOUBLE INTEGRAL WITH RESPECT TO Z2,
13254C WHERE F(Z1PZ2) =Z2*Z2.
13255C ..-

13256C
13257 ANS = Z2 **2
13258C
13259 RETURN
13260 END
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13261 SUBROUTINE PXY(X, Yt ANS)
13262C
13263C THIS PROCEDURE DETERMINES THE VALUES OF THE INNER
13264C PART OF THE DOUBLE INTEGRAL WHICH IS USED TO
13265C COMPUTE THE PRESSURE FUNCTION. THE NORMAL ENTRY,
13266C PXY, IS PERFORMING THE INNER INTEGRAL WITH
13267C RESPECT TO Y, WHILE THE SECOND ENTRY, PYX,
13269C PERFORMS THE INNER INTEGRAL WITH RESPECT TO X.
13269C SIMILARILY, THE ENTRY, FZPXY, COMPUTES THE INNER
13270C INTEGRAL OF Y*P(XY) WITH RESPECT TO Y, AND THE
13271C ENTRY, FZPYX, COMPUTES X*P(XY) WITH RESPECT TO X.
13272C
13273C
13274 INTEGER BADXFG, BPFLAG, BRHFG, DONEFG, EOFLAG, FLGX, FLOY,
13275 a 9RHFGl
13276 COMMON / FLAGS / BADXFG, DPFLAG, 9RHFG, DONEFO, EOFLAG,
13277 a IERRFO, LOADFO, MECHFO, M1STFG, NCONFO, FLGX, FLGY,
13278 a SRHFG1
13279 COMMON / CONSTS / ACUDE, AFOUR, ARSO, ARSZP1, ARZSPI,
13280 1 ARZP1, ARZS, ASOt 9, IGRO. SIGMU, DELTAK, EPSLNU,
13291 1 FOURTH, HALF, ONEMZ, ONEPZ, SIXTH, THETUl, THIRD,
13282 a TWELFH, W, Z, ZB, ZCUBE, ZFOUR, ZSG
13283 COMMON / INPUTS / DLEN, DHGT, HREF. 3IGW, RATLD, ZO,
13284 1 TCASE, D, F, O, 01, COVER, TE, SIGMAC, SIGHAR, SMALLN,
13295 1 WAVEFN
13286 COMMON / CONC / A, ALPHA, AR, DIGD, BIGL, EXI, EX2, EY1, -

13287 a EY2, EZi, EZ2, RHOR, RHOC, SMALLMP TAU, TCR, TINCR,
13288 a TMAX, TPRINT
13289 COMMON / RESULT / DELTA, PE, To THETA. THETAD, VEL, WF,
13290 1 WK, WP, BIOX, XH
13291 COMMON / RES4 / PUP H
13292C
13293C
13294 ENTRY PYX(Y, X, ANS)
13295C
13296 TERM = 1.0
13297 00 TO 100
13298C
13299C ENTER HERE FOR DOUBLE INTGRAL--1ST MOMENT ._
13300C
13301 ENTRY FZPXY(X, Yp ANS)
13302C
13303 TERM Y
13304 00 TO 100
13305C
13306C
13307 ENTRY FZPYX(Y, Xg ANS)
13308C
13309 TERM = X
13310C
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13311C0
13312C COMPUTE P(XvY) WITH VALUES GIVEN
1331 3C
13314 100 ANS -Pu

133 15C
133 16C
13317 ANS ANS S TERM
13318C
13319 RETURN
13320 END

10
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13321 SUBROUTINE SINGNC(A1, D, FTN, ANS) S
13322C
13323C THIS STAND-ALONE PROCEDURE PERFORMS A SINGLE - -

13324C INTEGRATION USING A COMPOSITE NEWTON-COTES (N=2)
13325C FORMULATION.
13326C
13327C THIS COMPOSITE NEWTON-COTES (N=2) METHOD COMPUTES
13328C THE INTEGRAL AS FOLLOWS
13329C INTEGRAL(XOX2K) F(X)DX = (H/3)[F(XO) + 4F(X1) + .
13330C + 2F(X2) +...+4F(X2K-1)
13331C + F(X2K).
13332C WHERE 2K IS THE NUMBER OF INTERVALS TAKEN OVER THE
13333C FUNCTION IN DETERMINING THE INTEGRAL AND H IS THE
13334C SIZE OF THE EQUALLY SPACED INTERVALS, THAT IS, H
13335C IS EQUAL TO THE RANGE OF INTEGRATION DIVIDED BY
13336C THE QUANTITY 2K. FOR MORE INFORMATION, THE READER 5
13337C IS DIRECTED TO THE TEXT
13338C ANALYSIS BY HILDEBRAND, PP. 71,76.
13339C
13340C FOR THIS PARTICULAR ROUTINE, WE HAVE ARBITRARILY
13341C CHOSEN 2K = 20, WHICH CAUSES H = (X2K-XO)/20.
13342C
13343C THE PARAMETERS ARE DEFINED AS FOLLOWS
13344C Al LOWER LIMIT OF INTEGRAL
13345C BI UPPER LIMIT OF INTEGRAL
13346C FTN F(X1), INSIDE OF INTEGRAL
13347C ANS THE ANSWER OR RESULT.
13348C
13349C THE SUBPROCEDURE, FTN, COMPUTES THE INNER PORTION
13350C OF THE INTEGRAL, RETURNING THE VALUES TO THE
13351C ARRAY, ANSFI, AT EACH STEP OF THE INTEGRAL. THE
13352C ARGUMENTS PASSED TO THIS PROCEDURE ARE DEFINED
13353C BELOW
13354C Xi CURRENT VALUE OF VARIABLE
13355C ANSFI ANSWER OR RESULT.
13356C
13357C
13358 EXTERNAL FTN
13359 DIMENSION COEFF(020)
13360 DATA COEFF/1.9 4., 2., 4., 2., 4., 2.v 4., 2., 4., 2.9 4.,
13361 a ., 4., 2.p 4., 2., 4., 2., 4., 1./
13362C
13363C
13364C lL TERMINE VALUE OF Hi "- --

13365C . -
13366 Hi = (Dl - Al) / 20.

13367C
13368C SET INTEGRAND SUMS TO ZERO
13369C
13370 51 = 0.0
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13371C
13372C DO INTEGRAL
13373C
13374 DO 100 It a 0r 20
13375C
13376 Xl =Al + 11 * (91 -Al) /20.
13377 CALL FTN(X1, ANSFI)
13379C
13379 100 Si = Si + COEFF(Il) * ANSF1
13380C
13381C PUT ANSWER TOGETHER
13382C
13383 ANS =(Hi/ 3.0) *Si
13 38 4C
13385 RETURN
13386 END
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13387 SUDROUTINE FT(Tv FTNT)
13389C
13389C THIS PROCEDURE DETERMINES THE VALUE OF F(T) FOR
13390C THE GIVEN VALUE OF T. IT IS USED IS DETERMINING
13391C THE INTEGRAL OF F(T) FROM T=O TO T-TCR WHICH IS
13392C USED TO COMPUTE IBAR.
13393C
13394C
13395 COMMON / INPUTS / BLEN, DHGT, HREF, BIGW, RATLD, ZO,
13396 a TCASE, Dt F, OpO 1. COVERP TE, SIGMAC, SIGMARP SMALLN.
13397 s WAVEFN
13399 COMMON / CONC / A, ALPHA, ARY 9IGDr BIGLP EX19 EX29 EVIP
13399 a EY2, EZI, EZ2, RHOR, RHOCP SMALLMP TAU, TCR, TINCR,
13400 a TMAX, TPRINT
13401C
13402C S
13403C DETERMINE F(T) USING
13404C CASE ON RATIO OF T
13405C
13406 FTNT = 0.0
13407 TRATIO = T / TAU
13408 IF (TRATIO .LE. 1.0 .AND. WAVEFN ,EO. 1.0) FTNT = (1.0 -

13409 a TRATIO) * EXP(-ALPHA*TRATIO)
13410 IF (TRATIO .LE. 1.0 .AND. WAVEFN .EO. 2.0) FTNT = 1.0
13411C
13412 RETURN
13413 END
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13414 SUBROUTINE PRINTR
13415C "' ''
13416C THIS SUBROUTINE PRINTS THE LINE OF RESULTS FOR THE

13417C TIME, T. IT IS CALLED BY THE SUBPROCEDURES, TZERO

13418C AND TSTEP. IT CALLS SUBPROCEDUREP PAGE, TO HEAD A

13419C NEW PAGE, IF THE CURRENT LINE COUNT FOR THE
13420C PRINTED PAGE EXCEEDS THE MAXIMUM NUMBER OF LINES ".

13421C PER PAGE.
13422C - - -

13423C
13424 COMMON / PRINTS / LITTLNP MAXLINP NFP NUMLIN, NUMPAGY

13425 1 NWAVEFP STEPCT
13426 CHARACTER FLAG*1. TIMNOUSIO, TITLE*75, TODAY*1O, TYPE*5
13427 COMMON / PRINTC / FLAG, TIMNOWP TITLE, TODAY, TYPE

13429 COMMON / RESULT / DELTA, PEP Ty THETA, THETAD, VEL, WFP
13429 1 UK, WP, BIGXv XH
13430C
13431C
13432C IF LINE COUNT EXCEEDS MAX/PAGE
13433C
13434C THEN HEAD A NEW PAGE
13435C
13436 IF (NUMLIN .GE. MAXLIN) CALL PAGE
13437C
13438C ELSE CONTINUE
13439C END IF (LINECOUNT)
13440C
13441C PRINT LINE OF RESULTS, ADD 1 TO LINE COUNT.
13442C AND ZERO STEP COUNT
13443C
13444 WRITE ($,100) Tv THETA, FLAG, VELP DELTA, WF, UP K, XH

13445 NUMLIN = NUMLIN + 1 P
13446 STEPCT : 0.0
13447C
13448 RETURN
13449C
13450C FORMAT STATEMENT
13451C
13452 100 FORMAT (IX, 614.8y 2X, 614.8. Aly 6(2X9G14.8)) 5
13453C
13454 END

10-128r

..............



13455C
13456C
13457C
13458 SUBROUTINE PAGE
13459C
13460C THIS SUBROUTINE PUSHES THE OUTPUT TO A NEW PAGE
13461C AND PROVIDES ALL HEADINGS, INCLUDING CURRENT DATE
13462C AND TIME. IT IS CALLED BY THE SUBPROCEDURE9
13463C RWDATAP TO PRINT HEADINGS FOR THE FIRST PAGE OF
13464C THE NEW CASE AND BY THE SUBPROCEDUREP PRINTRP FOR
13465C EACH ADDITIONAL PAGE OF INPUT THAT FOLLOWS FOR
13466C THAT CASE. IT CALLS NO SURPROCEDURES.
13467C
13468C
13469 INTEGER BADXFGP BPFLAGv BRHFGv DONEFG, EOFLAGP FLGXP FLGYP
13470 3 BRHFGI
13471 COMMON / FLAGS / EADXFGt BPFLAGP BRHFGt DONEFGP EOFLAGP
13472 a IERRFG, LOADFGP MECHFGP MlSTFGt NCONFGP FLGXp FLOY,
13473 a BRHFG1
13474 COMMON / PRINTS / LITTLNv MAXLINP HF, NUMLIN, NUMPAGP
13475 3 NWAVEFv STEPCT
13476 CHARACTER FLAGIli TJMNOW21O, TITLE*75t TODAY*10, TYPE*5
13477 COMMON / PRINTC / FLAGP TIMNOWt TITLE, TODAY, TYPE
13478C
13479 CHARACTER TYPSUP(2)*79 TYPWAV(2)*12, TYPSLB(3)*329
13480 a TYPLOA(2)*7t TOPLIN(2, 5)*31P BLANKS1
13481 DATA TYPSUP/' SIMPLY', 'CLAMPED'!, TYPWAV/'GENERAL TIME',
13482 a SQUARE WAVE'!, TYPLOA/'UNIFORM'p ' BLASTV/v
13483 a TYPSLB/'HORIZONTAL SLAB, EXPLOSIVE ABOVE',
13494 3 ' VERTIC.L WALL 1
13485 a 'HORIZONTAL SLAB, EXPLOSIVE BELOW'!
13486 DATA TOPLIN/'EDGE SHEAR CALCULATION'S ' 'r
13487 3 'LOCALIZED SHEAR FAILURE CALCULA't 'TION'q
13488 & 'FLEXURAL RESPONSE ASSUMING NO E'r 'DOE SHEAR'S
13499 3 'FLEXURAL RESPONSE ASSUMING NO L'y
13490 3 'OCALIZED SHEAR FAILURE',
13491 a 'FLEXURAL RESPONSE WITH SHEAR FA'p
13492 3 'ILURE MASS AND LOADING REMOVED'!, BLANK!' '

134 93C
13494C
134915C IF WE ARE COMPLETING THE FIRST PAGE FOR CASE
13496C
13497 IF (NUMPAG .EQ. 1) THEN
13 498C
13499C PRINT SUPPORT9 WAVEP WEIGHT TYPES
13500C
13501 WRITE (*9140) TYPSUP(NF)v TYPWAV(NWAVEF)p TYF'SLB(LITTLN)v
13502 3 TYPLOA(LOADFG)
13503C
13504 ELSEIF(NUMPAG.GT.2)THEN
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13505C6
13506C PRINT EMESSAGE AT BOTTOM OF PAGE
13507C
13508 WRITE (*9150)
13509C
13510 END IF
13511iC
13512C ADD ONE TO PAGE NUMBER AND
13513C PRINT TOP TWO LINES ON NEXT PAGE
135 14C
13515 NUMPAG =NUMPAG + 1
135 16C
13517 IF (NUMPAG EO. 1) THEN
13518 WRITE (*t100) TYPE, BLANK, BLANKt NUMPAGP TITLEY TODAY?
13519 a TIMNOW
13520 WRITE (*,130)

13521C
13522C
13523 ELSEIF(BRHFG.LT.2)THEN
13524 WRITE (*,100) TYPEP (TOPLIN(IPLOADFG+2)v I = 19 2)v NUMPAG,
13525 a TITLE, TODAYt TIMNOW
13526 WRITE (*P140) TYPSUP(NF)t TYPWAV(NWAVEF)p TYPSLB(LITTLN)p
13527 £ TYPLOA(LOAOFG)
13528 WRITE (*P120)
13529 NUMLIN 12
13530C
13531 ELSE
13532 WRITE (P100) TYPES TOPLIN(T5)t TOPLIN(25). NUMPAGo
13533 TITLE" TODAY. TIMNOW
13534 WRITE (*P140) TYPSUP(NF)y TYPWAV(NWAVEF)p TYPSLB(LITTLN)p
13535 a TYPLOA(LOA'FG)
13536 WRITE (*,120) -.
.3537 NUMLIN 12
13538C
13539 END IF
13540C
13541C
13542 RETURN
13543C
13544C
13545C FORMAT STATEMENTS
13546C
13547 100 FORMAT ('I' / '0' / lX 'CALCULATIONS ON A CONCRETE
13548 a A5,1 X A31, A30P 14X 'PAGE', 13 // 7X, A75T 25X.
13549 9 A10 4X" A9)
13550 110 FORMAT ('0' / '0'p 2Xv 'BREACH RADIUS', 4X 'I BAR'q lox,
13551 1 '1 CRITICAL' /

13552 120 FORMAT ('0' / 5Xr 'TIME', 10Xv 'THETA', lOX, 'MIDFT. VEL.'
13553 1 E 4XFMIDPT. DELTA' 4X 'PRESSURE WORK'y 3X-
13554 1 'PLASTIC WORK', 3X9 'KINETIC ENERGY'. 3X
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13555 £ 'HINGE LOCATION' /3XP '(SECONDS)'t 5XP '(RADIANS)',
13556 a 9Xv '(IN./SEC.)'t 6XP '(INCHES) y lXv
13557 a 3(6Xp'(IN.-LBS.)')r 7Xv '(INCHES)'/
13558 130 FORMAT ('0' / '0', 2Xv 'INPUT VALUES')
13559 140 FORMAT ('0's lOX, A7Y '-SUPPORTED'r lOX, A129 FUNCTION'
13560 & v l0X# A32p lOX# A7, LOWD)
13561 150 FORMAT ('O'p 20Xv
13562 £ 'AN ASTERISK INDICATES THAT A REINFORCING ELEMENT HAS'
13563 a 9 FRACTURED')
1 3564C
13565 END
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LIST OF SYMBOLS FOR COMPUTER PROGRAM
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APPENDIX C

AO INITIAL POROSITY OF CONCRETE
A1-A3 HUGONIOT COEFFICIENTS FOR CONCRETE(PSI)
AL INCIDENT ANGLE ARRAY(DEG)
AFAR VARIABLE POROSITY OF CONCRETE
APPIMP AVERAGE IMPULSE ON AN AREA(PSI-S)
AREA REFERENCE AREA ON PLATE (IN**2)
BO-B3 HUGONIOT COEFFICIENTS FOR CONCRETE
BHGT WIDTH OF PLATE OR WIDTH OF BEAM(IN)
BIGD DIAMETER OF EXPLOSIVE CHARGE(IN)
BIGIBR IMPULSE TO CAUSE BREACH (PSI-S)
BIGICR CRITICAL IMPULSE FOR BREACHING(PSI-S)
BIGL LENGTH OF EXPLOSIVE CHARGE(IN)
BIGW WEIGHT OF EXPLOSIVE CHARGE (LB)
BLEN LENGTH OF PLATE OR SPAN OF BEAM(IN)
BRHFG1 FLAG TO INDICATE BREACH OF CONCRETE
C LOCAL SPEED OF SOUND AT PRESSURE(IN/S)
CO BULK SPEED OF SOUND FOR CONCRETE(IN/S)
Cl BULK SPEED OF SOUND FOR VOIDLESS CONCRETE(IN/S)
Cl-C2 PARAMETERS TO COMPUTE AVERAGE PRESSURE
COVER CONCRETE COVER THICKNESS(IN)
CP FRAGMENTATION PARAMETER FOR CASE MATERIAL
CRA REFLECTION COEFFICIENT FOR BLAST WAVE
DP PARAMETER TO CALCULATE AVERAGE PRESSURE
DQ PARAMETER TO CALCULATE AVERAGE PRESSURE
DT DIFFERENCE BETWEEN TWO ANGLES(RAD)
DX INCREMENT FOR SPALL IN X-DIR(IN)
DY INCREMENT FOR SPALL IN Y-DIR(IN)
Fl-F2 PARAMETERS TO COMPUTE AVERAGE PRESSURE
F5 PARAMETER TO COMPUTE PRESSURE DECAY
FACT PARAMETER TO COMPUTE AVERAGE PRESSURE
FLGX FLAG TO INDICATE SPALL OF CONCRETE IN X-DIR
FLGY FLAG TO INDICATE SPALL OF CONCRETE IN Y-DIR
FP FRAGMENTATION PARAMETER
FPAR PARAMETER FOR FRAGMENT DISTRIBUTIO (LB**HALF)
FRGIMP AVERAGE IMPULSE FROM FRAGMENTS ON AN AREA(PSI-S)
FRGM MASS OF FRAGMENTS IMPACTING AN AREA (LB-S**2/IN)
FRGMOM MOMENTUM OF FRAGMENTS STRIKING AN AREA(LB-S) .-..-

FRGN NUMBER OF FRAGMENTS IN A REFERENCE AREA
FRGT TOTAL NUMBER OF FRAGMENTS
G CONSTANT
GC GURNEY CONSTANT(IN/S)
H VARIABLE PLATE THICKNESS (IN)
HREF INITIAL PLATE THICKNESS (IN)
P VARIABLE SHOCK OVERPRESSURE IN CONCRETE(PSI)
P0 PEAK SIDE-ON OVERPRESSURE(PSI)
PA INCIDENT OVERPRESSURE ARRAY(PSI)
PB OVERPRESSURE DUE TO BLAST AND FRAGMENTS(PSI)
PE HUGONIOT YIELD STRENGTH OF CONCRETE(PSI)
PI CONSTANT
PM REFERENCE POINT ON HUGONIOT OF CONCRETE(PSI)
PR PEAK REFLECTED OVERPRESSURE(PSI)
Q DENSITY RATIO OF FLEXURAL STEEL TO CONCRETE

Qi DENSITY RATIO OF SHEAR STEEL TO CONCRETE
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APPENDIX C

R VARIABLE DISTANCE FROM CENTER OF CHARGE(FT)
RATLD LENGTH TO DIAMETER RATIO FOR THE EXPLOSIVE CHARGE
REFIMP IMPULSE IN REFLECTED BLAST WAVE(PSI-S)
RHOC MASS DENSITY OF CONCRETE (LB-S**2/IN**4)
RHOHE WEIGHT DENSITY OF EXPLOSIVE CHARGE (LB/IN**3)
RHOR MASS DENSITY OF STEEL (LB-S**2/IN**4) ..-. '.
RI REFLECTED IMPULSE ARRAY(PSI-S)
SIGMAC COMPRESSIVE STRENGTH OF THE CONCRETE(PSI)
SIGMAR TENSILE STRENGTH OF THE STEEL REINFORCING(PSI)
SS VARABLE TENSILE STRESS AT SPALL PLANE(PSI)
T REFERENCE TIME ON SHOCK WAVE PROFILE(S)
TI-T6 PARAMETER TO CALCULATE AVERAGE PRESSURE
TB DURATION OF LOADING ON AN AREA (S)
TCASE THICKNESS OF THE METAL CASE(IN)
TE CRITICAL TENSILE STRENGTH FOR CONCRETE(PSI) P.
TF DURATION AT FAR POINT ON PLATE(S)
TIMP TRAPPED IMPULSE IN SPALLED CONCRETE(PSI-S)
TMOM MOMENTUM TRAPPED IN SPALLED CONCRETE
TN DURATION AT NEAR POINT ON PLATE(S)
TSPL TIME FOR TRAVEL FROM FREE SURFACE TO SPALL PLANE(S)
UE PARTICLE VELOCITY OF CONCRETE AT PE(IN/S)
UP PARTICLE VELOCITY IN LABORATORY COORDINATES(IN/S)
US SHOCK VELOCITY IN LABORATORY COORDINATES(IN/S)
V SPECIFIC VOLUME OF CONCRETE (IN**4/(LB-S**2))
Vo INITIAL SPECIFIC VOLUME OF CONCRETE (IN**4/(LB-S**2))
VE SPECIFIC VOLUME OF CONCRETE AT PE (IN**4/(LB-S**2))
VI INITIAL FRAGMENT VELOCITY(IN/S)
VN NORMAL IMPACT VELOCITY FOR FRAGMENTS(IN/S) j"
VR VELOCITY OF FRAGMENT AT DISTANCE R(IN/S)
VS SPECIFIC VOLUME OF VOIDLESS CONCRETE (IN**4/(LB-S**2))
WC WEIGHT OF THE METAL CASE(LBS)
WFRG WEIGHT OF A MEDIAN FRAGMENT(LBS)
X SCALED DISTANCE ARRAY(FT/LB**THIRD)
XI-X7 PARAMETERS TO COMPUTE VALUES AT PE OF CONCRETE
X8 POSITION OF SHOCK FRONT IN PLATE (IN)
X9 LOCATION OF SHOCK FRONT IN CONCRETE(IN)

- XB X-DIMENSION OF BREACHING IN CONCRETE(IN)
*XE COORDINATE POSITION ON PLATE (IN)
" XF X-DIMENSION FOR EFFECTS OF FRAGMENTATION(IN)

XP ONE-HALF OF PLATE OR BEAM SPAN IN X-DIR (IN)
XS X-DIM OF SPALL(IN)
XSPL MAX POSSIBLE DIMENSION OF SPALLING IN THE X-DIR(IN)
YB Y-DIMENSION OF BREACHING IN CONCRETE(IN)
YE COORDINATE POSITION ON PLATE (IN)

* YF Y-DIMENSION FOR EFFECTS OF FRAGMENTATION(IN)
* YI COORDINATE POSITION ON PLATE (IN)

YM MIN DIMENSION OF PLATE OR BEAM IN Y-DIR(IN)
YP MAX DIMENSION OF PLATE OR BEAM IN Y-DIR(IN)
YSPL MAX POSSIBLE DIMENSION OF SPALLING IN THE Y-DIR(IN) I
ZO STANDOFF FROM PLATE TO CENTER OF CHARGE (FT)
ZDIS SCALED DISTANCE TO POINT ON PLATE (FT/LB**THIRD) -.
ZF AVERAGE DEPTH OF PENETRATION FOR FRAGMENTS(IN)
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CALCULATIONS ON A CONCRETE PLATE

PAGE 1

TEST FOR 100 POUNDS (BARE) AT Z= 0.8

PLATE LENGTH OR BEAM SPAN, IN. (BLEN) 120.00000 "".
PLATE HEIGHT OR BEAM WIDTH, IN (BHGT) 120.00000
BEAM OR PLATE THICKNESS, IN. (H) 12.000000
EXPLOSIVE WEIGHTY LBS. (BIGW) 100.00000
LENGTH TO DIAMETER RATIO, DIMENSIONLESS (RATLD) 3.0000000
ZO OF EXPLOSIVE, IN. (ZO) 3.7130000
THICKNESS OF METAL CASEY IN. (TCASE) 0.00000000
REINFORCING DISTANCE, IN. (D) 10.500000
SUPPORT FACTOR 1=SIMPLY, 2=CLAMPED (F) 2.0000000
REINFORCEMENT RATIO IN TENSION, DIMENSIONLESS (0) 0.10000000E-01
SHEAR STIRRUP REINFORMENT RATIO (01) 0.25000000E-02
CONCRETE COVER ON BACK FACE, IN. (COVER) 1.5000000
TENSILE SPALLING STRENGTH, PSI. (SPALL STRENGTH) 750.00000
CONCRETE COMPRESSIVE STRENGTH, PSI. (SIGMAC) 5000.0000
REINFORCED STEEL YIELD STRESS, PSI. (SIGMAR) 60000.000
WEIGHT VECTOR O=VERT, I=EXP BLW, -I=EXP ABV (SMALLN) 0.00000000
WAVE FUNCTION 1=GENERAL, 2=SQUARE (WAVEFN) 1.0000000

COMPUTED VALUES OF MATERIAL RESPONSE ".-

Pp.
LIMIT OF SPALL IN X-DIR, IN 0.00000000
LIMIT OF SPALL IN Y-DIR, IN 0.00000000
LIMIT OF BREACH IN X-DIR, IN 0.00000000
LIMIT OF BREACH IN Y-DIRP IN 0.00000000
TOTAL TRAPPED MOMENTUM, LB-S 0.00000000
IMPULSE FOR FLEXURE, PSI-MS 1.6141986
DURATION OF LOAD ON WALL, S 0.18963297E-02
AVERAGE PRESSURE ON WALL, PSI 1702.4451
EFFECTIVE WALL THICKNESS, IN 12.000000
EFFECTIVE BREACH RADIUS, IN 0.00000000

COMPUTED CONSTANT VALUES

PLATE HALF LENGTHY IN. (B) 60.000000
RATIO OF FINAL HINGE LOC TO B, DIMENSIONLESS (Z) 1.0000000
HINGE MOMENT, IN.-LBS./IN. (BIGMU) 55319.922 %
WEIGHT PER UNIT AREA, LBS./IN.SQ, (W) 1.0432800
ORIGINAL HINGE LOCATION, IN. (XH) 13.488254

CLAMPED-SUPPORTED GENERAL TIME FUNCTION
VERTICAL WALL UNIFORM LOAD
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CALCULATIONS ON A CONCRETE PLATE
FLEXURAL RESPONSE ASSUMING NO EDGE SHEAR

PAGE 2

TEST FOR 100 POUNDS (DARE) AT Zu 0.8

CLAMPED-SUPPORTED GENERAL TIME FUNCTION
VERTICAL WALL UNIFORM LOAD

TIME THETA MIDPT. YEL. MIDPT. DELTA
(SECONDS) (RADIANS) (IN./SEC.) (INCHES)

0.00000000 0.00000000 0.00000000 0.00000000
0.50000000E-03 0.12244307E-01 660.91300 0.17359172
0.99999999E-03 0.41823604E-01 1121.1029 0.62745914
0.15000000E-02 0.78739063E-01 1380.5695 1.2612407
0.20000000E-02 0.11407618 1443.6713 1.9747283
0.25000000E-02 0.14261876 1443.6713 2.6965640
0.30000001E-02 0.16517906 1443.6713 3.4183996
O.35000001E-02 0.18303673 1443.6713 4.1402352
0.40000001E-02 0.19717247 1443.6713 4.8620710
0.45000001E-02 0.20833058 1443.6713 5.5839068
0.50000002E-02 0.21707755 1443.6713 6.3057426
0.55000002E-02 0.22384774 1443.6713 7.0275784
0.60000002E-02 0.22897709 1443.6713 7.7494142
0.65000003E-02 0.23272765 1443.6713 8.4712498
0.70000003E-02 0.23530539 1443.6713 9.1930853
0.73000003E-02 0.23687304 1443.6713 9.9149208
0.80000003E-02 0.23755950 1443.6713 10.636756

MAXIMUM DEFLECTION = 10.925490 AT TIME = 0.82000001E-02

AN ASTERISK INDICATES THAT A REINFORCING ELEMENT HAS FRACTURED
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CALCULATIONS ON A CONCRETE PLATE

PAGE 1

TEST FOR 100 POUNDS (CASED) AT Za 0.8

PLATE LENGTH OR BEAM SPAN, IN. (BLEN) 120.00000
PLATE HEIGHT OR BEAN WIDTH, IN (BHGT) 120.00000
BEAM OR PLATE THICKNESS, IN. (H) 12.000000
EXPLOSIVE WEIGHT, LBS. (BIGW) 100.00000
LENGTH TO DIAMETER RATIO, DIMENSIONLESS (RATLD) 3.0000000
ZO OF EXPLOSIVE, IN. (ZO) 3.7130000
THICKNESS OF METAL CASE, IN. (TCASE) 0.25000000
REINFORCING DISTANCE, IN. (D) 10.500000
SUPPORT FACTOR 1=SIMPLYP 2*CLANPED (F) 2.0000000
REINFORCEMENT RATIO IN TENSION, DIMENSIONLESS (0) 0.10000000E-01
SHEAR STIRRUP REINFORMENT RATIO (01) 0.25000000E-02
CONCRETE COVER ON BACK FACE, IN. (COVER) 1.5000000
TENSILE SPALLING STRENGTH, PSI. (SPALL STRENGTH) 750.00000
CONCRETE COMPRESSIVE STRENGTH, PSI. (SIGMAC) 5000.0000
REINFORCED STEEL YIELD STRESS, PSI. (SIGMAR) 60000.000
WEIGHT VECTOR 0=VERT, 1=EXP BLW, -1=EXP ABV (SMALLN) 0.00000000
WAVE FUNCTION 1=GENERAL, 2-SOUARE (WAVEFN) 1.0000000

COMPUTED VALUES OF MATERIAL RESPONSE

LIMIT OF SPALL IN X-DIR, IN 22.332909
LIMIT OF SPALL IN Y-DIR, IN 12.761662
LIMIT OF BREACH IN X-DIR, IN 15.952078
LIMIT OF BREACH IN Y-DIR, IN 15.952078
TOTAL TRAPPED MOMENTUM, LB-S 248.59576
IMPULSE FOR FLEXURE, PSI-MS 1.8433026
DURATION OF .OAD ON WALL, S 0.18963297E-02
AVERAGE PRESSURE ON WALL, PSI 1944.0739
EFFECTIVE WALL THICKNESS, IN 11.531472
EFFECTIVE BREACH RADIUS, IN 17.313197

COMPUTED CONSTANT VALUES

PLATE HALF LENGTHY IN. (B) 60.000000
RATIO OF FINAL HINGE LOC TO Br DIMENSIONLESS (Z) 1.0000000
HINGE MOMENT, IN.-LBS./IN. (BIGMU) 55319.922
WEIGHT PER UNIT AREA, LBS./IN.SO. (W) 1.0025461
ORIGINAL HINGE LOCATION, IN. (XH) 13.488254

CLAMPED-SUPPORTED GENERAL TIME FUNCTION
VERTICAL WALL UNIFORM LOAD
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CALCULATIONS ON A CONCRETE PLATE
FLEXURAL RESPONSE ASSUMING No EDGE SHEAR

PAGE 2

TEST FOR 100 POUNDS (CASED) AT Zz 0.8

CLAMPED-SUPPORTED GENERAL TIME FUNCTION
VERTICAL WALL UNIFORM LOAD

TIME THETA MIDPT. VEL. MIDPT. DELTA
(SECONDS) (RADIANS) (IN./SEC.) (INCHES)

0.00000000 0.00000000 0.00000000 0.00000000
O.50000000E-03 0.1274179SE-01 687.76617 0.18064482
0.99999999E-03 0.43522915E-01 1166.6537 0.65295307
0.15000000E-02 0.81938264E-01 1436.6627 1.3124855
0.20000000E-02 0.11871114 1502.3283 2.0549623
O,25000000E-02 0.14841341 1502.3283 2.8061264
0.30000001E-02 0.17189035 1502.3283 3.5572906
0.35000001E-02 0.19047358 1502.3293 4.3084548
0.40000001E-02 0.20518366 1502.3283 5.0596190
0.45000001E-02 0.21679513 1502.3283 5.8107833
0.50000002E-02 0.22589750 1502.3283 6.5619475
0.55000002E-02 0.23294276 1502.3283 7.3131118
0.60000002E-02 0.23828052 1502.3293 8.0642760
0.65000003E-02 0.24218347 1502.3283 8.8154399
0.70000003E-02 0.24486595 1502.3293 9.5666039
0.75000003E-02 0.24649729 1502.3283 10.317768
0.80000003E-02 0.24721164 1502.3283 11.068932

MAXIMUM DEFLECTIONI 11.361397 AT TIME = 0.82000001E-02

AN ASTERISK INDICATES THAT A REINFORCING ELEMENT HAS FRACTUREDI

BECAUSE THIS PLATE HAS SHOWN LOCALIZED LOAD SHEAR FAILURE,
A SECOND SET OF CALCULATIONS WILL BE DONE WITH

BREACH AREA MASS AND LOADING REMOVED
Z IS RESET TO 1.0, AND WE ASSUME THE PLATE TO BE IN MECHANISM 1
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CALCULATIONS ON A CONCRETE PLATE
FLEXURAL RESPONSE WITH SHEAR FAILURE MASS AND LOADING REMOVEDS

PAGE 3

TEST FOR 100 POUNDS (CASED) AT Z= 0.8

CLAMPED-SUPPORTED GENERAL TIME FUNCTION
VERTICAL WALL UNIFORM LOAD

TIME THETA MIDPT. VEL. MIDPT. DELTA
(SECONDS) (RADIANS) (IN./SEC.) (INCHES)

0.00000000 0.00000000 0.00000000 0.00000000
0.50000000E-03 0.64925087E-02 1479.7093 0.38955052
0.99999999E-03 0.23353609E-O1 Z489.4617 1.4012165
0.15000000E-02 0.46658656E-01 3026.2571 2.7995194
O.20000000E-02 0.7248901SE-01 3103.3216 4.3493409
0.25000000E-02 0.98054231E-01 3032.3301 5.8832538
0.30000001E-02 0.12302785 2961.3387 7.3816710
0.35000001E-02 0.14740988 2890.3473 8.8445924
0.40000001E-02 0.17120031 2919.3559 10.272018
0.45000001E-02 0.19439914 2748.3644 11.663948
0.50000002E-02 0.21700638 2677.3730 13.020383
0.55000002E-02 0.23902202 2606,3816 14.341321
0.60000002E-02 0.26044607 2535.3902 15.626764
0.65000003E-02 0.28127852 2464.3988 16.876711
0.70000003E-02 0.30151938 2393.4073 18.091163
0.75000003E-02 0.32116865 2322.4159 19-270119
0.90000003E-02 0.34022632 2251.4245 20.413579
0.85000000E-02 0.35869239 2180.4331 21.521543
0.89999997E-02 0.37656687 4 2109.4417 22.594012
0.94999994E-02 0,393a4975 * 2038.4502 23.630985
0.99999992E-02 0.41054104 * 1967.4588 24.632462
0.10499999E-01 0.42664073 * 1896.4674 25.598444

0.0999E-10.4148 1825.4760 2-6.*528930
0.1499SE010,576531754.4846 27.423920

O.1199999SE-01 0.47139024 * 1683.4931 28.293414
0.12499998E-01 0.48512355 * 1612.5017 29.107413
0.12999998E-01 0.49826527 * 1541.5103 29.*895916
0.13499997E-01 0.51081540 4 1470.5189 30.648924
0.13999997E-01 0.52277392 * 1399.5275 31.366435
0.14499997E-01 0.5~3414085 * 1328.5360 32.048451
0.14999996E-01 0.54491618 * 125 7.5 446 32.694971
0.15499996E-01 0.55509994 4 1186.5532 33.305996
0.15999996E-01 0.56469207 * 1115.5618 33.881525
0.16499997E-01 0.57369263 * 1044.5704 34.421557
0.16999997E-01 0.58210158 4 973.57893 34.926095
0.17499997E-01 0.58991894 * 902.58755 35.395136
0.17999998E-01 0.59714470 * 831.59616 35.828682
0.1849999SE-01 0.6037788 760.60477 36.226733
0.18999998E-01 0.60982145 * 689.61339 36.589287
0-19499999E-01 0.61527243 4 618.62200 36.916346
.19999999E-01 0.62013182 * 547.63062 37.207909
20499999E-01 0.62439961 * 476.63924 37.463976

AN ASTERISK INDICATES THAT A REINFORCING ELEMENT HAS FRACTURED
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CALCULATIONS ON A CONCRETE PLATE
FLEXURAL RESPONSE WITH SHEAR FAILURE MASS AND LOADING REMOVED

PAGE 4

r-..TEST FOR 100 POUNDS (CASED) AT Zz 0.8

CLAMPED-SUPPORTED GENERAL TIME FUNCTION
VERTICAL WALL UNIFORM LOAD

TIME THETA MIDPT. VEL. MIDPT. DELTAF(SECONDS) (RADIANS) (IN./SEC.) (INCHES)

Q.21000000E-01 0.62807580 * 405.64785 37.684548
0.21500000E-01 0.63116041 * 334.65646 37.869625
0.22000000E-01 0.63365341 * 263.66508 38.019205
0.225000OOE-01 0.63555483 * 192.67369 38.133290
0.23000001E-01 0.63686464 * 121.68231 38.211878
0.235000O1E-01 0.63758297 * 50.690925 38.254972

MAXIMUM DEFLECTION z 38.263890 AT TIME =0.23900001E-01

AN ASTERISK INDICATES THAT A REINFORCING ELEMENT HAS FRACTURED

10-141



0

1983-84 USA-6= NSRh INITIATIQ PFDMW

Sponmrd by the

AIR 2a (VVI(2 or SCIDITIic MWKS

Coixducted by the

SrUTHWMn CENTER YCR ELOCTRICAL ENGMACF2 EDUCE70N

E'DaL RPN

DIFRARD SPECTROCOPY (1 SaISIC p-TM SILIOCN

prepaed by: Dr. Billy Covin~gton

Acadetic Rank: Assistant Professor

Departm~ent and
University: Physics Department

Sam Houston University

Research Location: Air Force Materials Laboratory

Date: August 1984



Abstract

We present the initial results of a project to investigate, as a

function of annealing temperature and irradiation time, the infrared

oical properties of neutron transmutation doped (NTO) silicon which

has been conventionally doped with gallium. Comparisons are made

between the silicon:gallium absorption data and previously obtained

.;ta for other NTO silicon samples. The observation of a broadband

ebsorption region and an unknown absorption line at 2960 cm-1 is

discussed. Recommendations for additional research are made.
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INFRARED SPECTROSCOPY OF EXTRINSIC P-TYPE SILICON

Introduction

The development and spectral characterization of high quality

extrinsic silicon material for fabrication of infrared detectors

for use in missle, satellite, and aircraft imaging systems is of

continuing importance to the Air Force. One area in which extensive

research is presently being conducted, is in the development of methods

for rendering optically and electrically inactive the residual boron

present in all silicon material. The residual boron is present in

sufficient concentrations (10 1 cm 3) to degrade detector efficiency

and to require colder detector operating temperature. Neutron transmuta-

tion-doping of silicon is proving to be the best method for rendering the

boron inactive.

30. 31
The NTD process employs the (n,-y) reaction to convert Si to P,

which then compensates the boron. Compensation involves the recombination.

of a phosphorous (donor) electron with a boron (acceptor) hole. The

electron which then remains at the boron lattice site completes the

covalent bond and thus ren.:.-rs the boron inactive.

A major disadvantage of the NTD process is that it produces undesirable,

radiation induced defects in the silicon crystal structure. These defects

produce unwanted absorption centers as well as rendering the 31 P optically

and electrically inactive. In order to remove the radiation damage and

to activate the 31P, the crystal must be annealed at high temperature

(8000C) for times ranging from fifteen minutes to one hour.
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Covingtonb? Watson and Covington3  and Kainer and Covington4

have initiated a study of the effects of annealing on the infrared

absorption properties of neutron irradiated pure silicon, neutron

irradiated silicon doped with boron, and neutron irradiated silicon

doped with gallium. The work with pure silicon has provided informa-

tion about the annealing temperature dependence of the optically

active damage centers as well as information about damage or defect

concentrations as a function of irradiation time. Information about

the interaction of defects with impurities such as boron and gallium

or the transmutationally added phosphorous have also been obtained.

The fact that thermal neutron irradiation provides a novel method for

adding the impurity phosphorous to silicon via transinutation provides

additional incentive for studying neutron irradiated silicon. Not

only does the opportunity exist for studying lattice damage but it is

also possible to study impurity interactions as a function of anneal-

ing temperature.

The objectives of the research were (1) to obtain high resolution

sorption spectra as a function of annealing temperature for two

silicon (galliUMi) samples neutron doped to 5 x 10O13 P cmrn 3 and containing

16 .3

3 x101  Gacm 3 and (2) initiate comparison of this data to previously

obtained NTD pure silicon and NTD silicon (boron) data.

NTD Theory

For many years impurities have been introduced (doped) into the

silicon crystal during growth. The major problems associated with

this method are (1) lack of close control of impurity concentrations

(2) nonuniform distribution of the impurities and (3) difficulty in.

11-5
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avoiding unwanted impurities which are present in the dopant material.

The possibility of doping semiconductor materials by nuclear 5

transmuation was first suggested by Lark-Horovitz.5  Later Tanenbaum

and Mills 6 discussed the basic process of neutron transmutation doping

in silicon. They verified experimentally that the only significant

nuclear reaction for silicon in a thermal neutron flux is the (n,y)

reaction. This reaction involves the following nuclear reactions.

28Si(n,Y)29Si  lo

29 30Si(n,y) Si

30 31 31 -Si(ny) Si - . P + " t = 2.62h

31p n~y)32p- -_32S + $" tI = 14.30d

The 31P reaction is important from the standpoint that it is the primary

source of radioactivity. This is due to the extended half-life of this

reaction with respect to the 30Si reaction half-life.

The major nuclear reactions for gallium present in the silicon are

given by

,9Ga(ny)_ Ga - Ge + .t .l.lm

71Ga(n,y)72 Ga __.2 Ge + -t = 14.1h

The amount of gallium lost in this process is insignificant when compared

to the total gallium concentration. Thus, it is possible to assume that

the gallium concentration remains essentially unchanged. The germanium,

which is also produced in an insignificant amount, is optically and

11-6
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electrically neutral due to its having the same valence electron configura-

tion as silicon.

The major advantages of doping silicon by neutron transmutation are

close control of the dopant concentration and uniform distribution of

the dopant in the silicon crystal. The dopant concentration depends on

the relative abundance of the 30Si isotope, the thermal neutron flux,

the thermal neutron cross section, and the time of irradiation. All of

these quantities are well known or can be accurately determined so that

the dopant concentration (31P for silicon) can be determined to 1% or

better.

The dopant uniformity is a direct result of a uniform distribution -

of the silicon isotopes and the long thermal neutron diffusion length as

compared to typical silicon ingot size.

As previously mentioned, the major disadvantage of neutron trans-

mutation doping is the radiation damage suffered by the silicon crystal. Pe.

This damage results mainly from fast neutron collisions, gamma recoil,

and beta recoil. Meese7 has done extensive studies of the various types

of damage processes and has calculated the concentration of defects

produced by each process.

The types of defects produced during irradiation are vacancies

(resulting from silicon atoms being knocked from lattice sites), di-

vacancies (two vacancies at adjacent lattice sites), vacancy complexes

(multiple vacancies grouped together), interstitials, (atoms not in

lattice positions), interstitial complexes (multiple grouping of

interstitials), and impurity-vacancy centers (an impurity and a vacancy

on adjacent lattice sites).
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Previous studies 1 '72 have shown that many of the defects listed

above are infrared active in the spectral range 4000 to 200 cm-1. Thus

a spectral study of these defects as a function of annealing temperature

prooiJes information about defect bondi j strengths, formation and

destruction of defect complexes, and interactions between the defects and

phosphorous or interaction with other impurities such as oxygen.

T~ stren-Ith of interaction between two adjacent defects, defect

r 'o~ars, or between defects and other atoms in the crystal can be

' -oxfiated by deturmining the annealinv- temperature at which the

P..rared absrption line or lines ah ciated with the defect system

disappear.

Experimental

The samples presently being studied are two float-zoned samples

co t inn5 x 1016 Ga cm 3, lmI x 10 138 cm 3  and both have been NTD to

5ax013 s ct studyoIn addition, we are studying a non ND sample that

has the same gallium and boron concentrations. The sample size is

1/2" x 1/2" x 2 m thick. These samples were donated by the Air Force

Materials Laboratory and were NTD at the Texas &M University Research

Reactor.

T ex rif-nt1 :!thod consisted of obd..rmiinng prior to annealing

the room temperature and 10K absorption spectra in the range 4000 to

200cm 1 for each irradiated sample. The spectra were obtained on a

Perkin-Elmer Model 599B spectrophotometer. The samples were cooled in

a Cryo-Cal helium refrigerator. The samples were mounted to the cold
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finger with copper impregnated vacuum grease. Only one edge of the

sample was greased in order to avoid stressing the sample when cooling .

to 10 K. The samples were annealed at 200°C for 30 minutes. This was

followed by room temperature and 10 K spectral scans. The process

continues in steps of IO0°C until IO00°C is reached. The samples were

annealed in a Lindburg tube furnace that was purged with argon gas.

Results and Conclusions

Th2 results obtained to date agree for the most part with previous
13-18 rpte11-15,t26 ninvestigations. As previously reported divacancies at 2767 and

2890 cm are present in both unannealed NTD samples. The absorption

spectra at 10 K in the region 4000 to 2000 cm-I for samples 1156 and 1157

(NTD) are shown in Figures 1 and 2. The broad feature at 3200 cm-1

in both figures is due to water vapor which has condensed as ice on the - -

sample surface. The absorption spectrum at 40 K for sample 1156 is

shown in Figure 3. Comparison with Figure 1 shows that the strength of

the absorption lines is certainly temperature dependent as is expected

for an electronic excitation absorption process.

The absorption spectrum for sample 1159 (no NTD) is shown in Figure 4.

Once again the broad feature near 3200 cm is present. The overall

it-creise in absorption wiL'h increasing wavelength is an un-expected

phenomena. The spectra for sample 1159 in the spectral region .2000 to

1400 cm-1 and 1400 to 200 cm-1 are shown in Figures 5 and 6, respectively.

We are unsure of how to explain the tremendously broad band absorp-

tion taking place in this sample and not occurring in the NTD samples.

At 10 K and with only lO16 gallium atoms present, we do not believe the

absorption is due to free carriers. One possibility is that we are seeing
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the continuum absorption associated with the gallium impurity. Since the

majority of the gallium atoms are rendered optically inactive by defects

introduced by the NTD process this would explain why we are not seeing

this absorption in the NTD samples. We are somewhat surprised by this

II

broad band absorption in samples with such low impurity concentration.

Additional studies are planned to try and determine if this absorption

is the gallium continuum.

In all three samples, we are seeing an absorption line at 2960 cm-l.

Since this line occurs in the non-NTD sample it is not associated with a

defect produced by the NTD process. We have observed this line in other

gallium doped silicon samples which were grown by different techniques.

We believe that this line may be associated with the water vapor that

has condensed as ice on the sample surface. Tests are presently being

conducted to determine the source of this absorption.

We are at present beginning to anneal the samples and collect

absorption data. As anneals are made at higher temperature, the gallium

absorption lines should become visible. After these higher temperature

anneals, we will focus our efforts on the spectral region which contains

the gallium absorption lines (approximately 400- 500 cm1

Recommendations

In order to explain the broad band absorption occurring in the non-NTD

sample and the absorption line at 2960 cm-1 in all samples, we have planned

the following studies:

(1) 2960 cm line - To determine whether this line is due to gallium

or water vapor condensed as ice on the sample surface we are going

11-16
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to reduce the thickness of one of t~he samples by 50 percent.

Also, in an attempt to drive any condensate off the surface

we are going to heat the sample slightly after lowering the

temperature to 10 K. We believe that these two procedures

will provide the information needed to determine the source

of the 2960 cm- line.

2. Broad band absorption - To determine if gallium is the source of

this absorption we will investigate the sample whose thickness

has been reduced by 50 percent. Hopefully, this will allow the

recording of data in the spectral region that is at present

completely off scale. This should allow for viewing the gallium

lines and the gallium continuum. In addition, we hope to obtain

samples that have a gallium concentration lower than 1016 cm 3.

Obtaining the spectra of samples with a lower gallium concentration,

should immediately indicate if the broad band absorption is p..

gallium related.

11-17
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ABSTRACT

Successful implementation of an OR model within an information

system occurs only when the model becomes an integral part of the

system. The process of incorporating a model into a system not only

necessitates a detailed analysis of the model's informational

requirements, which must be satisfied once the model is introduced into

the system, but also requires an analysis of the information system with

respect to these requirements. Such analyses may reveal that both the

model and the system must be perturbed in order to effect a feasible

interface. In determining the extent of the modifications to be made to

each, the total cost of the various alternatives and the resulting

effects on optimality must be established.

This research resulted in the development of informational models

and procedures for performing these interface operations and the

definition of a basis by which optimal or near optimal modifications and

adjustments of the OR model and information system may be determined.

12-2

. . . . . . . . . . . . . .,.,, [2-2.. . . . . . . . .,



TABLE OF CONTENTS

LIST OF TABLES.................................iv

LIST OF FIGURES...............................iv

INTRODUCTION..................................1

RELTED WORK.....................................2

THE GENERAL INTERACE PROCEDURE.....................3

OR INFORMATION MODEL..................................6

IS RESOURCE MODEL...............................12

FEASIBILITY STUDY.... ......................... 17

CONCLUSION...............................................19

ACNODGENS....................................20

APPENDIX.................................21

REFERENCES...........................................26.

12-3



LIST OF TABLES

Table Page
1. Algorithm for Creating an OR Information Model. ........ 22

2. Algorithm for Creating an IS Resource Model. ...........23

3. Procedure for Performing a Feasibility Study. ......... 24 -

LIST OF FIGURES

Figure Page
1. OR-IS Interface Procedure ................... 7

2. OR Information Model - Data Requirements... .. .. .. ......

3. Data Requirements for OR Inventory Problem .... ....... 10

4. Binary Tree of OR Information Model...............13

5. OR Information Model.... .................. 14

6. IS Resource Model ..... .................... 6

12-4

-.



. . . -. ... . _ , , : . , , ..- ,= = ..- ... .. = J % . - " ' '. . - : - ° • " • 
-  " -" "

S

INTERFACING OR MODELS AND INFORMATION SYSTEMS:
A SYSTEMATIC APPROACH

INTRODUCTION

One of the fundamental tasks of an executive information system is

to provide the means by which knowledge embedded within the system's

databases can be successfully extracted and applied toward the

organization's goals and objectives. In order to develop a system which

accomplishes this task, techniques for integrating and converting data

into useful information which can aid in problem-solving and effective

decision-making must be defined and incorporated into an organization's .

existing management information system [1]. Furthermore, the information

system must be provided with additional data on a regular basis for

conversion into information in order to support timely decision-making.

For middle and upper level management, the type of information .

needed from such a system is that which supports the identification of

potential consequences of decisions or future business or economic

conditions; thus, management desires information that may be used to

answer "what if" type questions. Management information systems can

generate this type of information by utilizing OR modeling techniques in

conjunction with mathematical analyses of data contained within the

system.

Unfortunately, incorporation of OR models within an existing

information system is not a trivial operation; it involves much more.- -

than just implementing additional processes and generating additional

data. The complexity of the problem lies in the fact that the optimal

solution to an OR model may not be optimal when the cost of

incorporating the model into the system is considered.

Successful implementation of an OR model within an information

system occurs only when the model becomes an integral part of the

system. The process of incorporating a model into a system not only

necessitates a detailed analysis of the model's informational

requirements, which must be met once the model is introduced into the

system, but also requires an analysis of the degree to which the

information system satisfies these requirements. Such analyses may well
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reveal that both the model and the system must be perturbed in order to

effect a feasible interface. In determining the extent of the S.

modifications to be made to each, the total cost of the various

alternatives and the resulting effects must be established.

The purpose of this report is to describe a systematic procedure

for interfacing OR models and information systems and to define a basis •

for modifying and adjusting the model and system during the feasibility

analysis. The objective of the interface operations is to obtain "

overall optimality with respect to both the model and the system.

RELATED WORK S

Despite the interest in decision support systems and the

technological advances which have occurred in information systems in

general during the last twenty years, and despite the fact that over the

past few years literature in the field has been quite prolific, both the ,

theoretical and practical problems associated with the incorporation of

OR decision models into existing information systems have largely been

ignored. Some authors contribute this to the existence of a so-called

"practicality gap" between operations researchers and practitioners

(2,3]. In fact, one author noted that the gap has widened to the point

that operations researchers now consider the computer representation or

implementation of the results derived from the OR models as a secondary

consideration to the development of the models and imk-ications therein
(4]. p ..

Most research relating to the implementation of decision support

systems tends to focus on the development of such systems in toto, not

on the problems involved in building support systems out of existing

information systems. In particular, previous research has been primarily S

concerned with the approaches to deriving management information

requirements for decision support systems (5,6,7], measuring the -

effectiveness of such systems [8,9,10], and the general building of

these systems [11,12].

Yet, the majority of the organizations desiring to "improve the

effectiveness of decision-making by supplying (computer) aids to the

decision-maker" will meet this objective by building OR modeling .-.
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techniques into their information systems [13J. To do so without

evaluating the impact of the system on the optimal theoretical solution

of the model or the model's potential impact on the system's resources

may well lead to poor and unreliable management tools.

This problem was first raised by Crouch and Crouch in (14] and the

ramifications of the problem were explored by Crouch and Mjosund in (15]

and (16]. Dyer and Mulvey [17] discuss one aspect of this general area,

namely the selection of an appropriate optimizing model for a specific

decision-making process. They specify five criteria to be considered

when evaluating alternative models: performance, realism/complexity,

computational cost, information requirements, and ease of use. They do S
not consider the impact of the optimizing model on the information

system, nor do they attempt to interface the operations research model

and the information system such that a basis is created for total

optimality.

Implementation of decision support systems involves the

incorporation of certain modeling and analysis techniques into existing,

large-scale management information systems. Before such implementation

takes place, an impact and feasibility study must be conducted. A

framework is needed within which a systematic evaluation of the mapping

of the OR models onto the information system can be performed without

disturbing the actual information system. The research described in

this report is directed toward that goal.

THE GENERAL INTERFACE PROCEDURE

In order to incorporate the optimal solution of an OR model into an

information system, the symbolic representation of the solution must be

restructured into a form amenable to computer implementation. During

this transformation process, the model's data and processing

requirements must be defined. Such requirements include

- data to estimate model parameters,

- data to fit distributions to model variables,

- data to determine values of constants, and

- computations to obtain the optimal solution.

To ensure model validity and functionality, OR models also require
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time-varying information to be provided by the system once the model is

introduced into the system. The actual type of information needed must .

be defined during the transformation process. Such requirements include

- periodic information needed in order to determine whether
the solution continues to hold or whether an updated
solution must be provided, and

- information which will result in actions dictated by the
solution.

The specification of the informational and processing needs of the

model's optimal solution is generally perceived as the only requirement

necessary for establishing an effective OR-IS interface. Regrettably,

for the case when the model's requirements cannot be met by the existing

information system, one cannot assume that the system can and will be

modified to meet the requirements. In fact, in practice, the system is

seldom modified to provide the resources necessary to support an optimal

solution due to the costs involved and the impact that such system

modifications may have on existing system applications.

Neither can it be assumed that if an OR-solution cannot be

implemented without additional system capability, then the OR-model can

be modified to produce a solution which not only satisfies the

constraints of the information system but also meets the decision •

support needs of the user of the system. If that were the case, one

would conclude that the specification of the informational resources and

processing capability of the system is the only requirement in

establishing an effective IS-OR interface.

Obviously both views are narrow in their scope and will lead to

successful interfacing of the OR model and the information system only

in the rare case in which the OR informational needs are a subset of the

system's informational resources and processing capabilities and, . -

additionally, in which the cost constraints are met. In reality, S

perturbations of both the system and the model are usually necessary to

effect an optimal or near optimal interface. In determining the extent

of the modifications to be made to each, it becomes necessary to

determine the total cost of the various alternatives. If the cost of

increasing the capacity of the information system is less than the loss

that would incur from utilization of a modified OR solution, the system
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should obviously be augmented, and vice versa. Admittedly, as with

shortage cost in inventory control, the estimation of the cost of not

having certain data available is in most cases difficulti but in all

likelihood, an awareness in itself of just how that cost component fits

into the perturbation decision is extremely valuable.

It should be noted that it is incorrect to assume that the

incorporation of a single OR model into the system should bear the full

economic burden of an increase in the capacity of the information

system. Other applications will normally benefit from such an

expansion. What suggests itself here is an accumulation of losses due

to modification in OR models and solutions (or other type applications)

until such time that these exceed the cost of an expansion that would

eliminate these losses.

The tasks involved in interfacing OR models and information systems

include:

- establishing a basis for comparison of the OR model's
requirements and the information system's resources,

- establishment of the OR model' s data requirements,
information requirements and processing requirements,

- establishment of the information system's processing
capabilities and data resources,

- comparison of the OR model's requirements and the
information system's resources using the established basis,

- determining feasible alternatives for the OR model and the
information system based on the comparison of the OR model's
and the information system's requirements, and

- assigning cost figures to the alternatives.

What are needed are systematic procedures to follow in performing these

operations.

To solve the interface problem, we propose the creation of two

formal information models which fully describe the OR model and the

information system:

- an OR Information Model representing the information
requirements necessary to implement the OR solution on a
computer, and

- an IS Resource Model representing the resources available
within the information system which will support the
implementation of the OR model.

These two models must be formulated on a common basis in order to

provide a framework within which a systematic evaluation of the mapping

12-9 • I -
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of the OR model onto the information system can be performed. The

purpose of the evaluation process is to ensure overall optimality after

implementation. The evaluation must be done without disturbing the

actual information system.

We envision that during the evaluation process to ascertain the

degree of interface feasibility there will be feedback from the OR

Information Model to the OR model and from the IS Resource Model to the

information system. Thus, one might say that the formal information

models permit the OR model and the information system to "fight it out"

before an actual implementation is undertaken. Graphically, the general

interface procedure may be visualized as in figure 1.

OR INORMATION MODEL

The objective of defining an OR Information Model is to establish

the totality of information necessary to transfer the optimal solution

of the OR model into an operational computerized representation of the

model. To facilitate the understanding of this operation, the OR

Information Model in figure I may first be considered to consist of only " """"

the data requirements of the OR model. In this case, the OR Information

Model specifies the informational needs of the OR model in terms of

elemental data items which define broad information categories

corresponding to the OR model' s parameters and controllable and

noncontrollable variables.

The Model may be thought of conceptually as a tree structure

(figure 2). Nodes on the first level correspond to the categories which -. .

define the primary needs of the OR model. Intermediate, non-terminal

nodes define the components of these categories or further refine those

components which appear at a higher level in the tree. The terminal

nodes represent elemental data items which compose the components and

for which the information system must ultimately provide values. When

actual values are assigned to the data elements, the data values will be

processed to produce values for the components. Since each information

category is a function of its components, the values produced for the

components may be subsequently processed to generate values for the -

categories.
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Fig. 1. OR-IS Interface Procedure
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The purpose of the OR Information Model is to facilitate the

process of establishing the basic data requirements necessary to 0
transform the symbolic solution of the OR model to a numerical solution

which can be implemented. Initially the broad categories defining the

model are established (level 1). Next, each category is defined in

terms of its basic components (level 2). Each component may be defined

in subsequent levels in terms of even more basic components. Ultimately,

the basic components are defined in terms of the most elemental data

items needed to produce the components (terminal level).

The tree representation provides a structured means by which one

can accomplish in a systematic procedure the specification of all S

informational needs of the OR model. One does not attempt to determine

all needs at once but rather proceeds down each branch independently

until all terminal nodes for the root of that subtree (that is,

category) are generated.

As an example consider an OR-model which represents a deterministic

inventory system with the following cost equation:

C . S 2 h  (QS) 2 b ad

where 2Q 2Q Q

C - total cost per year
Q - order size
S - maximum inventory level
b - cost of being short one unit one year
h - cost of carrying one unit in inventory per year
d - annual demand
a - ordering cost. .

Figure 3 illustrates how the data requirements portion of the OR

Information Model for this example might look. Thus, for this inventory

model, the categories of the OR Information Model would include such

items as holding cost, ordering cost, annual demand, and shortage cost. p
To continue this example, consider the leftmost subtree in figure 3

whose root is the holding cost category. Assuming that holding cost is

a function of insurance cost, capital cost, warehouse cost, damage loss

and theft loss, these five factors would be the components (that is,

0 children) of the node representing holding cost. Since the information

system must ultimately provide values for each of these components, each
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such component must be further expanded until the elemental data items

composing the component are specified. For example, warehouse cost may

be a function of maintenance, security and rental costs. If so, then

these three items would represent the elemental data items for the node

corresponding to the warehouse component.

It should be noted that the values to be assigned to the elemental

data items by the information system may either be known exactly or may

be uncertain and subject to variation. In most modeling situations, the

values for such items are not readily available; substantial time and

cost must be expended to arrive at values which at best are only good

estimates. The time required to collect the actual values for the data

elements and the errors involved in the data generation procedure are a

critical part of the quantitative decision making process. These

factors, however, are taken into account in the IS Resource Model. At

this point, we are concerned only with specifying the informational

needs of the OR model, not with specifying the means by which the values

of the data elements will be estimated or generated by the system.

Establishing the data requirements in the OR Information Model is

only one of the major tasks involved in defining the OR model's

informational requirements. The other major task is establishment of

the OR model's processing requirements. The processing requirements

include the following:

- aqgregative processes which when applied to the data
elements produce the information components,

- informational processes which when applied to the components
produce the categories, and

- a functional process which when applied to the categories
produces a solution of the OR model.

Thus, the processing requirements are those processes which are

necessary to transform the elemental data items into a solution of the

OR Model. The processes may range from collection procedures (to

capture data necessary to produce the desired information) or simple

summations of data to complex mathematical calculations.

In order to incorporate the OR model's processing requirements into

the tree structured OR Information Model, we need first to transform the

tree containing the data requirements into a binary tree using the

12-15
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"natural correspondence" between forests and trees (18]. The binary

tree corresponding to the data requirements of the OR Information Model 5

of figure 2 in contained in figure 4. In this form, the left subtree of

a node represents the entire set of data needed to define the node. What

is missing are the processes to be applied to the nodes to produce the

parental nodes. In order to define completely the OR Information Model,

the left child of each nonterminal node in the binary tree is replaced

with a processing node whose left child is null and whose right child is

the subtree defined by the node being replaced. The resulting tree

represents the OR Information Model (figure 5).

The OR Information Model for a given OR model is conceptually

simple to understand and relatively easy to construct; computational

algorithms are well defined for creating, traversing, and processing

binary trees [18]. Each node in the OR Information Model represents

either a process to be performed or an informational item to which a

process will be applied. A process node is always a left child of a

nodei the set of informational nodes to which a process will be applied

are always connected along the right branch of the process node.

Application of a process node to its informational nodes results in the

definition of the process node's parent, that is, an information

component, information category, or the root node, the optimal solution.

Table I of the Appendix contains a detailed specification of the

general procedure for creating an OR Information Model for a given OR

model. Each major step of the procedure involves creation of a subtree .

consisting of a processing node and the informational nodes associated --

with it. Each new subtree becomes the left child of one of the

informational nodes in the current tree configuration.

IS RESOURCE MODEL

The IS Resource Model in the OR-IS interface procedure reflected in

figure I is an abstract of the information system. This Model specifies

the availability (within the information system) of the informational

requirements of the OR model for its implementation in the system and

the costs associated with providing such information to the OR model..- -

The needs of the OR model are specified by the OR Information Model of
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figure 5. The abstract of the information system describes the

availability and costs of both .the data elements and processes of the OR

information Model.

The IS Resource Model has a structure identical to the OR

Information Model. Moreover, each node in the binary tree of the IS

Resource Model consists of two additional value fields: namely, -

- a yes/no response indicating the capability of the
information system to meet the informational need of the OR
model as designated by the corresponding OR Information
Model's node, and

- the information system's cost in meeting this information
requirement. * S

The relationship between the OR model's informational needs and the

information system's resources as represented by the IS Resource Model

is shown schematically in figure 6.

The specifics of the procedure to be followed in creating an IS

Resource Model is contained in Table 2 of the Appendix. The creation of

the Model is straightforward and, as may be noted, does not necessarily

require that the value fields be completed for each and every node in

the tree. In fact, if the value fields are known for an informational

type node (that is, a category node or a component node), then each node P.

in the subtree defined by the informational node's child may be ignored.

The purpose of creating the OR Information Model and the IS

Resource Model is to avoid the inconsistencies that normally arise in

the incorporation of OR models into information systems. In the past,

systems have been developed in a piece-meal fashion with little thought

being given to the ramifications of the OR Model on the system or the

system on the optimal solution of the model. These systems are now

proving to be inadequate as effective administrative tools. The OR

*In order to balance cost of nonoptimality of the OR solution
versus cost of information, a cost analysis scheme for the information
system must be developed. The general development of such a scheme
falls outside the scope of this paper. It should be noted that the cost
aspect of information system design is of great importance regardless of
design strategy and is an area where more work is needed. In this
discussion we assume that the cost of data processing for the existing S
information system is known and that the cost of additional data
collection and processing can be estimated. With regard to the OR
model, we assume that sensitivity analyses are performed before
information requirements for the optimal solution are determined such
that excessive data collection is avoided for robust parameters.
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Information Model consolidates the functional requirements and data

specifications of the optimal solution of the OR model into a single,

coherent structure; the IS Resource Model reflects the ability of the

information system to meet these requirements and the cost of doing so.

The Models, being formulated on a common basis, serve as coordination

and communication media for performing successful implementation of OR 0
models. The Feasibility Study of the interface procedure of figure I

performs the comparative analysis of the two Models.

FEASIBILITY STUDY

The purpose of the feasibility study, the third phase of the OR-IS

Interface, is three-fold:

- to compare the information requirements of the OR model and
the information availability within the information system,

- to establish feasibility and costs of alternative models, •
and

- to estimate associated loss for nonoptimality.

As reflected in figure 1, this phase supports an analysis of the

ramifications of modifying the OR model and the system in an attempt to

obtain overall optimality. The feasibility study can perform such an

analysis due to the fact that the two formal Models, that is, the OR

Information Model and the IS Resource Model, are formulated on a common

basis. This evaluation can, of course, be made without disturbing the

actual information system.

The comparison of the two formal tree-structured Models is simple

to perform; one needs only to evaluate the functional orocessing node on

the first level of the IS Resource Model and all the information

component nodes connected along the right branch emanating from the

process node. One of two basic situations will occur during this

evaluation: either all information requirements will be met by the

existing information system (that is, all the aforementioned nodes will

have a positive response for availability) or o,.ly a subset of the

requirements will be met (in which case at least one of the nodes will 5
have a negative response).

If, in the former case, more than one OR model is available for the
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same decision problem (an example of the occurrence of this type of

situation is given by Dyer and Mulvey (17]), the cost of meeting the

information requirements for each of these models may be calculated.

Once an OR model has been selected, or if only one model is available

which is more likely to be the case, a cost evaluation is performed to

determine whether the OR solution is optimal when the data requirements r
are considered. For this evaluation an heuristic approach is proposed

in which one information category is removed at a time from the IS

Resource Model, starting with the node possessing the largest

information cost. The OR model is subsequently modified to a simpler,

less realistic model, the corresponding OR Information Model is

reconfigured, and the associated loss for nonoptimality is estimated. As

long as the resulting loss is less than the corresponding savings in

information cost, the process continues.

In the situation in which only a subset of the information

requirements can be met by the existing information system, the

procedure is reversed; the OR model is gradually enhanced by the

addition of information categories to the OR Information Model. The

cost of adding information catagories (that is, the cost associated with

modifying the information system such that it may provide the

requirements needed for a category) is estimated for additional

categories one at a time. This cost is compared with the estimated gain

obtained from the corresponding increase in model realism. As long as

this gain exceeds the added information cost, the information category

is added to the OR Information Model and the corresponding data

collecion and processing costs are included in the IS Resource Model.

The feasibility study provides a means of determining the extent of

the modifications which may be made to both the OR model and the

information system in an attempt to effect a feasible interface, that

is, an interface considered optimal with respect to both entities. The

systematic procedure to follow in performing the feasibility study is

contained in Table 3 of the Appendix.

As an example of the feasibility analysis phase, consider the

inventory problem previously presented. Let us assume that the OR model

is realistic, that the symbolic solution is optimal, and that the
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information requirements can be met. Suppose that cost analysis

subsequently reveals that the OR model is not optimal when the cost of

the required information is considered. Assume further that the

information cost associated with the information category "shortage

cost" is the highest of all information category costs. If this

category is removed, the model can be modified to a less realistic EOQ 0

model. The OR Information Model and the IS Resource Model for the EOQ

model could be readily obtained from the original Models by pruning the

subtree defined by the "shortage cost node" and by modifying the

functional process node on level 1 of the tree. If the estimated loss

incurred by using the EOQ model (rather than the more realistic model

with shortage) turns out to be less than the cost of providing shortage

cost information, the EOQ model should be chosen.

As another example, assume that the original optimal model is one

with probabilistic rather than deterministic demand and that the current

information system is not capable of providing the probability

distribution and the processing to obtain an optimal solution for the

probabilistic model. If the cost of including these capabilities in the

information system is greater than the loss of using a deterministic

model instead of a probabilistic model, the deterministic model should

be chosen.

It is clear that the approach we have proposed here requires

substantial cost analysis and cost evaluation of alternatives. We

believe strongly, however, that the problem with many information

systems has been a lack of cost consciousness and a haphazard adding on

of information as needs arise. A systematic approach to the development

of decision support systems where data requirements and data costs are

continuously balanced will undoubtedly lead to more effective 5
decision-making systems. We also believe that once such a systematic

approach is adopted, it will lead to the formation of a cost information

system as a part of the overall information system.

CONCLUSION •

Management in business, industry, and governmental organizations is -

always seeking ways to increase efficiency and to bring order to the
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chaos created by the increased complexities of the problem-solving and

decision-making environment. Proposed solutions include the creation

and utilization of decision support systems or executive information

systems as management tools.* However, due to the proliferation of

management information systems during the last decade and due to the -

expense associated with the creation and maintenance'of such systems, it0

is only natural that new management tools will be built onto the

existing systems. Furthermore, the information accumulated within the

MIS's databases is needed for effective decision-making.

To incorporate OR decision models into an existing MIS without

ascertaining in advance the impact such actions will have on the optimal

solutions of the models and on the MIS itself will in all likelihood

result in poor decision support systems. The systematic procedures

described in this paper provide a solution to this problem and, thus,

will enable computational support organizations to move more readily

toward the use of reliable decision support systems.

Research now needs to be directed toward the development of a --

methodology of implementation of these procedures.
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This appendix contains algorithms for creating the OR Information Model and the IS Resource
Model and for performing the Feasibility Study.

N4OTAT ON

Node:
A tree node consists of five fields: nametly,

L: pointer to the root of the node's left suotreet
R: pointer to the root of the node's right subtree
V: description of the node
A: availability within the information system of the informational needs of

the node (yes/no value)
C: cost of providing the needed information.

NOTE: In the OR Informvation Model, fields A and C are null.

Schematic Respresentation orf a Node:

Proctoure Subtree M7:

This routine builds a tree for the ordered list of elements (T) and stores a pointer
to the tree in the Yariable HEAD. Schematically, the subtree produced is as follows;

AEAD

Stack Operations:

PS f pop Ito P frm the stack S

P S P umsh tem P onto the stack S
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ALSONITMI FOR CRW*ING M~ O IXFO3MTION MODEL

Si. ECreate the root mode.]

ROOT i.

52. Extract the broad information categories (Parameters and controllable and
noncontrollable variables) from the OR Model, saY Ilist CICAT), and define the process
FP which, when applied to (ICAT), produces the optimal value for the OR model.

S3. (Create a subtrite for the data.]

SUSTRE1 ({FP,(ICAT3)).

S4. P'RWU.

S5. (Attach the subtritt to the OR Inforniation Miodel.]

LUP) HEAD~

S4. (Push each information categairy node onto the stack S.]

2. P 4 S
3. P 4. R(P)
4. If P % null, then go to step 2.

NOTE: The remainder 0f the algorithm expands each infomtion node in the stack into a
process and its el emental informsation items (components or data elements) until the .-

infor0mational nodes 01CwMe terminal nodes.

57. If the stack S is empty, terminate the algorithm. Otherwise,

P t S.

SO. Can the informational item V(P) be further refined? If not, go to step S7.

5?. Esoand V(P) into a Process P (an aggreqgative Process or information process) and
its list of informational items I (information Components or data elements).

5ID. ~crtate a subtret for the new Informational itemis.]

Sil. io to step S3.
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ALOl VT FOR CREATING 9t4 IS RESOURCE MODEL

SI. [Push the functional processing node and each information category node in the OR
Information Model onto the stack.I 1

1. P #- LROOT)
2. P 4 S
3. P 4. R(P).
4. If P a null, then go to stop 2.

S2. If the stack S is empty, then terminate the algorithm. Otherwise,

P t S.

S3. If the information Concerning availability is not known for node P, then go to step
S4. Otherwise,

I. A(P) yes
2. C(P) estimated cost
3. Go to step 52.

S4. [Has node P been previously analyzed!]

If A(P) zno, then go to step S2.

S3. (Indicate information unavailable for node P.]J-

A(P) *no
C(P) Is etimated cost to roodify system

S6. (Can this node be expanded?]

If L(P) null, then go to step S2.

S7. [Push P onto the stack.]

P 4 S

So. (Push P's left child onto the stack S and the informiational nodes along the right
branch of this child.]

1. P t L(P)
2. P 4 S
3. P & R(P)
4. If P 'null, then go to step 2.

59. [Iterate.]

Go to step S2.12 7

12-27



-, ~ - - ~- * '.*

TABLE 3

PROCEDURE FOR PERFORIINS FEI461LIM STUDY

SI. (Detemine extent o4 feasibility.]

2. If AP) no, then go to step S6.
3. P 4 R(P)
4. If P a null, then go to step 2.

CASE 1: All information requirements are met by the information system. Perform
cost evaluation analysis.

92. Determine information category with highest cost.]

1. ON - F * L(ROOT)
2. N f P 4. R(BP)
3. W # C(N)
4. If R(N) a null, then go to step S3.
5. 14 N
6. N R R(N)
7. If PW ( C(N), then

7.1 AX .C(N)
7.2 P + N
7.3 BP 4 .O

-. So to step 4.

S3. (Remove node P.]

R(OP) R R(P)

34. Modify L(ROOT) to reflect characteristic of less realistic OR model.

S5. Estimate loss for nonoptirmality. If loss is less than the cost savings rAX, then
iterate the process beginning with step S2. Otherwise, terminate the feasiblity
study.

CASE 2: Some information requirements are not met by the information system. j

S6. Modify L(ROaT) to reflect the charateristics of the less realistic OR model
corresponding to the set of informational items currently available within the
information system.
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!1ILLI (Continued)

57. (Determine information category with lowest cost whose requirements art not presently
met by the information system.]

1. N 4, P 4- R(LROCT))
2. If AWN a no, then

2.1 MN (- CCN)
2.2 P * N
2.3 so to step 4.

3. If R(N) a null, then terminate the feasibility study.
Otherwise,

3.1 N 6. R(N)
3.2 So to step 2.

4. If R(N) a null, thent go to step SO.
5. N *. R(N)
6. If A(N a yes, then go to step 4.
7. If N ) C(N), then

7.1 MN # C(N)
7.2 P 4- N

S. go to step 4.

SO. Estimate the gain which would be obtained in model realism if the information
represented by node P were available. If the gain is less than the cost MN, then
terminate the feasibility study.

S9. (Insert node P.]

A(P) 4.yes

SID. Modify L(ROOT) to reflect characteristics of the more realistic model. Iterate
process begtnning with step S7.
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Worcester, MA 01610

Abstract: Experimental and ab initio dissociation energies of the

(H20)n(CH3CN)mH + Ions are reported. The energies range from 10-35

kcal/mol. The proton is best stabilized by placing the maximum number of

acetonitrile molecules close to the protonated center in such a way that the

--formation of a network of strong hydrogen bonds Is still possible. Other

results from this work are: 1) Distinct solvent shells can be distinguished in

these complex ions. 2) Mixtures of several isomeric structures are unlikely

for n 1 4. 3) When a solvent molecule clusters with (H20)(CH3CN)H +, the

proton is transferred from the acetonitrile to the water. 4) Although

electrostatic interactions make the dominant contribution to the bonding in

these systems, polarization and charge transfer effects contribute also. 5)

There is a cooperativity effect among the hydrogen bonds that leads to

extensive changes in geometry and charge distribution as successive hydrogen

bonds are formed. 6) The relative complexation energies along a series of

reactions correlate with many properties of the electron donor and with

several properties of the proton donor. I

*Air Force Geophysics Scholar.
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Introtion,: .

Information on the properties of clusters incorporating several solvent

molecules about a proton is of interest from the point of view of both

understanding the structure of acidic solutions and understanding planetary

ionospheric chemistry. Clusters comprising several different solvent

molecules, ie, complexes of mixed solvents, are of interest because (I) they

simulate multicomponent solvent systems, (2) studying them can clarify the

structure of hydrogen-bonded networks about a protonated solute ion, and (3)

such clusters have been observed in the ionosphere.

We are interested in the following questions concerning the buildup of a

complex ion:

(I) What combination of solvent molecules about the proton best

stabilizes the charged proton?

(2) Do clusters build up through the filling of distinct solvent shells?

(3) Can complexes with a given composition assume several isomeric

structures?

(4) Starting with a protonated solute molecule, can a group of solvent

molecules "pull away" the proton from the solute molecule? -'-

(5) To what degree does clustering simulate bulk solvation?

(6) How much do charge transfer and electrostatic interactions

contribute to the bonding in the supermolecules?

(7) How much does clustering affect the geometry and charge .

distribution of the components?

(8) What is the relationship between structure, charge transfer, and

energetics for the complex ions?

We shall address these questions as they pertain to supersystems containing

several different solvent molecules about the proton.

In order to address similar questions, Kebarle and coworkers,1 Castleman
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and coworkers,2 and Meot-Ner 3 have looked at the thermochemistry of cluster

dissociation, ie, reactions of the general type:

AmBnH AmBn (,)

With respect to the atmosphere, the complex ions of significance contain

such ubiquitous planetary atmospheric species as H20, NH3, CH3OH, HCN, .

CH3CN, etc. The clustering of each of these molecules about the proton in

single-component complexes has been investigated.2 In contrast, the only

protonated mixed clusters composed of the above atmospheric or similar

molecules that have been studied experimentally are the (NH3)m(H2 4)nH4

and the ((CH 3 )20)m(H2 0)nH+ systems.5 In the present series of papers, we .-

shall examine a variety of multicomponent supermolecules containing the

above atmospheric species.

The present paper deals with (H20)n(CH3 CN)mH (denoted WnAcmH ). In

addition to their atmospheric relevance (see below), water-acetonitrile .

clusters may be important In HPLC-chemical ionization mass spectrometry.

Recently balloon-borne mass spectrometers have been utilized to

determine the ionic composition of the earth's ionosphere.6 - 9 Two types of

positive ions found in the stratosphere are proton hydrates, (H20)nH4, and

(H2 0)nXmH + ions, where X has a mass of 41 amu and must have a proton

affinity greater than 175 kcal/mole and an abundance greater than 7 x 104

cm-3 in order to enter into the ion chemistry. The most viable candidate for

X to date Is acetonitrile. 7 14 Part of the evidence In support of CH3CN as X

has been provided by the selected ion flow tube (SIFT) experiments of Smith

et al. 14 These workers have shown that CH3CN rapidly replaces H20 in the
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cluster Ions (H2 0)nH+, n=2-4, with the exception of the last H20 in

(H20)(CH3CN) 2 H and (H20)(CH 3CN) 3H. Equally significantly, ions with 5

masses equivalent to those of the (H20)n(CH3CN)mH cations observed by

Smith et al.14 have been observed in the atmosphere. 7 ,8 ,1 1,12 In addition to

the objectives mentioned above, a particular objective of this work was to

determine why the last H20 molecule in the (H20)(CH3 CN)mH +, m-2,3, cations

is not readily replaced.

Exnerimental and Computat lanal Details

The experimental measurements were performed using the NBS pulsed high

pressure mass spectrometer and standard techniques3 , 15 Reactions in the

ion source were initiated by a I msec pulse of 500-1000 eV electrons, and

equilibria in the clustering reactions were observed to 2-4 msec after the

pulse.

The reaction mixtures were 0.1I - 10% CH3CN in H20, at total source

pressures of 0,2- 1.0 torr. Checks were performed to verify that the

equilibrium constants were independent of pressure in this range.

Furthermore, some equilibria were replicated with CH4 as the main carrier .- -

gas, with 10-20% H20 and CH3CN added. The thermochemical data obtained

from the latter experiments agreed with those obtained with neat H20 as the

carrier gas within experimental error. However, the same equilibria are

observed over a somewhat lower temperature range in the CH4 mixtures than

in the H20 mixtures. The agreement indicates that thermal cluster

dissocation outside the ion source is not significant.

The theoretical calculations were carried out ab initio using the Gaussian
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80 series of programs 16 on a VAX 11/780 computer. Optimized structures

were obtained using the 3-216 basis set by the force relaxation method. 17

Reported bond lengths represent convergence to 0.001 A and bond angles to

0.1. Since the 4-316 basis has been shown to yield reliable trends in -'

solvatlon energies for related molecules, 18 - 22 the 3-216 optimum

structures were utilized to compute total energies at the 4-316 level, le,

HF/4-316//HF/3-216 calculations were performed. In order to check the

accuracy of the HF/4-3 I G//HF/3-2 16 solvatlon energies and to compare

3-2 16 and 4-3 16 optimum geometries, we optimized the structure of

(H20)(CH3 CN)H+ at the 4-31G basis set level. The 4-316 structures of

H20,2 3 , H30+,2  CH3CN, 9 CH3CNH, 19 (H20)nH:, n-2-4, and

(CH3CN)nH+, n-2,3, 19 have been calculated, also. The total energies (ET)

obtained were then used to compute stabilization energies (&En- In)

according to the following equations, where W H20 and Ac = C 3CN.

n- I,n= ET(WnACmH ) -ET(Wn-1 AcmH ) - ET(W) (2)

EM- I',m= ET(WnACmH ) - ET(WnACm - IH ) - ET(Ac) (3)

No zero-point or basis-set superposition error (BSSE) corrections were made

for any of the calculated energies.The BSSE obtained at the 4-3 1 G level is

small (1-2 kcal) and similar in magnitude for many supersystems. 2 4 2 6

Zero-point energy effect generate 6ME's of only about 2 kcal also.2 0 '2 6

Geometry Ogtimization The molecules Investigated in the theoretical
P .

portion of this work are H2 0, H3 0 , CH3 CN, CH3CNH , (H2 0)nH , n=2-4,

(CH3CN)mH , m=2,3, (H20)n(CH3CN)H , n- I-3, (H20)(CH3CN)mH , m=2,3, and
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(H20)2ICH3CN) 2H+. The geometries of H20,2 1 H30+,2 1 CH CN, 2 1 CHCNH+,

(H20)2H+, and symmetric (CH3CN) 2H+ were optimized completely. Partial

geometry optimizations were carried out for all of the other complexes. With

the exceptions noted below, the optimum structures of H20, H30 , CH3CN, and

CH3CNH+ were retained in the complexes and only selected bond lengths and

bond angles (indicated in the Results and Analysis of Results section)

between them were varied. For several (H20)n(CH3CN)mH ions, different

Isomers were considered (le, branched (I) and straight-chain () and an

optimum geometry and total energy were obtained for each isomer. The

procedure of preserving the monomer structure in hydrogen-bonded systems

has been utilized by many other research groups. 18-22,27,28

All hydrogen-bonded distances r I and r2 (defined below) were varied.

rI  r2

A-H " B

Each A-H... B angle was optimized also in (H2 0)2 H, (CH3CN) 2H.

(H20)(CH3CN)H , (H20)2(CH3CN)H (I) and (1), and (H20)(CH3CN) 2H (I) and (11)

and found to be 180". Therefore, all of the hydrogen bonds in the remaining

clusters were assumed to be linear.

For the cations where H30 is the central ion, the H30 was assumed to be

planar and all three of the O-H bond lengths were optimized. When an H20

molecule is both a hydrogen donor and acceptor, both O-H bond lengths were

optimized. The H-0-H angles of H30 were not optimized. Calculations on

(H20) 3H+, (H20) 2(CH3CN)H , and (H20)(CH 3CN) 2H* with and without this
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optimization showed that although the H-0-H angles changed by as much as

4", the total energies changed by less than 0.2 kcal and the optimum bond 4

lengths changed by less than 0.003A. Clearly, the total energies,

stabilization energies, and geometries of these complexes are relatively

Insensitive to variations in tie H30 H-O-H angles.

Several different orientations of the hydrogens in W2H*, WAcH , and

Ac2H+ were studied. It was determined for W2H+ that the conformation with

the two water planes perpendicular to each other Is the most stable, in

agreement with an earlier study at the 4-31G basis set level1 3 The most

stable conformation of WAcH* is the one where the angle between the plane

containing the H20 molecule and the plane containing the NCCH atoms is 0 (or -

90*). The total energy of AC2 H+ is Independent of the orientation of the

methyl hydrogens.

Based on the above results, the following assumptions were made. (1) In

all of the ions involving water hydrogen-water hydrogen and/or methyl

hydrogen-water hydrogen nonbondea interactions, the hydrogens are oriented

as they are W2 H4 and WAcH, respectively. (2) In all of the ions involving23

methyl hydrogen-methyl hydrogen nonbonded Interactions, the hydrogens are

staggered.

Results and Analysis of Results

A, Structures and Energetics. The cluster dissociation equillbrla are of.

type (4) and (5).

WnAcmH * Wn- ACmH + W (4)

wnAcmH * WnACmI H + AC (5)
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The experimental thermochemical results are summarized In Table I and

Figure I. Table I lists the experimental dissociation enthalples and the

computed 3-21G//3-21G, 4-31G//3-21G, and 4-31G//4-31G total energies

and dissociation energies. Figure I shows the specific dissociation reactions

examined. The experimental error usually associated with these

measurements is t I kcal/mol for AH° and ±2 cal/mol for AS*. The errors in

the measurements Involving AcH , Ac2H+, Ac2 WH+, and AcWH+ In Figure I and .

Table I are consistent to this degree.

The structures obtained from the 3-21G and 4-31G optimizatlons are

displayed in Figure 2. Only the values of the bond lengths and bond angles .

varied in the calculations are included in the figure. The 4-316 parameters

are given in parentheses. The values of the remaining bond lengths and bond

angles are those of the relevant parameters in H20,20 ,23 CH3CN, 19,23 and

CH3CNH+.

H20.E3 . H3CN. and CH3CN .It has been pointed out previously 29
that 3-2 1G and 4-316 equilibrium geometries of one and two heavy atom

systems are very similar. We find that this is true also for CH3CN, for

CH3CNH+, and, in general, for r1 and r2 in the cluster ions we compared. Let

(OH) rOH (4-31 G) - rOH (3-21 G) and A(4HOH) =sHOH (4-31 G) - 4HOH

(3-2 1 G). Then a negative value of A indicates that the magnitude of the O-H

bond length or H-O-H bond angle is larger for the 3-21G basis set. For

120P MOH)= -0.0 17 A and A(4HOH) = 3.7; for H30, 20 ,23

A. A(4HCH) = 0.2" and the average deviation in bond length is 0.002 A for
CH3CN,~20,24 Li
CH3CN while A(HCH) = 0.2" and the average deviation in bond length Is

0.004 A for CH3CNH +. The 4-31 G//3-21G and 4-31 G//4-31G total energies

are in good agreement as well for these species, varying by at most 0.43 kcal.

(H2Q (C3.[H+ and (H2O :CH +. The structure of the
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protonated water dimer calculated with the 3-21G basis set is close to that

calculated with the 4-316 basis.20 Both have a symmetric hydrogen bond

with an H-0 ... O-H dihedral angle of 90 °. Ar I 
= ,r 2 = -0.010 A and £(AHOH)=

0.8". As noted earlier,2 0 the hydrogen bonds in W3H+ are asymmetric such

that the complex essentially consists of a central H30 group interacting

with two H20 molecules.

Two isomers were considered for W4H*. W4H*(I) has a branched structure,

le, the fourth water molecule forms a hydrogen bond with the free hydrogen of

the central H30+ moiety, and is the more stable of the two (Table I). Ar1 =

-0.0 16 A and Ar 2 = 0.055 A for this ion. W4H+(II) has a straight-chain

structure, ie, the fourth water molecule forms a hydrogen bond with one of

the outer water molecules rather than with the H30 moiety. For the latter

cluster, addition of the last H20 leads to structural rearrangements that

make the central ion more properly represented as H502
+ rather than as H30+.

When the geometry of W4H+(II) was optimized using the 4-31G basis set,20

the ion was constrained to be symmetric. That constraint was not imposed in

this work, and the central hydrogen bond was found to be slightly asymmetric.

Consequently, some of the Ar values are fairly large, with the largest being

0.070 A.

The dimer of (CH3CN) 2H+ with an asymmetric hydrogen bond is more stable

at both basis set levels.19 However, the symmetric form is less than a kcal

higher in energy. Thus, calculations that include polarization functions in the

basis set and take electron correlation into account could reverse the relative

stabilities of symmetric and asymmetric Ac2H+ as occurs for OH-(H 20).30

For the asymmetric system, Ar = -0.01 1 A and Ar2 = -0.040 A. Again, the

magnitudes of ArI and Ar2 are noticeably higher in the complex than the Ar
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values are in the subunits. However, part of the discrepancy may be due to

the 4-3 IG structure not being completely optimized, since the 4-3 1G//4-31G

total energy 19 is higher than the 4-316//3-21G total energy for the dimer. I.
Linear (to C-H) and T-shaped models of Ac3H+ were examined. The linear

system is more stable, primarily due to the sizeable exchange repulsion in the

T-shaped trimer. 19 A comparison of the 4-31 G//4-31G and 3-21 G//3-21G"

equilibrium geometries of the Ac3H* isomers is not useful, since not all of

the hydrogen-bond bond lengths were varied in the 4-3 1G calculations.

(H20)(CH3 CN)H has the hydrogen-bonded proton associated more closely -

with the acetonitrile, in accordance with the relative proton affinities of

water and acetonitrile.3 1 The 3-21G results, however, show a hydrogen bond

with a much longer r1 (by 0.078 A) and a much shorter r2 (by 0. 136 A). The II

difference (acetonitrile - water) in the 3-21 G//3-21 G, 4-31 G//4-31 G, and

experimental proton affinities is 7.3, 15. 1, and 16.7 kcal, respectively. The

incorrectly small difference obtained from the 3-21 G//3-21G calculations

leads to a more symmetric hydrogen bond, which accounts for the unusually

large disparity in the two sets of r1 and r2 values.

Overall, the 4-3 1G r I distances tend to be shorter and the 4-31 G r2 -

distances tend to be longer, which is consistent with the weaker solvatlon

energies obtained with this basis set (see below). Nevertheless, although the

di fferences in the 4-31//4-31G and 3-21 G//3-21G equilibrium geometries

of these systems are not always trivial, the differences in the 4-31G//3-21G

and 4-3 1G/4-31G total energies (Table I) are quite small. The largest&ET is

2.25 kcal (for W4 H(ii)) and most of them are less than I kcal. Not

reoptimizing the geometries has even less effect on AED; the largest MED is

1.0 kcal (for WAcH ). Clearly, reoptimization of the 3-21G structures is

unnecessary.
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LH20)r r i3C.W~Mki*When either H20 or CH3CN Is added to the H20 group of

WAcH to form W2AcH*(I) or WAc 2 H+(), the proton that is associated with

the CH3CN group in WAcH moves along the hydrogen-bond axis such that both .

hydrogen-bonded protons in the trimers are associated with the central water

molecule. In other words, these complexes consist of a central H30+ moiety

interacting with two solvent molecules, as was found for W3H*. The result

for W2AcH (I) is consistent with the observation that the combined proton

affinity of two water molecules (166.5 + 32.9 = 199.4 kcal/mo13 1,32) is

greater than the proton affinity of CH3CN (189.2 kcal/mol 3 1). The other, less

stable Isomer considered for W2AcH* and WAc 2 H* has the additional solvent

molecule forming an unconventional linear C-H 6 X hydrogen bond. For

W2 AcH(II) and WAc 2H(II) the proton remains on the central acetonitrlle.

Since the latter isomers of W2AcH and WAc 2 H+ are so much less stable

than the former (Table I), no clusters containing C-H X hydrogen bonds

were investigated for the tetramers. Thus, only the branched structure of

WAc 3H+ and the branched (I) and straight-chain (11) structures of W3AcH+ and

W2Ac2 H* were studied. Again, the straight-chain systems are higher in

energy and have a slightly asymmetric H5 02  group interacting with two

solvent molecules. In fact, the W4 H(II), W3AcH (11), and W2Ac2H+(lI) r I and

r values for the H5 02 moiety are very similar.

B. Population Analysis. The charge distributions obtained from Mulliken

population analysis 3 3 are presented in Figure 2. The figure shows that there

is no extensive delocalization of the positive charge in these complexes, with S

the exception of HsO 2 . They are best represented as a central cation bonded

to one or more solvent molecules. The positive charge on the central ion,
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7

H30* or H502 , does decrease as the number of solvent molecules Increases;

however, the charge transferred from a given solvent molecule decreases as

their number Increases. Overall, the central cation retains 70-809 of the

positive charge. The charge changes observed In this work for the individual

atoms or groups of atoms upon hydrogen-bond formation are consistent with

those observed by other researchers. 19.21.22

Table II tabulates the charge gain on the proton-donating atom AqA and the

electron-donating atom AqB, the charge loss on the atom(s) directly bonded to

the electron-donating atom AqBL (1. - C or H), the charge transfer AqCT, and

the charge on the hydrogen-bonded proton before °- and after CHHB the

hydrogen bond is formed for the reactions studied. Table III shows r1, r2 , R,

r 1/R, and the A-H and H B overlap populations. The reactions are arranged -

from highest to lowest AED. The data in the tables are from the 3-216

results.

C Trends In AED and AH The &ED values are generally too high compared

to the AH" values at both the 3-21G and 4-31G basis set levels, although the

4-31 G AED'S are consistently closer to the experimental AH"s. Much of the

disparity in the two sots of theoretical data and some of the disparity in the

theoretical and experimental data is accounted for by BSSE. 24 - 26 There are

several reasons the corrected AED'S are overestimated. They are the poor

quality of the calculated multipole moments of CH3CN and H20,2 5' 3 4'3 5

neglecting zero-point energies, and not including polarization functions or

electron correlation in the calculations. Latajka and Scheiner 35 have shown

that it is necessary to add a set of diffuse polarization functions to a DZ+P

basis in order to properly reproduce the electrical properties of the subunits,

to evaluate accurate electron correlation effects, and to obtain solvation

energies in good agreement with experimental solvation enthalpies.
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For both basis sets, the value of &ED- AH Is considerably bigger when the

electron donor is H20. Two factors that contribute to this result are the

following. First, and more importantly, the poorer computed charge

distribution for H20 than for CH3CN, as reflected in the larger deviation in

the experimental and calculated dipole moment for H20 than for CH3CN (0.708
r

D vs. 0.167 D for the 4-31G basis), will produce more exaggerated &ED's when

H20 is the electron donor. Second, results from other systems suggest that

the BSSE will be larger for clusters made by adding H20 than by adding

CH3 CN, since H20 is a smaller molecule.24 ,2 5

The trends in the AH" values are reproduced reasonably well by the

calculations for each series of reactions involving a given electron donor,

especially by the 4-31G basis set. However, the experimental and calculated

trends are not the same when one compares the stabilization achieved when

water versus acetonitrile is added to a specific cation. In some cases, the

experimental results show that the complex should be stabilized more by

CH3CN and the theoretical results show the opposite. An examination of the

4-31G data for these cases (AcH+, WAcH+, and Ac2H*), yields that AED- *

for H20 solvation is approximately 6.7 kcal higher than for CH3 CN solvation.

Thus, the error is consistent. It is also not unexpected due to the larger

overestimation of &ED values mentioned above for the H20 series of

reactions.

From the comparison of the 4-31G//3-21G and 3-21G//3-2G A ED'S and

"ED's with respect to the LHOs and SAHOs, one concludes that either the

3-21G energies should be corrected for BSSE or 4-31G//3-21 energies

should be computed. Both methods yield more accurate stabilization energies

and relative energies than are obtained from the simple 3-21G//3-21 G
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calculations.

The relative dissociation energies of the cluster Ions correlate with a

number of properties of the ions. rhe data in Tables 11 and I II demonstrate

that for a given electron donor, regardless of the type of proton-donating

atom (0e, C, N, or 0), there Is a direct relationship between the differences In

the complexation energies and the charge gain on the proton-accepting atom

qjthe charge loss on the atom(s) directly bonded to the proton-accepting

atom Aq& (BL C or H), the charge transfer ACCT the charge on the

hydrogen-bonded proton after the hydrogen bond is formed qH,HB, r I /R, and

the H ..B overlap population (with the exception of the overlap population of

WAcH~which is too high). There is an Indirect relationship between the

energy differences and r2. These results indicate that delocalizatlon effects

as well as electrostatic effects contribute to the stability of the clusters.

It should be noted that allI of the above are properties of the electron

donor. As a result of the different types of proton-donating atoms and the

large charge and structural rearrangements in some proton-donating

molecules brought about by hydrogen-bond formation (Figure 2), it is not

unreasonable that there Is no correlation between the proton donor properties

and relative stabilization energies when all of the proton donors are

compared. On the other hand, if only clusters with the same type of A atom

are compared, the SADsalso correlate directly with the charge on the

hydrogen-bonded proton before the hydrogen bond is formed qand indirectly

with the A-H overlap population and R. The only exceptions to the former

relationship are the reactions where a solvent molecule is added to the H0

moiety in WAcH+, The qH for these cases is too low because the water is

essentially neutral in WAcH+. Other researchers have seen similar

20,21,213-~36

correlations in other hydrogen-bonded systems. r o rat36

D. Cooperativity Effects. The transfer of electron density to the
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proton-donating molecule when a hydrogen bond is formed makes that

molecule a poorer proton donor for subsequent hydrogen bonds.2 0,2 i 2 7 Thus,

when a molecule serves as a multiple proton donor, AED decreases as

successive solvent molecules are added (Figure 1 and Table I). However, the

structural changes that occur within the proton donor indicate that the

subsequent hydrogen bonds are not as weak as they could be, le, there is a

cooperativity effect among the hydrogen bonds. When a second hydrogen bond

is formed, r1 shortens and r2 lengthens for the first hydrogen bond. A

compromise is reached whereby the first hydrogen bond is weakened relative

to its strength in the dimer to allow the second hydrogen bond to strengthen

somewhat. Thus, it is more favorable to make two moderately strong,

partially protonated, hydrogen bonds than to make one strong,essentially fully

protonated, and one weak, essentially neutral, hydrogen bond. Similar results

are observed for larger clusters as well.

When straight-chain isomers are formed, the structural changes are even

more pronounced. As noted above, in these cases the central ion Is converted

from essentially H30+ to essentially H502+.There is also an increase in r2

and a decrease in r1 for the other hydrogen bond to the H30+. When a second

shell water molecule acts as a proton donor, it improves its capacity to serve

as an electron donor. Therefore, the interaction between it and the H30 ion

is strengthened at the expense of the other hydrogen bond involving the H30.

E Isomers. In order to explore the possbility that more than one

isomeric form exists for some of the n + m = 4 complexes, branched (I) and

straight-chain (11) structures were examined for W3ACH*, W2Ac2 H*, and

WAc 3H . The branched Isomer Is universally more stable than the

straight-chain isomer. The lower stability of the straight-chain clusters

results from 1) a smaller qH, ri, rl/R, and H ." B overlap population, 2) a

larger R and A-H overlap population, and 3) less polarization of the electron
13-16
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L donor and slightly less charge transfer to the proton donor. However, the

straight-chain form is only about 2-5 kcal higher in energy than the branched

form of a specific ion depending on the basis set employed. Since the 4-31G

basis yields more reliable AED'S and SED'S, that data will be used here. The D..

differences in the 4-31G stabilization energies are 4-5 kcal, suggesting that

mixtures of ions will not be present for these systems. This is consistent

with the experimental enthalpy data which shows that for the WnAcmH + ions

there is a significant drop in AHk,k- I (k - m + n) for reactions after k-3 (for

n me 0). We have found that these criteria fulfill the quantitative

requirements for the filling of the second solvent shell at k = 3.

F. Rule on Relative Cluster Stability. With respect to the stability of the

clusters, two factors appear to be important: the high proton affinity of

CH3CN compared to H20 and the hydrogen bonding of water. Thus, the most

stable dimer in terms of the total enthalpy of dissociation is Ac2H (Figure 1

and Table 1). However, since in Ac3H* the second hydrogen bond is a weak

unconventional C-H ' N bond, the most stable trimer is WAc 2 H+, ie, the

complex with the highest acetonitrile content for which an optimal

hydrogen-bonding configuration is still allowed. The same rule yields

WAc 3 H as the most stable tetramer, and W2Ac3H" as the most stable

pentamer WAc 4 H , which could not be observed, requires a hydrogen-bonded
F"

structure blocked by methyl groups. Therefore, the following rule seems to ..

apply to all of the observed water-acetonitrile complexes: t most .b

clusters are those with the highest acetonitrile content which still allows

the formation of a network of strong- ea. N-H "- 0and 0-H - 0. hydrogen bonds.

The general formula for clusters with n water molecules containing the

maximum amount of acetonitrile molecules is WnAcn,2H . For n - 2 and 3,

only two isomers each are possible, and these differ only by a shift of the
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proton as illustrated schematically in ions .L and 2. (Acetonitrile is denoted

by Ac.)

H4A

-4 0

j4 0/4 0 0 F..

r~~c "~'(t" /c.
aL 4

For n 4 several isomers are possible, the extreme of which are

illustrated schematically by ions .and 4. In the acetonitrile molecules are

pushed to the periphery such that ultimately the proton Is solvated by a neat

water environment. In 4 two acetonitrile molecules are placed close to the

protonated center, or at least one acetonitrile molecule is attached to the

protonated center if the proton moves as Indicated, while some are even

further away from the protonated center than they are in 3. The trends

observed in the smaller clusters suggest that acetonitrile molecules proximal

to the protonated center are stabilIizing, and, therefore, that Inear

configurations such as 1 would be preferred to globular configurations such

as,
Ac, l-

S , , .,," 'Ac. i.-

We note that the structures in the acetonitrile-water systems are similar '--,---

to those in the dimethyl ether-water systems. For these two cases the-_";.

relative proton affinities and methyl blocking effects are comparable. 5  ' "
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G. SIFT Results. Smith et al. have carried out studies using a selected

ion flow tube (SIFT) that show that CH3CN rapidly replaces H20 In the

(H20)nH+ ions according to the following reactions.

AC Ac
+W2H * WAcH 4 Ac2 H (6)

Ac Ac Ac V
W3H ,* W2 AcH 4 WAc 2 H* # Ac3H+  (7)

Ac Ac Ac AC
W4 H 4 W3 AcH W2 Ac2 H 4 WAc3 H Ac4 H* (8)

One question that arises from this work is why the last water molecule

cannot be replaced in the last two sequences of reactions. The results are

readily explained by the observations that I) the central ion in these

complexes is H30 and 2) only the outer water molecules are replaced by the

acetonitrile molecules. However, Smith and Adams 37 also found that when

WAc 2H+ and WAc 3 H+ are broken apart no H30+ Is obtained, which Is In

apparent disagreement with observation 1). In actuality, the structures we

calculated are not ruled out by the latter result because Smith and Adams

broke the complexes apart stepwise. Thus, the last hydrogen bond broken is

the one in WAcH +. Recall that in WAcH+ the more stable position for the

proton is on the acetonitrile rather than on the water. No H will be

observed if there is time for the proton to migrate from the H20 to the CH3 CN

before the dissociation occurs. L

Summary

Analysis of the theoretical and experimental data reported in this article

answers some of the questions posed in the Introduction. First, the charged

proton is best stabilized by placing the maximum number of acetonitrile

molecules proximate to the protonated center in such a way that the

13-19

..-. ... ft .. ..-.. ft . .
. .- ft-. . ,"ftf.ft"t=.



formation of a network of strong hydrogen bonds is still allowed. Second,

distinct solvent shells can be distinguished in these cluster tons. Third,

mixtures of several Isomeric structures are unlikely for n 4. Fourth, a group

of solvent molecules can 'pull away' the proton from a protonated solute . .

molecule. Fifth, although electrostatic interactions make the dominant

contribution to the bonding In these systems, polarization and charge transfer S
effects contribute also. Sixth, there is a cooperativity effect among the
hydrogen bonds that leads to extensive changes In geometry and charge

distribution as successive hydrogen bonds are formed. Seventh, the relative

stabilzation energies along a series of reactions correlate with many

properties of the electron donor and with several properties of the proton

donor. Eighth, the fact that the last water molecule In WAcmH+. m - 2 and 3. .
6

is not replaced by acetonitrile, yet no H30 ions are observed when the

clusters are broken apart in a stepwise manner, is explained by our structural . -

results.
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Table 1. Total Energies (ET, au.), Dissociation Energies (W[0 , kcal), and

Dissociation Enthalpies (&H*, kcal) of WnAc H* Complexes.

Molecule ET(3 -2 lIG) ET(4-3 I6)a AED(3-2iG) AE(4-31G~ a~

W -75.58596 -75.90792
(-75.9086)

WH+ -75.89123 -76.20001 191.6 183.3 166.51)
(-76.2006) (183.2) .-

W2H+ -151.56094 -152.17852 52.6 44.3 32.9

(-152.1791) (43.6)

W3H* -227.20350 -228.13549 35.5 30.8 19.0

(-228.1370) (30.9)

W4 H(I) -302.83597 -304.08475 29.2 25.9 17.6

(-304.0872) (26.1)

W4H*(II) -302.83059 -304.07611 25.8 20.5

(-304.07970) (21.4)
AC-131.19180 -131.72823

(-13 1.7283)
ACH+ -131.50875 -132.04445 198.9 198.4 189.20)

(-132.0445) (198.4)

Ac2H +(am) -262.75653 -263.82175 35.1 30.8 30.2c

(-263.8213) (30.4)

Ac2H +(sym) -262.75605 -263.82035 34.8 29.9

Ac3H +(C-H) -393.96994 -395.56985 13.6 12.5 9.3c

(-395.56843) (11.9)

AC3H *(T-shap)-393.96059 -395.56095 7.7 6.9

WACH+ -207.15909 -208.00161 40.4 30.9 24.8

(-208-0040)0 (3 1.9)d

W2ACH+(l) -282.80158 -283.95391 35.5 27.9 17.5

W2ACH+0lI -282.76855 -283.92840 14.7 11.8

W3AcH+(I) -358.43436 -359.90209 29.4 25.3 15.6

W3AcH(II) -358.42985 -359.89495 26.5 20.8
13-24
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Table I cont.
Molecule ET(3-2lIO) ET(4-3lIG)O AED(3-21G) AED(4-31G)a AH*

WAC 2H(I) -338.39989 -339.77294 30.7 e 27.1e 23.46e

W2H0 -338.37242 -339.75026 2725 112.9

W2C2*) 41.332 45.20029.7 24.8 15.3

W2A2H01 -44.290 -15711327.5 20.9

aThe number in parentheses is the 4-3 1 G//4-3 I G value; the other number is

the 4-31 G//3-21IG value. The 4-31 G//4-3]IG results for the WnH~ ions are

from reference 20; the 4-31 G//4-3 1G results for the AcmH* ions are from

reference 19. OReference 31. cpeference 38. OThIs work. eThe top number Is

the value obtained when WAc 2H+ dissociates into WAcH 4.+ Ac ; the bottom

number is the value obtained when WAc2H+ dissociates into Ac2H+ + W.
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Table 11. Properties of the Hydrogen-Bonded Clusters from Population

Analysis."

Reaction AED AQA AB B,BL AQCT QH qH,HIB

ACH -Ace+ 0  35.1 -0.019 -0.242 0.270 0.148 0.519 0.680U

WAtH* -0WAc2H* (1) 30.7 -0.070 -0.218 0.230 0.117 0.471 0.562

W2H*' .W2AcH*(1) 30.6 -0.061 -0.218 0.227 0.114 0.499 0.559

W2AcH()*W2AC2H(I) 24.9 -0.049 -0.177 0.185 0.091 0.486 0.534

WAc2H(1) WA3H* 24.8 -0.047 -0.178 0.188 0.093 0.489 0.538

W2AMi(I).*W2Pc 2H+(11) 22.7 -0.076 -0.168 0.172 0.084 0.456 0.514

WACH +I*WACP * 0l) 13.5 -0.064 -0.102 0.101 0.051 0.335 0.414

A &A.3H(lnto C-) 13.2 -0.063 -0.102 0.101 0.051 0.336 0.414

W1.1 aWe* C 52.6 -0.080 -0.061 0.133 0.500 0.571 0.591

ACH* WACti" 40.4 -0.018 -0.043 0.105 0.167 0.519 0.591

W2H1 -0 W3H+ 35.5 -0.070 -0.046 0.093 0.140 0.499 0.554 --

WACH. *W2ACH4(I) 35.5 -0.079 -0.043 0.090 0.137 0.471 0.559

W2AcH(I) .*W3AcH(l) 29.4 -0.059 -0.032 0.073 0.114 0.486 0.532

W3H1 *W4 H*(I) 29.2 -0.055 -0.036 0.075 0.114 0.482 0.528

W2ACH (1) W3ACH(11) 26.5 -0.089 -0.030 0.068 0.106 0.456 0.513

W3 H '* W4H+lI) 25.8 -0.083 -0.029 0.068 0.106 0.459 0.509

WAH* 0W2AcHNII) 14.7 -0.073 -0.002 0.041 0.080 0.335 0.412

aThe data Is from the 3-2 1 G results. A negative value means the parameter is

more negatively charged after the reaction than before. OReactions where

CH3CN is one of the reactants. cPeactions where H20 is one of the reactants.
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Table Ill. Structural Properties of the Hydrogen-Bonded Clusterm.

Reaction AED r, r2  R rt/R A-H H ' B

population

L,

P& -*cH a 35.1 1.115 1.456 2.571 0.434 0.298 0.261

WACH+0WAC2H+(1) 30.7 1.031 1.538 2.569 0.401 0.366 0.184_.

W2 H+.W 2 AH+(I) 30.6 1.028 1.549 2.577 0.399 0.370 0.181

W 2ACH+(I), W2Ac2 H+(I) 24.9 1.000 1.655 2.655 0.377 0.416 0.152

WAc 2 H+().WAc 3 H+  24.8 1.003 1.643 2.646 0.379 0.412 0.155

W2 AcH+(I) W2Ac2 H+(ll) 22.7 0.996 1.699 2.695 0.370 0.435 0.134

WAC$H+,*WAc2 H+(II) 13.5 1.090 2.094 3.184 0.342 0.591 0.104

Ac2H+,*Ac 3H+0 irertoC-H) 13.2 1.090 2.091 3.181 0.343 0.592 0.104

p

WX+ W2 H + c  52.6 1.190 1.190 2.380 0.500 0.260 0.260

AH + 0 WAcI+  40.4 1.159 1.292 2.451 0.473 0.269 0.269

W2H+ 4W 3 H+  35.5 1.052 1.390 2.442 0.431 0.343 0.211 P

WACH'+ W2 ACH+(I) 35.5 1.054 1.384 2.438 0.432 0.343 0.209

W2AcH+(I),W 3AcH+(I) 29.4 1.018 1.476 2.494 0.408 0.389 0.185

W3H'"*W4 HW(I) 29.2 1.016 1.485 2.501 0.406 0.390 0.186

W2AcH+(1). W3AC H(II) 26.5 1.012 1.517 2.529 0.400 0.408 0.169

W 3 H+-W 4
H + (0) 25.8 1.010 1.527 2.537 0.398 0.412 0.167

WAcH +W 2ACH+(II) 14.7 1.095 1.908 3.003 0.365 0.535 0.150

aThe data is from the 3-21G results. bReactions where CH3CN is one of the

reactants. CReactions where H20 is one of the reactants.

13-27

-. . . . -. , -: ,

. . . . . .... .. . . . . . . . . . . . . . . . . . . . . . . . .
. .. . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . .... . . . . . . . . . . . . . . . . . . .



pFigure 1. -&H° (kcal/mol, top number) and -AS* (cal/mol K, bottom number)

of clustering reactions, where AcH * AC2 H+ Indicates ACH + + Ac .'

Ac2 H+, etc. The number under the ions Indicates the total

dissociation enthalpy for WnACmH * WH + mAc + (n- I )W. The r

proton affinities are from reference 32. The data for the neat

water clusters are from the present authors (unpublished data) for

n - 1-4 and from reference 33 for n = 5-7. The data for the neat

acetonitrile clusters are from reference 38. For WAc 3H+

W2Ac3 H, ASO was estimated and aH° was obtained from the

measured AG"(316) = -2.8 kcal/mol. For W4 AcH* W4Ac 2H*, &H@

was obtained from &6(318) - -7.4 kcal/mol.

Figure 2. Structures calculated from 3-21G and 4-31G optimizations. Only

the values of the bond distances and bond angles varied In the

computations are Included. The 4-3 16 parameters are given In

parentheses. Charge distributions from population analysis (3-21G

basis set level) are displayed, also.
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Accuracy and Validity

Abstract

This study applied the research design that was developed

at the Air Force Human Resources Laboratory during the tenure of

the Principal Investigator as a Fellow under the 1983 Summer

Faculty Research Program. This design provides an analysis of

the accuracy of performance ratings in terms of the logical

requirements of the multitrait-multimethod design and the - -.-

deviations from target ratings in the person perception design.

A review of the literature indicated that the current

emphasis of research on the accuracy of performance ratings is

on the development of training programs to improve accuracy.

Although several programs show promise, no research study has

considered the accuracy of performance ratings in the framework

of the logical requirements for performance measures. The

purpose of the present study was to compare several training

programs for improving the accuracy of performance ratings. An

emphasis of the study was to determine how well performance

ratings meet logical criteria for performance measures as well

as meet traditional requirements for rating accuracy.

Participants were assigned to one of five training

conditions (i.e., rater bias, observation, frame of reference,

combination of observation and frame of reference, and control).

The videotaped performances of employment interviewers were

viewed and rated with both a behaviorally anchored rating scale

and mixed standard scale formats. The results indicated that

14-2
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Accuracy and Validity

while the training programs did not differentially impact on the

accuracy of the performance ratings, the training was effective

across conditions. Furthermore, format differences with respect -

to accuracy were found, and it was argued that purpose for

ratings must be considered in choosing a rating format.
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Accuracy and Validity

Training to Improve the Accuracy and Validity S

of Performance Ratings

In an effort to meet the Air Force's mandate from Congress

to develop job performance measures that reflect hands-on

performance, the Air Force Human Resources Laboratory has

initiated a program of research and development (Kavanagh,

Borman, Hedge & Gould, 1983). The short range goal of this

program is to research and develop performance measures with

which to validate the Air Force's selection and classification

procedures. The longer range goal is to institutionalize the S

procedures for developing job performance measures so that these

measures are continually updated and available for the Air Force

to use in research on human resources.

Although the Air Force has been mandated by Congress to

develop hands-on performance measures, some circumstances

warrant the use of surroaate measures such as performance

ratings. In many work contexts, ratings are the only reasonable

method for measuring performance. Instances of job performance

may occur too infrequently or be too dangerous and, therefore,

require the use of ratings. Furthermore, the development of •

hands-on performance measures is quite expensive. Ratings may

be substituted to cut costs if their technical quality is high.

Finally, there are few jobs that possess performance measures

that are devoid of judgments about job performance. Except for

the most mundane jobs, humans must observe, report, and perhaps

14-4
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Accuracy and Validity

rate job performance. -

Despite the potential utility of performance ratings, these

measures must be developed with care. Distortions in human

judgments reduce their actual utility. These distortions have

been addressed with research into the quality of performancce

ratings.

The multitrait-multimethod design has been used to evaluate

performance ratings against criteria that are logical

requirements for performance measures (Boruch, Larkin, Wolins, &

MacKinney, 1970). In particular, the criteria require that

performance measures reflect differences between people that are

due to the traits of performance and not due to the method for

rating. Variance components and intraclass correlation indexes

are used to describe the degree to which the ratings meet the

logical requirements.

The person perception design (Cronbach, 1955) has also been P

used to evaluate performance ratings. These traits are compared

against target ratings that are defined as undistorted measures

of performance. Statistics are computed from discrepancies

between the target and performance ratings to describe the

inaccuracies in the performance ratings.

Recently, Dickinson (1984) developed a combination design

to guide investigations on both the validity and accuracy of

performance ratings. The combination design extends the

multitrait-multimethod and person perception designs to consider

their relationships. For example, differential accuracy in the

14-5
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Accuracy and Validity

person perception design also reflects differential discriminant

validity for the rater compared to the discriminant validity

possessed by the target ratings. Both interpretations describe

the rater's ability to rate the individual ratee on each of the

traits. Furthermore, the combination design expands the

assessment of performance ratings to define additional sources

that reduce the validity and accuracy of the ratings. One

source is differenntial elevation accuracy by methods. It

reflects the ability of the rater to order ratees with each of

the methods compared to the target ratings. Of course, a

logical property for target ratings is to order ratees the same

with each of the methods for rating. Since the investigator can

design the research so that the target ratings meet this

requirement, differential elevation accuracy by methods is a

source of inaccuracy in the performance ratings. An accurate

rater should order the ratees the same with each method and this

ordering should be identical to the order provided by the target

ratings.

Another unwanted source that is defined in the combination

design is differential discriminant validity by methods. It

reflects a different pattern of ordering the ratees on the

traits for each of the methods. A logical requirement for

performance ratings is that the same pattern of discriminant

validity should be obtained with each method of rating. If the

investigator designs the research so that the target ratings

order the ratees on the traits in the same patterns for each

14-6
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Accuracy and Validity

method, this source of invalidity reflects the raters' inability S

to duplicate the patterns in the target ratings. A rater should

order the ratees on the traits with the same patterns of ratings

for each of the methods, and these patterns should be identical

to those provided by the target ratings.

The combination design provides a broader strategy for

assessing the quality of performance ratings than either the

multitrait-multimethod or person perception designs. It

emphasizes the assessment of accuracy in the framework of

logical requirements for performance measures. The design

allows the investigator to specify the amounts of

multitrait-multimethod properties possessed by the target p

ratings. Such a research strategy provides a meaningful theory

within which to interpret the accuracy of performance ratings.

Background

Several models suggest variables that influence the .

accuracy of ratings (DeCotiis & Petit, 1978; Kavanagh, et al.,

1983; Landy & Farr, 1980). They incluce variables such as the

purpose for the ratings, race and sex of the ratees, ability of

the rater and training programs to improve the accuracy of the

performance ratings. However, none of the models emphasize the

influence of logical requirements for the performance ratings in

understanding accuracy. These models represent a myopic

strategy for research on accuracy (Cronbach, 1955).

Research on the accuracy of performance ratings has focused

on the effects of rater training (Bernardin & Pence, 1980;

14-7
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Accuracy and Validity

Borman, 1977; 1979; Hedge, 1982; McIntyre, Smith, & Hassett,

1984). This research has typically been concerned with

providing raters with experiences to improve the quality of

their ratings. For example, raters have attended lectures on

the nature of distortions in ratings, participated in small

group discussions of distortions in ratings, and learned the

performance behaviors associated with target ratings.

Borman (1979) used an elaborate procedure of training to

investiqate the accuracy of performance ratings and the

distortion of halo error in the ratings. He included

participants in workshops in which they discussed the nature of

halo error, formulated ways to avoid it, and practiced ratinq .

videotapes of ratees performing as managers in a problem-solving

session with a troublesome subordinate or performing as

recruiters in employment interviews.

Borman (1979) measured halo error and differential accuracy

in ratings that were obtained from trained and untrained

participants. Training did reduce halo error, but it had no

effect on the accuracy of the performance ratings. Borman

(1979) suggested that teaching people to avoid halo error is not

equivalent to teaching them to make accurate ratings. In a

further analysis of the data, Borman (1977) also measured

leniency and range restriction errors and found little

correspondence between these errors and differential accuracy.

Bernardin and Pence (1980) also investigated the effects of

training on rating errors and the accuracy of performance

14-8
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ratings. The authors provided participants with two types of S

training. One group received an hour-long training program that

provided in-depth lectures on how to avoid leniency and halo

errors. They were also lectured on the multidimensionality of

performance in most jobs and the importance of distinguishing

these dimensions when making ratings. Raters were also lectured

on the importance of fair, unbiased and accurate ratings.

Finally, they were urged to discuss and seek consensus on

stereotypes of effective and ineffective ratee performance. The

second group received a much shorter training program. They

were informed of leniency and halo errors and admonished to

avoid them in their performance ratings. p

The two training groups and a no-training group evaluated

two written vignettes describing the performance of two ratees.

Ratings from the training groups had significantly less leniency

and halo errors in the ratings. However, these groups were-

significantly less accurate than the control group. Bernardin

and Pence (1980) suggested that training to avoid errors fosters

a response set in raters that does reduce these errors but also

reduces the accuracy of the ratings. In addition, they

suggested the development of training programs that increase

accuracy rather than induce response sets.

A recent study by McIntyre, Smith, and Hassett (1984)

investigated the influence of training programs and perceived

purpose for the ratings on the accuracy of ratings and the

occurrence of leniency and halo errors. Participants in the

1 9
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study rated videotapes of the lecture performance of three

instructors. They were informed that their ratings would remain

anonymous.

The authors employed four programs of training. Rater

error training consisted of a 15 minute presentation and

discussion of halo and leniency errors followed by a short group

discussion of how to avoid making these errors. Frame of

reference training was developed from suggestions by Bernardin

(1981). Participants were shown a videotape of the performance

of one ratee and were told the specific aspects of the ratee's

performance that were considered in determining target ratings

as well as the actual values of the target ratings. The third P

group combined the rater error and frame of reference training

programs, while the fourth group served as a control and

received no training.

Three purposes for the ratings were included in the

research design. In the research purpose condition,

participants were informed that the purpose was to evaluate

students' abilities to rate lecturers accurately by comparing

their ratings to those of experts. In the course improvement

condition, participants were told that the purpose was to give

feedback to lecturers with the performance ratings that were

obtained from them. Instructions informed the participants that

they should not be biased for or against a particular lecturer .

because they were not students in courses taught by any of the

lecturers. Finally, in the hiring purpose condition,

14-10
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Accuracy and Validity

participants were told that their ratings would serve as the

basis for selecting lecturers to teach the next semester.

McIntyre, et al. (1984) found that the frame of reference

and combination training groups were more accurate than the

rater error and no training groups. Furthermore, the group with S -

research as the purpose for rating tended to be more accurate

than the groups with hiring decision or course improvement as

their purpose. Leniency and halo errors were commited by all p
groups of participants. Performance ratings tended to

underestimate the target ratings and show less variance than

these ratings. In particular, the research purpose group was

more severe in underestimating the target ratings than the other

groups, while the frame of reference training group displayed

less halo than the rater error and combination training groups.

McIntyre, et al. (1984) suggested that the results of their

study supported frame of reference training as a strategy for

improving the accuracy of performance ratings. They also

suggested that rater error training is not effective in

improving accuracy or in reducing halo and leniency errors.

Finally, they suggested that the purpose for the ratings in

their study was a weak effect and accounted only for small

differences in accuracy and rating errors.

In another study of the effects of training, Hedge (1982)

studied the influence of several training programs on accuracy

and leniency, halo, and range restriction errors in performance.

Prior to and approximately one week after the training programs,

14-1l
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participants rated videotapes of the performance of five

managers dealing with a problem employee. Subsequent to

training, participants also rated the performance of their own

subordinates using their organization's questionnaire. Ratings

of the subordinates that were made prior to training were

obtained from personnel files.

Participants were assigned to one of three training

programs or to receive no training. One program focused on the

rating errors of leniency, halo, and range restriction. The

program included a videotaped lecture about the rating errors.

The lecture was followed up with illustrations and graphs of the

errors. Next, a written description of two case studies was p

presented which was followed by a discussion of the errors

commited in the cases. A second program was training to improve

observational skills. This program also included two parts. A

videotaped lecture was presented that instructed participants to

observe carefully and look for specific behaviors as well as to

avoid errors in their observations and not be influenced by

prior, irrelevant information or rely only on a single source of

information. The third program provided training to improve

decision-making skills. A videotaped lecture explained the use

of judgmental heuristics in decision making, inappropriate

causal inferences, and inappropriate weighting of observed

behavior. The lecture was followed by a discussion of two

exercises. One exercise involved reading two scenerios that

presented irrelevant information about two interviewers whose

14-12
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performance in recruiting an applicant was subsequently S

presented on videotape. A discussion focused on the effect of

the scenerios on the ratings. The second exercise involved

viewing pictures of people in a work setting, listing behaviors

observed in the pictures, and listing inferences drawn from

these behaviors. After the exercise, a discussion focused on

the differences between behaviors and inferences as well as on

the potential errors in inferences.

The ratings of the videotapes of managerial performance

showed a decrease in leniency and halo errors from pre- to

post-training for the rater error group, while the observation

group increased in halo and range restriction errors and the no .

training group increased in range restriction. Decision making

training had no effect on these errors. Furthermore, the rater

error and control groups decreased in their accuracy of the

ratings, while the decision making and observation groups P
increased in accuracy.

The ratings by the participants of their own subordinates

differed from prior ratings of those subordinates that were

obtained from personnel files. The rater error training

decreased leniency, halo and range restriction errors from pre-

to post-training. In contrast, observation training increased

leniency error, and decision making training increased range

restriction error.

The results of Hedge's (1982) study indicate that training

to improve decision making can be used to increase the accuracy

14-13
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of performance ratings without increasing rating errors such as

halo and leniency. Although training to improve observational

skills also can increase accuracy, it appears to do so at the

expense of increasing rating errors.

The review of the literature on training to improve

accuracy suggests several directions for future research. Most

studies indicate that training to avoid rating errors does not

improve accuracy. This type of training should be replaced with

other programs in future studies. However, several programs

show promise for improving accuracy. Frame-of-reference,

decision making, and observation training have been successful

in improving accuracy, but their success at reducing rating

errors has been mixed.

A major weakness with the literature on accuracy training

is that it does not include an analysis of logical requirements

for performance ratings. The investigation of accuracy requires

the development of a standard in the form of a set of target

ratings that specify the performance scores of several ratees.

These target ratings are usually developed from the judgments of

job experts or other decision making groups. Unless the target

ratings themselves meet criteria for logical requirements for

performance measures, performance ratings cannot be expected to

meet those requirements. For example, the target ratings should

possess discriminant validity if performance ratings are to

reflect distinct aspects of job performance. A training program

that successfully improves rater accuracy may do nothing more

14-14
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than produce performance ratings that contain redundancies and

ambiguities.

The purpose of this study was to compare several training

programs for improving the accuracy of performance ratings. An

emphasis of the study was to assess how well the performance

ratings meet logical criteria for performance measures as well

as meet traditional requirements for rating accuracy (e.g.,

McIntyre, et al., 1984).

methods

Participants

The participants in this study were 91 undergraduate

students from Old Dominion University who were enrolled in

introductory psychology courses. Students received extra course

credit as well as ten dollars for participating in the two to

three hour study. Due to incomplete data, one participant was

not included ir. the analyses. f

Stimulus Materials

All participants viewed five videotapes of interviews

between an interviewer and college senior interested in applying

for work. Videotaped performances with established target

scores were utilized because of their amenability to

calculations of accuracy. For detailed information concerning

development of the videotapes, the rating scales, and the

generation of target scores refer to Borman (1977) . Five of the

six dimensions developed by Borman (1977) were utilized in this

Sstudy, one being eliminated because of apparent overlap with
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another of the dimensions. The dimensions were: (1) organizing

the interview; (2) providing appropriate information about the

company; (3) asking relevant questions; (4) answering

applicant's questions; and (5) establishing rappnrt with the

applicant.

Rating Formats

The videotaped performances were rated with two rating

formats by each participant. The rating formats were developed

by utilizing adaptations of the 7-point behaviorally anchored

rating scales (BARS) provided by Borman (1977). The BARS format

consisted of Borman's (1977) rating scales with minor rewording

of the behavioral statements. In addition, a mixed standard S

scale (MSS) format was developed by using behavioral statements

which represented low, medium, and high levels of performance on

each of the performance dimensions. These 15 statements (three

levels x five dimensionsl were obtained by using the behavioral

anchors on the BARS format which corresponded to the scale

points 2, 4, and 6 for each of the dimensions. The statements

were organized hierarchically by dimension into a questionnaire

format. The order in which the rating formats were completed

was counterbalanced within conditions.

Procedures

Volunteers signed-up for participation during one of five

time periods. The time periods were assigned randomly to five

treatment conditions. The treatment conditions and number of

participants in each were: (1) rater bias training, n = 18; (2)

14-16
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observation training, n = 17; (3) frame of reference training, n O

= 15; (4) combination observation and frame of reference

training, n = 20; and (5) no training control, n = 20.

Each experimental session began with a discussion of the

importance and difficulty of performance appraisal.

Participants were informed that the purpose of the study was to

assess the effects of rating formats on the accuracy of

performance ratings. Instructions were then given for the use

of the two rating formats. For the BARS, it was explained that

the seven behavioral statements were meant to represent various

levels of behavior, and the participants were to pick the number

corresponding to the level of behavior that they observed on

each of the dimensions. In addition to reading aloud

definitions of the dimensions, the experimenter read three of

the behavioral statements for each dimension (one high, one

average, and one low) to familiarize participants with the

scale. Furthermore, participants were asked to read the

remaining statements themselves, before the experimenter

proceeded to the next dimension.

For the MSS, it was explained that each dimension's three "

statements represented high, medium, and low performance. For

each statement participants were told to record a " " if the

level of performance they observed was better than the

statement, a "0" if the level of performance was the same as the

statement, and a if what they observed was worse than the

statement. In order to illustrate this rating system, a schema

14-17
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was presented in which participants were shown a continuum of

possible performance on any dimension ranging from poor to

excellent. Three points along this continuum were illustrated

which corresponded to the three behavioral statements.

Participants were then asked to place mentally the performance

they observed along that continuum and then determine its

relation to each of the three statements. If the observed

performance was further along the continuum in the positive

direction than a statement then a "+" should be given, further

along the continuum in the negative direction then a "-" should

be given, and if on the same point a "0" should be given. After

the schema was described, participants received practice in

assigning ratings when the observed performance was located at

various points on the continuum.

Following the format training and a five minute break,

rater training was administered and the videotaped interviews

were viewed and rated. Upon completion of ratings, participants

were debriefed as to the details of the study. The procedures

involved in each of the five rater training treatments are

described below.

Rater Bias Training. This training consisted of a lecture

describing common rating biases and means of avoiding them. The

rating biases included in the lecture were halo,

leniency/severity, and similarity error. In addition,

hypothetical ratings which illustrated positive halo, negative

halo, leniency, and severity were presented. The five
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videotaped interviews were then viewed. At the completion of S

each interview the rating formats were distributed and the

participants rated the performance of the interviewer.

Participants were asked not to record information as they

watched the interviews. -

Observation Training. This training consisted of

instruction in using a coding scheme to systematically record

relevant behaviors as they were observed during the interviews.

The coding scheme was described to the participants as a memory

aid which would be used to refresh their memories at the end of

an interview, before ratings were assigned. The coding scheme

consisted of a set of abbreviations for the dimensions and for

independently observable components of each dimension's

definition. All of the abbreviations were organized into an

observation coding form. The observation coding form was used

to record behaviors as they were observed by circling the P
appropriate abbreviations and listing key phrases which would

help to recall each incident. After the abbreviations and

coding form were described, an example coding form was presented

to illustrate proper use of the coding scheme. The videotaped

interviews were then viewed. Participants were instructed to

record pertinent behaviors on the observation coding form as

they watched an interview and then refer to it before assigning

their ratings. It was emphasized that the purpose of the

observation coding form was to refresh their memories but they

would have to take additional information into consideration

14-19
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when actually assigning ratings. At the completion of each

interview, the rating formats were distributed and the

participants rated the performance of the interviewer. After

ratings were assigned a "target" observation coding form was

distributed by the experimenter and described to illustrate the

behaviors that should have been recorded. The "target" form had

been constructed by the experimenter from a content analysis of

the videotapes.

Frame of Reference Training. This training condition was

similar to the training described by Bernardin (1981), and

McIntyre, et al., (1984). It consisted of the presentation of

target scores after each interview was viewed and rated. For

the BARS format, Borman's (1977) mean expert ratings were

presented. These mean expert ratings were converted into

logical response patterns (Saal, 1979) and used as target

feedback for the MSS format. In addition, a behavioral

rationale for the ratings was provided. This rationale was

presented by replaying specific segments from the videotapes

along with verbal descriptions of pertinent behaviors. These

behaviors were discussed in terms of their relevance to the

expert ratings.

Combination Observation and Frame of Reference Training.

This training condition combined all aspects of the observation

training and frame of reference training as described above.

No Training Control. This condition consisted of no . -

additional training subsequent to the description of the rating

14-20
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formats. Participants viewed the five videotaped interviews.

At the completion of each interview, the rating formats were

distributed and the performance of the interviewer was rated.

Results
S

Two approaches were utilized in analyzing the data for this

study. These were (1) examining the quality of ratings with

traditional measures of accuracy and (2) determining the extent

to which logical requirements were satisfied by the ratings.

The quality of ratings approach included the dependent measures

of leniency, halo, correlational accuracy per ratee,

correlational accuracy per dimension, and distance accuracy.

Dickinson's (1984) combination design was utilized to assess the

extent to which the logical requirements of rating were met.

Quality of Ratings Analysis

Leniency. This measure was calculated as the mean

difference between target scores and the observed ratings over P
the five videotaped interviews and the five behavioral .' .

dimensions. A two-way analysis of variance resulted in a

significant main effect for training (F(4,85)=5.674, p<.O01),

and a significant main effect for formats (F(1,85)=8.106,

p<.01). The training by formats interaction was not found to be

significant (F(4,85)=0.692, p>.05).

Post hoc analyses of the means for the training conditions

indicated that a contrast of the mean leniency scores for the

observation and combination conditions was significantly

different than the mean leniency score for the control

14-21
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condition. Examination of the means for the formats effect

indicated that the ratings with the BARS format underestimated

the target scores (M = -.044) while the MSS format overestimated

the target scores(M = .034).

Halo. Two measures of halo were investigated. The first -

of these was obtained by computing the mean differences in the

variance of a ratee's dimension scores between target scores and

ratings across the five videotaped interviews. A two-way

analysis of variance indicated a significant main effect for

training (F(4,85)=2.720, p<.05), and a significant main effect

for formats (F(1,85)=61.455, p<.0 0 1 ). The training by formats

interaction was not found to be significant (F(4,85)=0.868,

p>.05). Post hoc analyses resulted in no meaningful contrasts

among the means.

Examination of the means for the formats effect indicated

that for the BARS format the variance of a ratee's dimension

scores was greater in the ratings than in the target scores (M =

-.101), while with the MSS format there was less variance in the

ratings than the target scores (M = .087).

The second measure of halo was obtained by computing the

mean differences in the variance of a dimension's ratee scores

between target scores and ratings across the five videotaped

interviews. The results of a two-way analysis of variance

suggested a significant main effect for formats

(F(1,85)=158.228, p<.001), however, the effect for training and

the training by formats interaction were not found to be ..
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significant (F(4,85)=1.76, p>.05, and F(4,85)=1.38, 2>.05,

respectively). Examination of the means indicated that while

ratings with both formats had negative halo (i.e. more variance

in the ratings than the target scores) the difference between

the variance of a dimension's ratee scores in the ratings and

target scores was greater with the BARS format (M = -.371) than

with the MSS format (M = -.016).

Correlational Accuracy Per Ratee. This measure is an index

of the extent to which ratees can be differentiated by raters

using behavioral dimensions. it was calculated by computing the

mean across the five videotaped interviews for the r-to

z-transformed correlations of the ratings with the target scores .

for each rater. A two-way analysis of variance yielded a

significant main effect for formats (F(1,85)=27.762, 2<.05),

with no significant effect for training (F(4,85)=0.322, p>.05)

or the training by format interaction (F(4,85 =0.31, p>.05).

Comparison of the means for the format effect indicated that

ratings with the BARS format (F = .47) were more accurate than

those with the MSS format (F = .29).

Correlational Accuracy Per Dimension. This is a measure of

how well a rater used behavioral dimensions to rate a group of

ratees. It was calculated for each rater by computing the mean

of the r-to z-transformed correlations of the ratings with the

target scores across the five behavioral dimensions. Overall,

the raters were quite accurate (F = .63). However, the results

of a two-way analysis of variance indicated no significant
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effects for training (F(4,85)=1.035, 2>.05), formats

(F(1,85)=0.184, >.05), or the training by formats interaction

(F(4,85)=1.419, p>.05).

Distance Accuracy. This measure is an index of the

similarity between the profiles of target scores and ratings

(Nunnally, 1978). This index takes into consideration the

differences between target and rating profiles in means and

variances, as well as their correlation. Thus, distance

accuracy is a composite measure that reflects leniency, halo,

and correlational accuracy. It was computed for each rater as

the mean across videotaped interviews of the mean absolute

differences between target scores and ratings for the five

behavioral dimensions.

A two-way analysis of variance yielded a significant effect

for formats (F(1,85)=66.911, 2<.001), with no significant

effects for training (F14,85)=O.195, p>.05), or the training by-p.,

formats interaction (F(4,85)=0.712, 2>.05). Examination of the

means indicated that ratings with the MSS format were more

accurate (M = 1.01) than with the BARS format (M = 1.17).

Combination Design

Each participant's ratings on the five dimensions across

the five videotaped interviews were individually analyzed with a

three-way analysis of variance with ratees (interviewers),

traits (dimensions), and methods (formats) as the independent

variables. For each source of variance in the combination

design an intraclass correlation coefficient (ICC) was computed
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to describe the proportion of variance accounted for by that S

source. Subsequently, the ICCs were used as dependent variables

in one-way analyses of variance for each of the sources of

variance to assess the effects of training. Results of the

analyses of variance indicated significant effects due to

training for convergent validity (F(4,85)=2.939, £<.05) and

trait bias (F(4,85)=5.952, p<.001). The F values, significance

levels, and the grand means for the ICCs for each of the sources I
of variance in the design are shown in Table 1.

Post hoc analyses of the means with Newman-Keuls tests

suggested that for convergent validity, the ICC for the no

training control condition (M = .382) was significantly greater

than all of the other conditions (M = .290). In addition, a

Newman-Keuls analysis for trait bias suggested that the ICCs for

the observation (M =-.029) and combination (M =-.046) training

groups were significantly greater than the other training

conditions (M = -.015).

Discussion

The results of this study indicate that the training

strategies impacted minimally on the accuracy and validity of

the performance ratings. The analyses of the quality of ratings

resulted in significant differences between training groups only

on the leniency measure and the measure of halo for a ratee's

dimension scores. No significant differences were found on the

correlational or distance measures of accuracy. In addition,

results from the analysis of combination design measures yielded

14-25

b ..-

"2...... . . . .

"' " " "."". .."..."..."" ° '. ' ..". " ., ..". ...-..",",""" """ .-." ..'' -' - " ' "" ""

!..... . .. .. . ... ' '-.. '.'.-.- ,.,.. * ...-. ,'..' ",.-,,-2 . ." ," . .. .,.' " "-.... ..... . - -. . .. . ..,, ,n, ,, ll nl'",m,,nan nm i l M Im•"" : ' ""



Accuracy and Validity

differences due to training only for convergent validity and

trait bias.

The results from the combination design analysis indicated

that the training, for all groups, was quite effective. The

mean ICC values indicated that four sources accounted for

significant proportions of rating variance (i.e., convergent

validity, differential elevation accuracy, discriminant

validity, and differential accuracy). The amount of variance

accounted for by each of the remaining sources was negligible.

These results are favorable when considering logical

requirements for ratings. Under ideal circumstances large . "

proportions of variance should be accounted for in the ratings

by convergent and discriminant validity, whereas little variance

should be accounted for by the remaining sources. The only

discrepancies from the ideal were that differential elevation

accuracy and differential accuracy both accounted for relatively

large amounts of variance. Future research will have to

determine what factors influence the interactions (i.e., rating

source x ratees and rating source x ratees x traits) to explain

these findings. The factors to investigate may include

experimental treatments (e.g., other types of rater training) or

ratee characteristics (e.g., motivation).

The general effectiveness of the training was also

supported by the traditional accuracy measures. Specifically,

the correlational accuracy per dimension measure resulted in a

mean correlation across training and no training groups of
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notable strength (i.e., r = .63). This correlation compares

favorably with those obtained in similar studies: Borman (1977)

reported r = .73 for rater bias training and r = .69 for no

training; and McIntyre, et al. (1984) reported r .49 for no

training, r = .46 for rater error training, and r = .62 for

frame of reference training.

Comparisons of the present study to previous research on

rater training are inconclusive. For example, Borman (1979)

also found that rater bias training did not improve the accuracy

of ratings when compared to a control group. The results of the

present study, however, do not agree with those of Bernardin and

Pence (1980), or McIntyre et al. (1984). While the present

study found no differences on the accuracy measures between any

of the training groups, Bernardin and Pence's (1980) rater error

training group was actually less accurate than a control group

in terms of distance accuracy, and McIntyre et al.'s (1984) .

frame of reference training group was significantly more

accurate than a no-training control in terms of distance and

correlational accuracy per dimension.

One explanation for these inconsistent findings may be the

rature of the control group used in the present study. Perhaps,

the control group was not a true no-training control group since

participants received extensive orientation in which they were

familiarized with detailed behavioral definitions of the

dimensions and the behavioral statements comprising the rating

formats. These procedures were included in the study because
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the investigator believed they would provide a realistic

baseline for comparison. The extent to which raters have been

familiarized with the rating formats in previous studies is not

adequately described by their procedures. In light of the high

level of accuracy of the no training group (?= .67), it seems -

likely that a true no-training control would have rated less

accurately than the training groups.

The analyses conducted also allowed for a comparison of the

effects of rating formats on the quality of performance ratings.

For leniency and the halo of a ratee's dimension scores, there

were no significant differences between formats. The magnitudes

of leniency and halo measures were similar across formats

although the signs were in opposite directions. Also, with the

correlational accuracy per dimension measure, accurate ratings

were obtained which did not significantly differ due to formats.

On each of the remaining measures, the results indicated that

one of the formats resulted in superior ratings. The BARS

format was significantly more accurate on the correlational

accuracy per ratee's dimensions measure. In contrast, the MSS

format resulted in ratings with less halo for variance of a

dimension's ratee scores, and it was more accurate on the

distance accuracy measure.

The results with regard to formats are not consistent with

previous conclusions that the study of formats is a futile

endeavor (Landy & Farr, 1980). It is suggested that depending

on the purpose for rating, different formats will be preferred.
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For example, if the purpose for rating is to differentiate

between ratees, then the BARS and MSS formats are equally

accurate, and none is preferable. Ratings that are used to make

administrative decisions (e.g., compensation, selection,

promotion) can be made with either format. In contrast, if the

purpose for ratings is to differentiate between traits within

ratees, then the BARS format yields more accurate ratings, and

it is preferred over the MSS format. Ratings that are used to

diagnose individual strengths and weaknesses (e.g., vocational

guidance, performance feedback) should be made with the BARS

format.

Finally, the results of this study indicate that distance p

accuracy is a complex measure of accuracy. It is a composite of

the components of leniency, halo, and correlational accuracy.

Although the mathematics have not been derived to describe the

exact contribution of the components to the composite measure, .

the results of the present study suggest that the halo for

variance of a dimension's ratee scores is a major contributor.

Because of the complex nature of distance accuracy, the present

author suggests that its use to describe ratings should be

avoided. Researchers will obtain more useful information by

looking at each of the components separately to locate the exact

sources of accuracy and inaccuracy.
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Accuracy and Validity

Table 1

F Values, Significance Levels, and the Grand Means for ICCs

Psychometric Sign. Mean
Source Interpretation F-Ratio Level ICC"-

Rating Source (S) Elevation Accuracy 2.061 0.093 -0.009

Ratees (R) Convergent Validity 2.939 0.025 0.311

Traits (T) Trait Bias 5.952 0.000 -0.024

Methods (M) Scale Bias 0.321 0.863 0.001

S x R Differential Elevation Accuracy 2.162 0.080 0.148

S x T Stereotype Accuracy 0.732 0.573 -0.008

S x M Differential Scale Bias by Source 1.478 0.216 -0.001

R x T Discriminant Validity 2.176 0.079 0.256 S

R x M Method Bias 2.063 0.093 0.001

T x M Trait by Scale Bias 0.407 0.803 -0.001

S x R X T Differential Accuracy 0.241 0.914 0.196

S x R x M Differential Elevation Accuracy
by Methods 2.074 0.091 0.020

S x T x M Differential Stereotype Accuracy
by Methods 2.321 0.063 0.001

R x T x M Differential Disciminant Validity
by Methods 0.240 0.915 0.006
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ABSTRACT

In this work, the experimental apparatus necessary to make laser

damage studies of single crystallline silicon have been nearly completed.

The electron diffraction system is now operative, the pulsed dye laser

(on loan from AFWL) has been installed and is working, the laser beam

handling optics and the beam diagnostic system is still in development.

To date, no damage data have been collected, but we anticipate that

we will have these data by January 1, 1985.

In the remainder of this report we give a chronological description

of our activities to date.

REPORT OF RESEARCH ACTIVITY
FROM January 1, 1984 through October 31, 1984.

January 9, 1984 - February 28, 1984. The first two months of research

effort was spent designing the experimental arrangement and determining

what type of laser and beam diagnostics would be needed to carryout

the project. Although $9,695.00 were budgeted for a pulsed N2 laser

and energy meter, we decided instead to accept AFWL's offer to loan

us a laser for a three year period. We were advised by AFWL that an ....

HF-DF pulsed laser was available and was to be cleaned, rejuvenated,

and shipped to us about April 15, 1984. During this time AFWL also

advised us that they would lend us an energy meter in lieu of us

purchasing one. -.

On January 12 my student assistant (Norman Troullier) began working

on the project (7 hrs/wk) for 2 academic credits of undergraduate research

in lieu of a salary, and said that he was willing to commit to a summer

15-2
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'84 work schedule calling for a total of not less than 107.5 hrs as

specified in the budget.

In early January '84 we decided to try cleaning the 60 1/s ion pump

ourselves instead of contracting with Varian Associated as called for

in our budget. On January 21 the ion pump maintenance was complete

and the pump was reinstalled, and was found to operate successfully.

From January 22 - February 4 the vacuum system was checked for leaks

with a He leak detector; several small leaks were found and repaired.

From February 15-22 the vacuum system was baked at approximately 1500C.

After removing the oven the ambient pressure dropped to 10-8 Torr.

March. From March 1-14 we tried repeatedly to obtain an electron

diffraction pattern and were unsuccessful. We experienced severe

difficulties with the electron beams focus and concluded that the problem

was 60 Hz pickup in the e-gun circuitry. This resulted in a major task

of rebuilding the e gun control circuit to incoporate extensive shielding.

This shielding project lasted until early May. On March 28 Allen Stewart

of AFWL called and advised us that the HF-DF laser was inoperable, but

that a smaller dye laser would be sent instead, and would arrive in

late May '84. On March 28 I ordered optical support components, rhodamine

dye, and Photrex methanol to be used with the dye laser. The total

cost for these orders: $1,886.60.

M Having completed the task of rebuilding the e-gun control system

we again tried to obtain a RHEED pattern but again were unsuccessful.

The e-gun control power supply developed a H.V. arcing problem and was

sent to the UW-Platteville electronic technician for repair. ...
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On May 24 the power supply was returned and we again attempted to obtain

a diffraction pattern with no success. On May 29 we decided to purchase

a new e-gun control from Physical Electronics for $6,400.00. The delivery . -

date was set (by Physical Electronics) at September 15, 1984.

On or about May 25 the dye laser arrived from AFWL.

June. June 1-8 was spent bringing up the laser, which fired successfully

on June 8th. The next several days were spent optimizing the Rhodamine

590 dye concentration. The optimium concentration appears to be about

1.7 x 10- 4 moles/liters. On June 11 David Johnson (an Electrical

Engineering student) joined the research effort for two academic credits

of Independent Study. His assignment was to develop a beam diagnostics

system which would emply a linear diode array (i.e., RETICON ARRAY)

to measure the laser beam profile and diameter. On June 20 Mr. Johnson

demonstrated that the diode array was operative with a small He-Ne laser,

and proceeded to add a KIM-I micro processor to acquire and store the

beam profile data.

June 17-30 was spent making changes in the vacuum chamber to

accomodate the input of the laser beam to the Si target. The pumpdown

recycling process required about one week.

July. July 6-10 were spent measuring the optical density of 26 neutral

density filters which will be used to attenuate the dye laser beam for

processing with the RETICON array. On July 19 the Si sample holder

was removed from the vacuum chamber for the purpose of installing an

improved heating system used to clean the sample. On July 27 the new

sample heating unit was installed and the vacuum system recycled.
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August. Having completed their summer term commitments on August 3,

1984, the two student research assistants departed for the remainder

of the summer. Suspecting that the vacuum system had again developed

several small leaks, I spent August 2-10 using a He leak detector to

locate them. I concluded that in fact no leaks were present. On August

11 I left for vacation to return September 1.

September. September 1-15 was devoted to introducing a He-Ne laser

beam through the flashlamp of the dye laser to be used as an aiming

device for the larger laser. This required a reasonable amount of

building and construction of mirror mounting system and the purchase

of several translation 3tages. A fair amount of difficulty was

encountered in making the He-Ne beam coaxial with the dye laser beam.

Also in September the spark gap assembly of the dye laser suffered an

electrical breakdown and required the machining of a new (nylon)

replacement collar.

On or about Sept 20 the new e-beam controller arrived from Physical

Electronics, but was not operative until several weeks after arrival

due to an incorrect cable fitting supplied with the instrument.

October. Early in October the proper cable arrived from Physical

Electronics. The e-beam controller was checked out and operated

successfully. The electron beam current was measured and found to be

22.9 gA at the maximum allowable filament temperature. This amount

of current is more than 100 times the amount needed for RHEED. The

e-beam controller also offered the advantage of a 5 KV maximum instead
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of the 3 KV limit with the previous controller. On October 25 we again

attempted to obtain a RHEED pattern and this time we were successful.

The RHEED pattern of (100) Si was observed to last 20 minutes from

the time of cleaning the Si sample until it became unresolved due to

the adsorption of residual gases in the vacuum chamber.

Much time in October has been spent in completing the beam handling

optics and RETICON diode array diagnostic system.

Concluding Remarks.

The contract period has seemingly vanished and we have no data

to report. All components of the apparatus however are either operative

or very nearly so at this time. The RETICON diagnostics are perhaps

the farthest from completion, but I am extremely optimistic that we

will have data by January 1, 1985. 1 will make my visitation to AFWL

on February 6, 1985 to present our data as required."-"-"*

Finally, when the results are published, we will gratefully

acknowledge SCEEE, AFOSR, and AFWL for supporting this effort.

-- %
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ANALYSIS OF SWIRLING NOZZLE FLOW BY A

TIME-DEPENDENT FINITE DIFFERENCE TECHNIQUE

ABSTRACT

As a continuation and extension of research conducted during the 1983

AFOSR/SCEEE Summer Faculty Research Program, a time-dependent finite dif-

ference technique for analyzing swirling flow in propulsion nozzles has

been developed. The geometries which may be analyzed with this code

(SNAP) include convergent nozzles, convergent-divergent nozzles, and

nozzles with centerbodies. As indicated by preliminary results, the inlet

boundary condition has been reformulated in terms of the swirl angle

instead of the tangential velocity component, and this inlet condition

has been thoroughly investigated. In addition, the time-dependent code

has been validated both by internal calculation of conserved quantities

and by comparison with experimental measurements. This data has been

obtained in a parallel effort in the Ramjet Technology Branch at Wright-

Patterson Air Force Base, and the agreement between the experimental

and numerical results is excellent. Once the code had been developed

and validated, it was used to compute the flowfield in several nozzle

configurations at various levels of swirl with several inlet swirl

profiles. Reductions in the discharge coefficient and vacuum stream

thrust efficiency of up to 11 and 13 percent, respectively, have been

calculated. At moderate and higher levels, the effect of swirl has also L

been found to have a very strong influence on the computed nozzle

flowfields. Using the many cases calculated in this study, a universal

curve has been developed which can be employed to predict the reduction

in the discharge coefficient due to swirl.
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NOMENCLATURE

symbol Meaning

a speed of sound

A area

CA3 constant angle, S =0.3 swirler designation

CA5 constant angle, S = 0.5 swirler designation

CD discharge coefficient, defined in Eq. (44)

D diameter

O/Ot substantial derivative

L length

imass flowrate

M Mach number

P pressure

(APIP) rms value over the grid of the fractional static

pressure change from one time plane to the next,

defined in Eq. (48)

Sinlet swirl number, defined in Eq. (47)

sits .... $12 swirl numbers defined in Eqs. (49)

t time

T temperature or vacuum stream thrust

u axial velocity component

v radial velocity component

v transformed radial velocity component, defined in

Eq. (18)

W tangential velocity component
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Symbol Meaning

x axial coordinate

y radial coordinate

Greek

quantity defined in Eq. (15)

quantity defined in Eq. (36)

S quantity defined in Eq. (16)

y gas specific heat ratio

8 quantity defined in Eq. (17)

transformed axial coordinate, defined in Eq. (7)

transformed radial coordinate, defined in Eq. (8)

nsI specific impulse efficiency, defined in Eq. (46)

nvs vacuum stream thrust efficiency, defined in Eq. (45)

n quantity defined in Eq. (19)

6 meridian plane streamline angle, 6 tan -  (v/u)

p density

T transformed time coordinate, defined in Eq. (9)

swirl angle, 0 = tan- (w/u)

source terms defined in Eqs. (21)-(23), (29)-(30),

(37)-(41)

Subscripts

amb ambient

ave average

c centerbody
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Symbol Meaning

CL centerline

e exit

i inlet

i~j referring to axial and radial gridpoint location

id ideal

max maximum

0 stagnation or zero swirl condition

t throat

w wall

Superscripts

n referring to time plane number

* conditions at M =1

rms value over the computational grid
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I. INTRODUCTION

Swirling flow in nozzles occurs in a number of applications of

importance in the aero-propulsion field including the flow in turbofan

and turbojet engines and in spin-stabilized rockets. In the former

case the tangential velocity component results from the motion of the

turbine blades which are immediately upstream, and in the latter by

the rocket spin. Another primary application is the exhaust nozzle of

integral rocket/ramjets where the swirl is induced by fixed vanes

located upstream in the combustor inlet in order to improve combustor

performance. Recent studies such as Ref. [1) have demonstrated that

higher combustion efficiencies, significantly lower total pressure

losses, and shorter combustor lengths are possible for swirled combus-

tors relative to typical flameholder configurations. In each of these

applications it is obvious that swirl generated upstream will persist

at some level to the inlet of the exhaust nozzle. It is therefore

imperative that the effect of swirl on the nozzle flowfield be examined

so that important design parameters such as nozzle thrust, mass flow-

rate, and specific Impulse can be accurately determined.

Although it is well known that the qualitative effect of swirl

is to reduce the mass flow and thrust of nozzles at given stagnation

conditions, the magnitude of these reductions and the effects of swirl

on the flowfield details have not been thoroughly investigated. This

is particularly true for configurations typical in ramjet and turbojet

applications where the nozzles tend to be short, steep, and highly

curved so that the flowfield is very nonuniform and the magnitude of

the radial velocity component is significant. In other words, in the

applications of interest here it is expected that all three velocity

components, axial, radial, and tangential, are of importance.

The majority of previous investigations concerned with swirling

nozzle flow have been quasi-one-dimensional theoretical studies [2-21]

in which the swirl velocity component has been included in an otherwise

conventional one-dimensional nozzle analysis. Each of these investi-
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gators generally employs a different choking criterion and makes different

assumptions about the swirl velocity distribution. As pointed out in

Refs. [6] and [17], several of the quasi-one-dimensional formulations were

overspecified, and the fact that each of these studies is confined to

certain classes of tangential velocity profiles limits their generality.
However, the most serious shortcoming of the quasi-one-dimensional ap-

proach is that it neglects the radial velocity component and all of

its derivatives. As just mentioned, this is a poor assumption for nozzle

geometries typical in ramjet and turbojet applications. Based on these

considerations, it is concluded that the quasi-one-dimensional theories

are inadequate for the applications of interest here.

A limited number of two-dimensional calculations for inviscid,

swirling, converging-diverging nozzle flow have been performed. Guderley

and his colleagues [22-25] obtained an approximate numerical solution

for transonic throat flow with swirl in order to provide a starting line

for the method of characteristics analysis of the supersonic diverging

portion of the nozzle. Rao's method was employed to determine wall con-

tours for maximum thrust in the presence of swirl. Only the supersonic

portion of the flowfield is treated exactly in this analysis; no con-

sideration is given to the subsonic portion of the flow, and the tran-

sonic region is treated only approximately. Boerner, et al. [26] have

also developed approximate series solutions for swirling flow in the

throat region of axisymmetric nozzles. The weak swirl solution includes

the effect of the nozzle wall curvature while the strong swirl solution

does not and, therefore, cannot be used for short, highly curved nozzles.

Pandolfi [27] has obtained two-dimensional, time-dependent calculations

of swirling flow in a converging-diverging nozzle with and without a

centerbody. In each case only a single level of swirl was considered

and since the computations were terminated just downstream from the sonic

line, no thrust calculations were reported. The reduction in mass flow

due to swirl was computed only for the no-centerbody case. The prin-

cipal investigator is unaware of any attempts at a two-dimensional

solution of swirling flow in convergent nozzles. However, swirlina
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supersonic free jet calculations, which are generally incorporated in
converging nozzle analyses, have been performed. Smith [28] employed

the method of characteristics in his calculations, while Carpenter [29] -. :

utilized a linearized theory in an investigation of swirling jet noise.

In addition, there is a dearth of experimental measurements of

swirling nozzle flow. Norton, et al. [11] and Dunlap [30] used a

spinning test apparatus to simulate spin-stabilized rockets. Norton

measured only the mass flow reduction due to spin while Dunlap's in-

vestigation concentrated on the flowfleld in the spinning combustion

chamber immediately upstream from the nozzle. Batson and Sforzinl [31]

and Sforzini and Essing [32] experimentally investigated swirling

nozzle flow in single and multiple converging-diverging nozzles. The

swirl was generated by injecting cold gas tangentially to a cylindrical

chamber upstream from the nozzle test section. For the case of a single

nozzle, limited mass flowrate, thrust, and velocity profile data were

obtained. Boerner [26] obtained wall static pressure measurements on

the inner and outer walls of an annular nozzle which were compared

with the results of his series solutions. The swirl velocity component

was induced by the passage of the air radially inward between vanes

which were set in a tangential direction. The air was then turned into

the axial direction by means of a contoured passageway before passing

through the annular nozzle test section. Qualitative agreement between

the theoretical and experimental results was obtained. Other than the

measurements obtained as part of the current investigation, there is

no known data available for swirled nozzle flow generated by fixed or

rotating vanes where the predominant flow direction through the vanes

is axial. This, of course, is the case for the ramjet and turbo4et

applications mentioned previously.
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II. THEORETICAL FORMULATION

As a result of the preceding discussion, the computational method

chosen to analyze swirling flow through the nozzles of interest must

include the calculation of all three velocity components and should cor-

rectly consider the entire subsonic/transonic/supersonic regions of

the nozzle flowfield. For non-swirling flow, the most successful nozzle

analysis method has been the time-dependent technique. In this method

the unsteady form of the governing equations is used to avoid the mixed,

elliptic/hyperbolic nature of the steady flow equations. An initial

value surface for the nozzle flowfield is guessed, the steady flow

boundary conditions are applied, and the solution is advanced in time

until it converges to the steady state. A disadvantage of this method

is the long computing times which are sometimes required. If only the

steady state solution is desired, several hundred or thousand time planes

must be calculated before this limit is reached. On the other hand,

its major advantages are its ability to analyze mixed flowfields and its

obvious ability to handle truly transient flows.

Based on these considerations, the approach adopted in this re-

search has been to properly include the effects of swirl in an other-

wise conventional time-dependent, non-swirling nozzle flow analysis.

As a starting point, a version of the widely used "NAP" code [33-36]

written by M.C. Cline has been used. This program has been demonstrated

to accurately and efficiently calculate non-swirling nozzle flowfields.

In this analysis it is assumed that the nozzle contains the in-

viscid, non-heat conducting, axisymmetric flow of a thermally and

calorically perfect gas. In this context, "axisymmetric" denotes that

all derivatives in the tangential direction vanish while the tangential

velocity component, of course, does not. Under these assumptions and

using Cartesian coordinate notation where x and y are the axial and

radial coordinates and u, v, and w are the axial, radial, and tangential

velocity components, respectively, the governing equations can be

written in nonconservation form as:
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Continuity: P + upx + vpy + pux +pVy + P = (1)
ty

Euler Equations:
P

Axial: ut + uu + vu + - 0 (2)

w2  P
Radial: vt + uv + vv Y+ 0 (3)

t x y y p

Tangential: wt + uwx + vwy + - 0 (4)

Energy: + uPx + VP) - a2 (pt + upx + VPy) - 0 (5)

where P, p. a, t are pressure, density, speed of sound, and time,

respectively, and the subscripts denote partial differentiation.

The inclusion of the swirl velocity component, w, requires the

integration of an additional momentum equation, the tangential Euler

equation (4), as well as the appearance of the centripetal acceleration

term, w2/y, in the radial momentum equation, (3). The result is a set

of five coupled, nonlinear partial differential equations in the five

dependent variables: u, v, w, P, and p. Knowing these variables and

using the ideal gas equation of state, any other quantity of interest

can be determined in the flowfield. A point of interest is that the

tangential momentum equation can be integrated to:

D(6(yw) = 0 (6)

i.e., the angular momentum of the flow is constant along pathlines.

This integrated form could be used to avoid the finite difference solu-

tion of equation (4). However, to obtain a solution which is consistent

in time, pathlines would have to be projected from each gridpoint on

the current time plane to the previous time plane and a bivariate

spatial interpolation performed to determine w. Since this procedure

would be numerically inefficient, the tangential momentum equation has
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been solved using the same time-dependent finite difference technique

as for the other four equations.

In order that the finite difference calculations be performed on

a rectangular grid, the governing equations are transformed from (x, y, t)

coordinates to (;,n,T) coordinates where the q coordinate varies from

zero at the nozzle centerline (or centerbody wall) to unity at the

outer wall,

x (7)
y - Yc(X)

c - (8)

Yw (x.t) - c Cx).

T- t (9)

The "c" subscript refers to the centerbody while the "w" subscript to

the nozzle wall. Under this transformation, the governing equations

corresponding to Eqs. (1) - (5) become

P + up +- + pu + pOcU + p8v + pv/ 0 (10)T n , n:' n

u+ uu + u + P /p + P/p 0 (11)C n n

v + uv + vVn + P/P -w 2  0 (12)

wT + uw + w + vw/ 0 (13)

P + up + P - a2(p + Up + vP) = 0 (14)

where

dy (Yw dyc (15an = nB " -- )(15)

an--1 (16)
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an 1W (17)

v au + v + 6 (18)

4c + / (19)

The numerical solution of these equations together with the

appropriate boundary conditions is discussed in the next section.
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III. NUMERICAL TECHNIQUE

The -n computational plane is rectangular and has uniform spacing in

the and n directions although Ac and An are not necessarily equal. At

present the SNAP code is dimensioned to accept a maximum of 41 points in

the c direction and 21 in the n direction.

A. Interior Points

The interior points in the flowfield are calculated using MacCormack's

[37) well known, second order accurate, explicit, predictor-corrector

method. First order accurate backward spatial differences are used for

the predictor while first order forward spatial differences are employed

on the corrector step. When used in this predictor-corrector fashion,

the differencing procedure produces second order accuracy in both space

and time. Solution of the interior mesh points is very straightforward

and occupies only a small fraction of the coding in SNAP.

B. Boundary Points

Even though the boundary points are far fewer in number than the

interior points, it is well known that an accurate evaluation of them

is a necessity in obtaining valid time-dependent solutions, particularly

in transonic flowfields. In the present work an accurate reference-plane

characteristics scheme is used at all boundary points. In this method,

the spatial derivatives in the coordinate direction along each boundary

are approximated by finite differences and are treated as source terms

in the governing equations. The resulting unsteady, one-dimensional

problem normal to the boundary is then solved by a second order accurate

method of characteristics scheme.

1. Inlet Points For subsonic flow at the nozzle inlet, there is

only one compatibility equation available which applies along a character-

istic originating from inside the computational mesh on the previous

time plane,

dP - padu = (w4 + a2 I - paW 2 )dT along dc = (u - a)dT (20)
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The equation on the left is the compatibility equation which applies along

the characteristic, whose equation is on the right. The p1' 02' 4

quantities are source terms which involve n derivatives,

-vP n "Paun "pev n "pv/n (21)

2  u -vu - Plp (22)

4  - + avOn (23)

Since only one compatibility equation is available and there are five

unknown flow properties, assumptions must be made about the values of

four flow properties at each inlet point, and both the choice of the

specified properties, as well as their assumed distributions, are

crucial to obtaining accurate solutions. For non-swirling flow Serra

[38], Moretti [39], and Cline [33, 34] recommend specifying the stagna-

tion pressure, Poo the stagnation temperature, To, and the meridian plane

streamline angle, 6 = tan - (v/u). As an alternative, Cline also suggests

the .specification of the axial and radial velocities, u and v, and the

density, p. For swirling flow another property must be specified, and

in initial computations [40] the author added the specification of the

tangential velocity component, w, to the (Poo Tot 6) inlet boundary

condition. However, for highly swirled nozzle flows this led to presumably

unrealistic conditions at the nozzle inlet such as very large swirl angles

in the inlet wall region. For this reason, the swirling nozzle flow inlet

condition has been reformulated in terms of specified values of Pot To,

8, and 0 where 0 = tan "I (w/u) is the swirl angle. From a purely physical

standpoint, it is much more likely that a reasonable assumption about the

. distribution can be made as opposed to the detailed distribution of

the w velocity component, especially when the swirl is induced by fixed

or rotating vanes.

An iterative technique is required to determine the five dependent

variables u, v, w, P, and p from the compatibility condition and the

four specified properties Po' Tot e, and € at each inlet point. The
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procedure is to assume a value for the Mach number and then to use the

specified values of P0 and To$ together with isentropic relations, to

calculate the static pressure and temperature, P and T. The density, P,

is then calculated from the equation of state and the axial velocity

component, u, from the compatibility condition, Eq. (20). The radial

and tangential velocity components may then be determined from the

specified values of 0 and by v = u tane and w = u tano. A new value

for the Mach number may now be calculated, and the whole procedure is

repeated until convergence is achieved. In solving the compatibility -

equation, a second order accurate predictor-corrector characteristics

technique is used. On the predictor step the coefficients in the

compatibility condition are based only on property values from the previous

time plane, while on the corrector they are based on average values of

properties from the old time plane and predicted properties from the

new time plane. The specified properties P0, T0' a, and 0 need not be

constant across the inlet, but rather can vary arbitrarily. This is

in direct contrast to the quasi-one-dimensional theories which generally

make assumptions about the distributions of one or more of these properties.

In some cases, particularly for nozzles with long diverging sections,

the nozzle flowfield calculation has been done in two parts: a subsonic/

transonic calculation of the nozzle throat region followed by a supersonic

calculation of the diverging section. This has been done since the

supersonic computations have been found to converge to the steady state

much faster than the subsonic/transonic computations. The inlet boundary --

conditions used for the supersonic section are fixed values of u, v, w,

P, and p where the values are obtained from the last axial location of

the converged subsonic/transonic analysis.

2. Exit Points For all of the nozzle computations reported herein,

supersonic flow at the exit occurs. In this case the method of character-

istics analysis demonstrates that five compatibility conditions must be

simultaneously satisfied: three along the pathline and one each along

left- and right-running Mach lines, where all of these characteristics

16-
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originate from inside the mesh on the previous time plane. Thus, the

physically consistent result is obtained that supersonic flow at the exit

is completely determined by upstream conditions, and no assumptions about

the outflow boundary conditions need be made. The five compatibility

equations and the corresponding characteristic equations are given by

dv = p3dt d1  (24)

dP-a 2do = 4 along dC = udT (25)

dw = ip5dT (26)

dP + padu = ( 4 + a + pa*2)dT along dc - (u + a)dT (27)

dP - padu = (q4 + a
2t1 - pap 2)dT along d4 = (u - a)dT (28)

where

;3 -V BP/P + w2- (29)

5 -w vw/ (30)

and 1, 2, and 4 are defined in Eqs. (21)-(23). The simultaneous solu-

tion of the five compatibility equations yields the five dependent variables

of interest. A second order accurate, predictor-corrector reference plane

characteristics technique similar to that employed at the inlet is used.

Because disturbances cannot propagate upstream in a supersonic flow,

many previous investigators [33, 34, 38] have simply used extrapolation

to obtain the properties at supersonic exit points. However, when nozzle

thrust calculations are based on the exit property values, or when the

exit conditions from the throat region calculation are used as the fixed

inlet conditions for the diverging section computation, the more accurate

and physically consistent reference plane characteristics technique is

preferred [35, 36].

3. Wall and Centerbody Points For the wall and centerbody boundary

points, the derivatives along the boundaries are approximated by finite

differences and treated as source terms. The characteristics analysis
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shows that three compatibility equations must be satisfied along the wall

pathline and one compatibility condition must be satisfied along either a

right- or left-running Mach line depending on whether an outer wall or

centerbody point is being analyzed,

Bdu - adv = (B 7 - a 8 )dT (31)

dP a2dp = 0gdT along dn =dT (32)

dw = 10dT (33)a.o i

dP + P-- du + p. dv = (Og + a 26 + 7 )d (34)

along dj = ( + a)d"

dP -poa du M = 9 (35) ,.-,

et e& O& L* -

along dn = ( L - cx*a)dT

where a* (a2 + 82)f (36)

For an outer wall point, the four compatibility equations available are

Eqs. (31)-(34) while for a centerbody point, Eqs. (31)-(33) and (35) are

used. The vp source terms are defined by

6 - -uo -pu -pv/j (37)

P7 = -uu¢ - P (38)

-- w2  n (39)
-"8 auv, ,+

_9 -uP + 2  (40)

-uw vw/ (41)

In addition to the four compatibility conditions, the wall tangency

boundary condition is applied for inviscid flow,
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p.DYw

v u taneworc + (42)
w rc at

This, then, gives five simultaneous equations for the five unknowns

u, v, w, P, and p which are solved for at each wall point. A predictor-

corrector characteristics technique is again used. r

For nozzles without centerbodies, the nozzle centerline points are

calculated using the interior point algorithm with the proper symmetry

conditions enforced. Second order backward differences are used to set

the n derivatives of the symmetric quantities u, P, and p to zero. The

anti-synmetric quantities v and w must vanish on the centerline.

4. Free Jet Boundary Points For the swirling, underexpanded, con-

verging nozzle calculations reported in the next section, it is convenient

to continue the calculations into the exhaust plume until an axial loca-

tion is reached where the flow is supersonic at all mesh points. This

procedure avoids the mixed subsonic/supersonic flow conditions which

occur at the nozzle exit if the computations are terminated there. As

previously mentioned, supersonic exit points are uniquely determined by

upstream flow conditions, so that no assumptions need be made about the

outflow boundary conditions in that case. However, continuation of the L

calculations into the exhaust plume requires the solution of free jet

boundary points. These points are computed iteratively by the wall

point routine in order to satisfy the static pressure boundary condition

P= Pamb (43)

This is done by assuming an initial shape for the plume boundary and

using the wall routine to calculate the static pressure. The location of

each boundary point is then iterated using the secant method until the

calculated boundary pressure and the specified ambient pressure agree

within a specified tolerance. The plume boundary location is therefore

seen to be a function of time which is the reason for the inclusion of

the time dependence of yw in Eqs. (8), (17), (18), and (42).
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Of special interest when making free jet calculations is the nozzle

exit lip point which is a singularity in "'e flowfield. An "upstream"

solution is first calculated at this point using the wall tangency boundary

condition and backward 4 derivatives on both the initial and solution

planes in the evaluation of the d, source terms. A "downstream" solution

is then computed using the specified pressure boundary condition, and

the stagnation pressure, stagnation temperature, and tangential velocity

from the upstream solution. The upstream solution is used when computing

the wall grid point immediately upstream from the exit, while the down-

stream solution is employed for the free jet boundary point immediately

downstream from the exit. A third exit lip solution is used for calculating

interior points. This solution is obtained by averaging the meridian

plane Mach numbers and flow angles of the upstream and downstream solu-

tions and using the stagnation pressure, stagnation temperature, and

tangential velocity of the upstream solution to obtain the other

properties.

An additional point of interest regarding the numerical technique

is that explicit artificial viscosity has not been included in any of

the calculations reported herein. Further details concerning the

numerical technique, including the method for deriving the compatibility

and characteristic equations used at the boundaries, may be found in

Refs. [34] and [35].
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"V. RESULTS AND DISCUSSION

Before proceeding to a detailed discussion of the results, the

integral parameters used to judge the nozzle performance will be defined.
Results have been obtained for the discharge coefficient, CD, the vacuum

stream thrust efficiency, nvs, the specific impulse efficiency, nsi, and

the nozzle flowfield as functions of the inlet swirl number, Si, where -.

[ Yw

2 puydy

CD  - - - (44)
mid 2 2A-Y w Y c t )(P *u )id" -

Yce

n T 2 fY (P + pu 2 )ydy

T 2 2 + 2 (45)
(ywe - e2 Pe ue)id

n(l = ( id nvs (46) L,~IS (T/rh)d CO  L~2
C 0

1ywi 2
:-i ~ ~puwy dy-'-'-

s ci (47)

-wi

Ywi J pu"ydy
yci

The subscripts i, t, e, and id are used to denote inlet, throat, exit, and
ideal conditions, respectively, and i and T are the mass flowrate and

vacuum stream thrust. The ideal conditions are defined as one-dimensional,

isentropic values at the same stagnation conditions as the actual flow.
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Note that the inlet swirl number can be interpreted as the axial flux of

angular momentum divided by the inlet wall radius times the axial flux

of axial momentum, and is therefore a measure of the level of swirl at

the nozzle inlet. As will be discussed in a succeeding section, use of

this swirl number definition evaluated at the nozzle inlet is not anp optimal choice for correlating the performance of various nozzle geom-

etries with different swirl profiles. However, from a practical view-

point, the design engineer is concerned with knowing the nozzle perfor-
mance when a certain level of swirl is imposed at the inlet by upstream

conditions and, in addition, the definition given in Eq. (47) is in wide

use, e.g. [1] and [41]. For these reasons the results will be presented

as a function of the inlet swirl number, Si.

A. Converging-Diverging Nozzle

The nozzle geometry used in the first series of computations is

shown in Fig. 1. It is a conventional converging-diverging nozzle with

a cylindrical inlet, a circular arc transition to a 350 conical con-

vergent section, a circular arc throat region, and an 18.50 conical

divergent section. The area contraction ratio between the nozzle inlet

and throat is At/A i  0.668. This nozzle design is typical of those

presently under development for integral rocket/ramjet systems.

In addition to a nozzle geometry, inlet conditions must also be

specified. As discussed previously, the specified inlet properties

have been chosen as Pop To e, and 4. In the present computations it

has been assumed that Po, To ,and e = 0 are uniform across the nozzle

inlet (x = -0.9), and the three 0 distributions shown in Fig. 2 have

been used. Away from the centerline, the "constant angle" swirl profile

has tan 0 = constant, while for the "forced vortex" profile tan 0 is

proportional to y and for the "free vortex" profile tan ¢ is propor-

tional to 1/y. The rationale for these choices is that if the axial

velocity component, u. is uniform across the inlet these 0 profiles

would translate directly into corresponding tangential velocity profiles,

w. Since one of the fundamental assumptions of the numerical technique
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SWIRL ANGLE INLET CONDITIONS

1.0 Free Vortex /

0.8/

0.6
/ FORCED VORTEX

0.4 ~Constant Angle-,

0.2/ /

0lo
0 0.2 0.4 0.6 0.8 1.0

tano/tano.,ax

Po,To,0=O Assumed Uniform Across Inlet

Figure 2. Swirl angle inlet conditions for converging-diverging nozzle
calculations

16-30



, - o . ."o.- . . * . '

is that the flow is spatially axisymetric, w must vanish on the axis.

A linear, forced vortex profile has been used in the centerline region

for the constant angle and free vortex profiles in order to enforce this

symmetry condition. The radius ratio chosen for the "matching point",

Y/YwI_ = 0.2, is typical of the radius ratio of the hub of fixed vane

swirlers [1]. In order to increase the level of swirl in the nozzle

flowfield, the numerical value of *max is simply increased. Another

point of importance is that since the swirl number is proportional to

the area under the curve in Fig. 2, for given Si the numerical value ofio

Omax must be largest near the centerline for the free vortex profile.

In these and all succeeding calculations a specific heat ratio of y z 1.4

has been used.

Results for the discharge coefficient and vacuum stream thrust ef-

ficiency as a function of the inlet swirl number are shown in Fig. 3.

For given Si the reductions in C0 and nvs are largest for the free

vortex profile, followed by the constant angle and forced vortex profiles.

As will be shown shortly, the major effect of swirl on the nozzle flow-

field is to cause a large increase in the axial velocity near the

nozzle centerline. Since large values of Omax are required near the

centerline to achieve a given S for the free vortex profile, even

moderate values of Si result in a very nonuniform throat flowfield due

to the centerline sensitivity effect. This causes the steep decrease

in CD and nvs as a function of S1 shown in Fig. 3 for the free vortex

swirl profile. Interestingly, the specific impulse efficiency, nsi,

is very nearly constant for the entire range of cases shown in Fig. 3.

This result suggests that for a choked, swirling nozzle flow with fixed

stagnation conditions, the reduction in thrust is due solely to the

reduction in mass flow through the nozzle. For a constant mass flow

device like a ramjet, on the other hand, the Introduction of swirl

entails essentially no loss in thrust but rather results in an increased

combustor pressure. This increased pressure, in turn, requires that

more diffusion occur in the inlet. To avoid the loss in mass flow and

thrust or the increased diffusion requirement, the nozzle throat may be
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0.88 A Forced Vortex

E Free Vortex
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0

0 0.1 0.2 0.3 0.4 0.5 0.6

St

Figure 3. Dependence of integral performance parameters on inlet swirl
number for converging-diverging nozzle cases
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appropriately enlarged. However, an analysis such as the present one

must still be performed to determine the magnitude of the throat enlarge-

ment in the presence of swirl.

Each of the three series of caTculations presented in Fig. 3 were

performed at increasing levels of swirl until sonic axial velocities in

the inlet centerline region were generated. Under these conditions the

characteristics analysis described in the preceding section reveals that

all five dependent variables u, v, w, P, and p should be specified at the

nozzle inlet. However, an a priori specification of these properties,

or even a prediction of which inlet mesh points will be supersonic for

a given swirl profile, is virtually impossible. In any event, it is

unlikely that in actual applications the combustor will impose supersonic

axial velocities in the centerline region of the nozzle inlet.

Total Mach number contour plots are shown for various cases in

Figs. 4-7, where M = (u2 + v2 + w2 )*/a. The flowfield shown in Fig. 4

for the no swirl case is typical of that for a conical nozzle. Due to

the relatively small wall radius of curvature, a strong expansion of ..:..

the flow occurs in the throat wall region which greatly leads the expan-

sion occurring along the nozzle centerline. The "wiggles" in the M -

2.0 and 2.25 contours are due to an oblique shock wave which originates

at the tangency point between the circular arc and conical divergent

wall sections (x = 0.15). A discontinuity in the curvature of the wall

contour occurs at this point, leading to a compression of the flow in

this region. Comparing the unswirled case, Fig. 4, to highly swirled

constant angle, forced vortex, and free vortex cases, Figs. 5-7, the

most notable effect is seen to be an upstream shifting of the Mach

number contours near the nozzle centerline. In other words, the pre-

dominant effect of swirl on the nozzle flowfield is a large increase

in the axial velocity near the centerline as compared to the unswirled

case. The influence of the tangential velocity component on the flow-

field near the wall, on the other hand, is weak. These effects can be

seen more clearly in Fig. 8 where the axial distributions of the Mach
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Figure 4. Total Mach number contours for unswirled converging-
diverging nozzle flow

16-34



2.6

2. MACH NUMB9ER CONTOURS

1.7S

1.DGCNSATAGL6 .3

1.25

Y

0.75 1.0: 1.25: 1.5 1.75' 2.0. 2.25 2.5

.6 9 .6 1. .6 2.
-. 5 -. 7S -. 25 .26 .7S 1.25 1.75 2.26

.2S

-. 7S

Figure 5. Total Mach number contours for highly swirled, constant
angle, converging-diverging nozzle flow
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Figure 6. Total Mach number contours for highly swirled, forced
vortex, converging-diverging nozzle flow
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number along the nozzle centerline and wall are plotted for the unswirled

nozzle flow (Fig. 4) and for the highly swirled forced vortex flow (Fig.

6). Along the axis the flow is smoothly accelerated from subsonic to

supersonic conditions, although the axial velocity for the swirling flow

is significantly higher than that for the non-swirling flow. At the wall

the effect of swirl is very much reduced. In addition, the forced vortex
case shown in Fig. 8 is the one for which the effect of swirl at the wall

is the greatest; for the constant angle and free vortex cases the effect

is even smaller. The discontinuity in the slope of the wall Mach number

plots in Fig. 8 is due to the previously mentioned oblique shock wave

which originates from the tangency point between the circular arc nozzle . -

throat and the conical divergent section.

The tangential velocity profiles across the inlet, throat, and exit

for the highly swirled constant angle, forced vortex, and free vortex

flows are plotted in Figs. 9-11, respectively. In each case the local

wall radius, Yw, has been used to normalize the radial coordinate, and

the maximum value of w at the nozzle inlet has been used to normalize

the tangential velocity. With the previously described inlet boundary

conditions and nozzle geometry, the axial velocity, u, is found to de-

crease from the axis to the wall across the inlet in each case. There-

fore, the constant swirl angle profile does not result in constant

tangential velocity across the inlet, but rather w falls as the wall is

approached. In a similar manner, w does not increase linearly across

the inlet for the forced vortex case, and w decreases faster than 1/y

across the inlet for free vortex swirl. In each case, however, the

profiles at the throat and exit are similar in shape to that at the

inlet. Based on the conservation of angular momentum, Eq. (6), it

is also expected that the general level of the tangential velocity

should be inversely proportional to the wall radius at a given location.

Referring to the dimensions given in Fig. 1, it is seen that the

profiles presented in Figs. 9-11 confirm this expectation.
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I

B. Centerbody Nozzle

In order to demonstrate the ability of the SNAP code to compute

swirling flow in annular nozzles with centerbodies, the geometry shown

in Fig. 12 has been analyzed. This is the turbojet plug nozzle geometry

investigated experimentally under non-swirl conditions by Bresnahan and

Johns (42]. The outer wall is a straight, cylindrical one while the

inner wall has a circular arc transition to a circular arc throat and

a 100 conical plug section. The area contraction ratio in this case is

At/Ai = 0.327. As mentioned in a previous section, the inner and outer

walls are both treated using a reference plane characteristics technique

identical to that used for the wall of a conventional c-d nozzle. This

geometry is an interesting one since the computed results are quite

different from those of the just discussed c-d nozzle. For the con-

verging-diverging nozzle the swirl velocity component along the wall

increases from the inlet to the throat and then decreases to the exit

as the wall radius first decreases and then increases (conservation of

angular momentum). For the plug nozzle in Fig. 12, however, w should
be constant along the outer wall since its radius is constant, and w

should first decrease and then increase as the flow traverses from

the inlet to the throat to the exit along the inner wall. The con-

traction in area from inlet to throat is also significantly larger for

the annular nozzle than for the c-d nozzle. For the computations

reported here the boundary conditions have been taken as Pop To' 0.

and a = 0 uniform across the nozzle inlet.

The results for the integral performance parameters as a function

of the swirl level are presented in Fig. 13. Over the range of swirl

numbers investigated, the reductions in the discharge coefficient and

vacuum stream thrust efficiency as compared to the unswirled case are

approximately 11% and 13%, respectively. These are the largest reduc-

tions computed for any of the cases investigated to date. In addition,

the specific impulse efficiency is not constant as for the c-d nozzle,

but instead decreases by 2.3% at the highest S computed. Of particular

16-43

.............- -- - - - - - - - - - - - - .. I



PLUG NOZZLE GEOMETRY

2%

0.73

20 &36

-4.0 -2.0 0 0.74 2.0 4.0

A /Ai 0.327
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Z.

interest is the magnitude of the swirl numbers along the abscissa in
Fig. 13, values roughly four times those along the S1 axis in Fig. 3

for the c-d nozzle. Because of the large contraction in area, which

causes a large increase in the axial velocity from the inlet to throat,

and because the tangential velocity decreases from the inlet td throat,

the flow must be very strongly swirled at the plug nozzle inlet in order

to have a significant effect on the performance parameters. In fact,

for the most highly swirled case plotted in Fig. 13, the constant value

of b across the inlet is 700. Thus, for this case w a 2.74u across the

inlet, and the tangential velocity is clearly the dominant component

in the inlet region.

Contours of constant total Mach number are plotted in Figs. 14

and 15 for the unswirled and highly swirled cases, respectively. The

contours for the unswirled case are fairly uniform in the throat region

due to the relatively large throat wall radius of curvature. The dif-

ference in shape of the M = 1.4 and 1.6 contours near the inner wall is

again due to a weak oblique shock which propagat~s into the flow from

the tangency point between the circular arc throat and the 100 conical

section (x = 0.860). A discontinuity in the curvature of the inner wall -.

occurs at this point. For the highly swirled flow, the Mach number

contours in the inlet region are vastly different from those for the

no swirl case. As the flow progresses along the inner wall near the

inlet, the total Mach number decreases, i.e. the flow is actually beit.g

compressed, because the tangential velocity, which is the dominant .

component, is decreasing (conservation of angular momentum). As the

throat is approached, however, the axial velocity eventually becomes

the largest component, such that in the throat region the Mach number

contours become more conventional in shape. These features are clearly

seen in Fig. 16 where the axial Mach number distributions along the

inner and outer walls are compared for the unswirled and highly swirled

cases. Along the outer wall the flow experiences a monotonic accelera-

tion from subsonic to supersonic conditions. The Mach number distribu-

tion for the swirled case is higher than that for the unswirled flow,
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Figure 14. Total Mach number contours for unswirled annular
nozzle flow
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especially in the inlet region. Along the inner wall near the inlet,

the Mach number for the swirling case is over 7 times that for the no

swirl case, and the compression which occurs for x t -2 with swirl is

clearly evident. The slight change in slope of the inner wall Mach

number profiles at x z 0.860 marks the location of the circular arc

throat/10 conical section tangency point.

The tangential velocity profiles at the inlet, throat, and exit

locations are presented in Fig. 17 for the highly swirled nozzle flow.

For this nozzle geometry and assumed inlet conditions, the axial

velocity component at the inlet is computed to decrease from the inner

to the outer wall. Since a constant swirl angle inlet condition has

been used, the tangential component, w, decreases across the inlet in

a similar way. Interestingly, however, the w profiles across the throat

and exit are found to be virtually uniform. Conservation of angular

momentum is also seen to be at least qualitatively satisfied since the

centerbody radius is smallest at the inlet, largest at the throat, and

intermediate at the exit.

C. Converging Nozzle

The first known two-dimensional calculations of swirling flow in

a converging nozzle are presented and discussed next. The geometry

which has been analyzed, Fig. 18, has a cylindrical inlet with a

circular arc transition to an elliptically contoured converging section.

Except for the small circular arc section, this nozzle is identical

to the 0.5 contraction ratio nozzle used at AFWAL/PORT in ramjet com-

bustor tests. The circular arc transition has been added to avoid the

infinite wall slope which would otherwise occur at the junction between

the cylindrical and elliptical sections. The inlet boundary conditions

used in this case are Pot Too and 8= 0 uniform across the inlet and

a "constant angle" swirl profile similar to the one sketched in Fig. 2.

In this case, however, the "matching point" between the linear and con-

stant portions of the tan 0 profile is located at y/ywi = 0.214. A

stagnation-to-ambient pressure ratio of 3.0 has been used in all of the
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calculations to be presented. A few of the calculations were repeated

at Po/Pamb a 5.0 with virtually identical results, demonstrating the

back pressure independent nature of this flow. A portion of the -.

swirling exhaust plume has been calculated such that the flow at all - -

the downstream boundary mesh points is supersonic due to the afore-

mentioned advantages of this exit condition. Iterative use of the

wall point routine to satisfy the P = Pamb boundary condition for the

free jet points was therefore required.

The swirl number dependence of the discharge coefficient, vacuum

stream thrust efficiency, and specific impulse efficiency is plotted

in Fig. 19. As for previous cases, C0 and nvs decrease rather rapidly

with Si. reaching values 8.5% and 9.6% less than for the non-swirling

case at the highest swirl level investigated. In this instance the

specific impulse efficiency is not constant, but rather decreases by

approximately 1.3% over the range of Si studied.

Unswirled and highly swirled total Mach number contours are

plotted for this converging nozzle in Figs. 20 and 21. In many

respects, the comments made earlier in connection with the converging-

diverging nozzle results also apply here. Comparing Figs. 20 and 21,

the most obvious difference is the strong upstream shift in the con-

tours near the centerline for the swirled flow, i.e. much higher axial

velocities in the centerline region in this case. For the non-

swirling case, the flow in the nozzle exit plane is seen to be mixed,

i.e. subsonic near the axis and supersonic near the wall. Use of the

nozzle exit plane as the downstream computational boundary would

therefore complicate treatment of the outflow boundary condition. Another

interesting result is that, even at this high level, the effect of

swirl has virtually no effect on the plume shape.

The axis and wall Mach number distributions for these same two

cases are shown in Fig. 22. As for the c-d nozzle, the flow experi-

ences a smooth acceleration along the axis with the swirled case

having significantly higher Mach numbers at a given axial location than

16-5
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the unswirled case. At the nozzle wall the effect of the tangential

velocity component is minor. The relatively strong expansion occurring
at the exit lip point (x = 0) is clearly evident, as is the correct

prediction of a constant total Mach number along the free jet boundary.

Figure 23 presents the swirl velocity profiles at the nozzle

inlet, exit, and across the plume at the last axial station. As in

previous cases, the computed results predict a decrease in the axial

velocity component from the axis to the wall across the inlet. For

this reason, the "constant 0" inlet condition does not correspond to

a "constant w" inlet condition, but rather to the profile shown in

Fig. 23. The profiles at the exit and in the plume are qualitatively

similar in shape to that at the inlet, although the magnitude of w

is generally larger in both cases. This is consistent with the con-

servation of angular momentum principle since the boundary radius at

the exit and in the plume is smaller than that at the inlet, Fig. 18.

D. Code Validation

In order to thoroughly validate the SNAP code, an extensive

series of calculations of conserved quantities has been added to the

program, and these quantities were monitored during the converging-

diverging, annular, and converging nozzle calculations previously dis-

cussed. In addition, the numerical predictions from SNAP have been

compared to experimental data obtained in the Ramjet Technology Branch

(AFWAL/PORT) at Wright-Patterson Air Force Base for swirling flow

through a converging-diverging nozzle. The results of these studies

are discussed below.

1. Convergence/Conservation Checks Because they are quantities

of fundamental importance, the stagnation pressure, P. and stagnation

temperature, T0, are calculated and printed at each gridpoint in the

flowfield. In the steady state limit for inviscid, adiabatic, shockless

flow, and assuming uniform P0 and To0 across the nozzle inlet as in

the previously described computations, the stagnation pressure and

stagnation temperature should be constant through the entire flowfield.
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L

However, since these conservation conditions are not automatically

satisfied by the nonconservation form of the governing equations employed

in the numerical technique, their calculation provides a self-check

on the accuracy of the finite difference computations. In all of the

cases presented so far, P0 and TO have been very well conserved, usually

being within 0.1% of the prescribed values at the nozzle inlet. Not

surprisingly, the largest variations generally occur at the boundaries

of the computational mesh. In addition, if large variations in P0

and T0 were experienced after a given number of time planes, this

result usually indicated that the steady state limit had not yet been

reached. Therefore, the calculation of the stagnation quantities

can also be used as a measure of the convergence to the steady state.

In addition to the stagnation properties, the axial distribution

of mass flowrate, 6, and the flow angular momentum along streamlines,

yw, should be constant in steady state. For this reason, d and yw

along the inner (if present) and outer wall boundaries (as well as

thrust and swirl number) are calculated for every axial station in

the grid for the final time plane. Statistical quantities including

the mean and standard deviation of i and (YWwall are also calculated .

and printed. Note that the mass flowrate used in the discharge

coefficient and specific impulse efficiency results presented pre-

viously is the mean value for the grid calculated in this way.

Conservation of mass is demonstrated in Figs. 24-26 where the
mass flow deviation, m/my 1, is plotted as a function of the axial

ave
coordinate through the nozzle. Although results have been generated

and plotted for each of the cases computed, an interesting result is

that mass flow conservation is virtually independent of both the

swirl level and swirl profile. Therefore, just a single, highly

swirled case is presented for each nozzle geometry. Figure 24 is for

the converging-diverging nozzle shown in Fig. 1, while Figs. 25 and

26 are for the annular and converging nozzles of Figs. 12 and 18,

respectively. As can be seen in these figures, mass flow is very well
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.17.

conserved in each case with the fluctuations generally being less than

± 0.5%. The fluctuations are usually larger in the subsonic region near

the inlet than further downstream. The "spikes" which occur are at

transitions in the nozzle wall geometry. The negative spike which

occurs at x = 0.15 in Fig. 24 is at the tangency point between the

circular arc throat and the 18.50 divergent section for the c-d nozzle;

the small negative spike at x = 0.860 is at the tangency point between

the circular arc throat and the 10* conical plug for the annular nozzle;

and the spikes at x = -3 in Fig. 26 mark the circular arc transition

from the cylindrical inlet to the elliptical converging section for

the converging nozzle. In the two former cases an oblique shock wave

originates from the tangency point, while in the latter case the slope

of the wall contour changes rapidly in a relatively short distance.

The negative spike occurring at the exit, x x 0, in Fig. 26 for the

converging nozzle is due to the relatively strong expansion at the

exit lip point, see Fig. 22. In each of these cases the spikes in the

mass flow conservation plots are a direct result of the strong flow

property gradients present near these points.

Figures 27-30 present the wall angular momentum deviation, (yw)/

(yw)ave - 1, for the same three cases shown in Figs. 24-26. There are

two plots for the annular nozzle; the outer wall is shown in Fig. 28

and the inner wall in Fig. 29. Essentially identical remarks apply

in this case as just made for mass flow conservation. The flow

angular momentum is well conserved by the numerical computations, and

the fluctuations which do occur can generally be associated with transi-

tions in the wall boundary contours. The angular momentum fluctuations

in the nozzle inlet region vary more rapidly spatially, but their

magnitude is of the same order or less than the mass flow fluctuations

for the same case. Note that the flow angular momentum along the outer

wall of the plug nozzle, Fig. 28, is virtually constant. Because this

wall is straight, it is an "easy" boundary to deal with computationally.

Not only does the monitoring of the axial variations of 6 and

(YW)wall yield information about the accuracy and truncation error
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Figure 30. Wall angular nmmntum conservation for a highly swirled,
constant angle, converging nozzle flow
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of the computations, but it is also informative in terms of convergence

to steady state conditions. Large variations in these quantities are

usually indicative of the fact that the steady state limit has not yet

been reached in the time-dependent computations. The flow angular

momentum has been found to be particularly sensitive in this regard.

Along the same lines, it is of interest to point out that for

every time plane the mass flowrate, vacuum stream thrust, and swirl
number at the inlet, throat, and exit planes are calculated and printed.

If one is only interested in these performance parameters, significantly

fewer time planes need be calculated than if the entire flowfield is I.
of interest. This is because, as integral parameters, these quantities

converge to limiting values much more quickly than do the flowfield

details.

In order to assess the effects of grid refinement, a highly swirled,

constant angle, converging-diverging nozzle calculation, originally done

using an 81 x 21 grid, has been repeated using a coarser, 41 x 11 grid.

The original 81 x 21 calculations have previously been presented in Figs.

5, 9, 24, and 27. The results demonstrate that the gross performance

parameters, including CD, nvs , nSl, and Si, are within 0.15% of each

other using the two grids. However, the 41 x 11 calculation gives local
Mach numbers which are consistently 2-3% higher than for the 81 x 21 grid.

Mass flow and wall angular momentum conservation for the two meshes are

compared in Figs. 31 and 32, respectively. For both grids the mass

flow and particularly the wall angular momentum are well conserved,

although the 81 x 21 calculation is clearly superior. This result is

expected due to the smaller truncation error associated with the finer

grid. These results, however, do point out the possibility of obtaining

results of acceptable engineering accuracy using a relatively coarse,

and therefore computationally efficient, mesh.

The primary quantity used in monitoring convergence to steady

state is the rms value over the entire grid of the fractional static
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% CONVERGING-DIVERGING NOZZLE
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Figure 31. Comparison of mass flow conservation for 41 x 11 and 81 x 21
calculations of highly swirled, constant angle, converging-
diverging nozzle flow
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Figure 32. Comparison of wall angular momentum conservation for 41 x 11
and 81 x 21 calculations of highly swirled, constant angle,
converging-diverging nozzle flow
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pressure change from one time plane to the next, i.e.

(~rms - P n 1 -(4.8)

p...

In this expression the standard practice of using the (ij) subscripts
to indicate the axial and radial mesh point locations and the superscript

to denote the time plane number is adopted. The bar is used to signify
that an rms value of the quantity in parentheses is to be found over
the grid, i.e. for all (i.j). Rather than continuing computations in

the time domain until (AP/P),,s falls to a specified critical value,

Cline's suggestion [43] has been adopted that a fixed number of time
planes be calculated to ensure than an "average" fluid particle passes

through the computational domain at least 5 times. The quantity defined
in Eq. (48) has simply been monitored to see that it falls to an accept-
ably low value after this number of time planes.

Some details concerning the computations are presented in Table 1.

For computational efficiency each converging-diverging nozzle calculation.

has been done in two parts: a 41 x 21 subsonic-transonic computation

followed by a 41 x 21 calculation of the supersonic region. In each

case data from the last axial plane of the transonic computation has

been used as the fixed inlet condition for the supersonic calculation.

Obviously, a 41 x 21 grid will require less computer central memory

than an 81 x 21 grid but, in addition, the supersonic calculations

converged more than twice as fast as the subsonic-transonic computations.
Each transonic calculation was continued through 1000 time planes, and

at this point (AP/P), 5 averaged approximately 1.7 x 10 . In contrast

only 500 time planes were computed for each supersonic case and (PP

was about 2.2 x 10~ at this point. Since the plug and converging

nozzle geometries do not have long supersonic diverging sections, each

of these nozzles was analyzed using a single 41 x 15 grid. The annular

nozzle computations were continued for 2000 time planes for which
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(AP/P) 3.9 x 10-6, while 1000 time planes were calculated for the

converging nozzle yielding (AP/P)ms = 3.8 x 10"6 . In each case, there-

fore, the convergence to steady state is excellent.

Average computational times on the Texas A&M University CDC Cyber

74/825 are also shown in Table 1. While these times appear to be

relatively long, the Cyber 74/825 is a slow machine in comparison to

most mainframes. The SNAP code has also been run on a CDC Cyber 175,

and computation times approximately one-sixth of those listed in Table

1 were required. Therefore, on a Cyber 175 the CPU times shown in Table

I translate to more modest (and reasonable) values of 3-5J minutes.

2. Comparison to Experiment In order to further verify the

numerical method described herein, results calculated using SNAP have

been compared to wall static pressure measurements obtained in the

Ramet Technology Branch at Wright-Patterson Air Force Base for swirling

and non-swirling flow through a converging-diverging nozzle. As

mentioned in the introduction, this is the first known swirling nozzle

data in which the tangential velocity is produced by axial-flow vanes,

which is the case for both ramjet and turbofan/turbojet engines.

The nozzle design which has been built and tested is shown in Fig.

33. It is very similar to the c-d nozzle previously discussed with a

cylindrical inlet, a circular arc transition to a 350 conical converging

section, a circular arc throat, and an 18.50 conical divergent section.

The contraction in area occurring between the nozzle inlet and throat" -

is somewhat larger in this case, however, At/Ai = 0.249. The short

circular arc section near the inlet has been added to the computational

geometry to provide a smooth transition between the cylindrical inlet

and conical convergent portions of the nozzle.

In all of the experiments discussed here, the nozzle was mounted

immediately downstream from a sudden enlargement (dump) combustor with

a length-to-diameter ratio of L/D - 3. Cold, dry, compressed air was

supplied to the combustor facility from centrifugal compressors, and

this air passed through the nozzle test section before entering the
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exhauster system. Fixed vane swirlers, located in the inlet to the

dump combustor, were used to produce the tangential velocity component.

A five-hole Pitot probe was traversed across the nozzle inlet in order

to measure the inlet profiles of stagnation pressure and swirl angle.

The wall static pressure distributions have been determined by means

of 22 pressure taps, each 0.010" in diameter, which were carefully

drilled normal to the nozzle wall at various axial locations. In-

dividual pressure transducers were connected to each of the wall

static taps. Further details concerning the Ramjet Combustor Test

Facility at AFWAL/PORT, its instrumentation, and data acquisition and

reduction capabilities may be found in Ref. [1].

Numerical computations have been compared to the experimental

measurements for three cases: (1) no swirl, (2) moderate swirl, denoted

by CA3 (constant angle, S = 0.3), and (3) high swirl, referred to as

CA5 (constant angle, S = 0.5). In the swirler designation the swirl

number is the nominal, design value based on Eq. (47) evaluated in the

combustor inlet not at the inlet to the nozzle. The boundary conditions

used in the computations were T0 and e = 0 uniform across the nozzle

inlet, together with the measured inlet distributions of P0 and 0.

The experimental inlet stagnation pressure profiles for the three cases

and the swirl angle profiles for the two swirled cases are presented

in Figs. 34 and 35, respectively. In each case the flow has been probed

from one wall, through the centerline, to the opposite wall, so that

conclusions regarding the symmetry of the inlet flow can be drawn.

As shown in Fig. 34, the P0 distributions are relatively symmetric for

the three cases, and for the unswirled and moderately swirled cases the

variation in P from the centerline to the nozzle wall is small (< 3%).

Interestingly, however, the total pressure decreases from the centerline

to the wall for the unswirled case while it increases for the two

swirled flows. The P distribution is also fairly nonuniform for the

highly swirled case, approaching a 10% variation from the centerline

to the wall. The swirl angle profiles in Fig. 35 demonstrate that while

o- is relatively symmetric, some fairly large asymmetries were also
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Inlet Stagnation Pressure Profiles
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Figure 34. Experimental inlet stagnation pressure profiles for unswirled

and swirling, converging-diverging nozzle flow
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measured, particularly near the nozzle wall for the CA3 swirler. These

P0 and * distributions were used as input for the axisymmetric SNAP
code by averaging the two centerline-to-wall profiles for each case

and using linear interpolation as necessary.

The experimental results presented in Figs. 34 and 35 are important

in their own right because they provide needed information concerning

assumptions which can be made for the inlet flow property distributions

for swirling nozzle flow calculations. In particular, at least for

the case in which the nozzle is just downstream from a relatively

short dump combustor, the axisymmetric assumption is reasonable, although

for highly swirled flow the uniform P0 assumption may not be adequate.

This latter assumption is inherent in most of the previous quasi-one-

dimensional theories. Another po4"t of importance is that the swirlers

employed in these experiments were lesigned [1] to produce "constant -.

angle" swirl profiles in the combustor inlet. Figure 35 shows that, |

except for one of the CA3 profiles, approximately constant angle swirl

profiles have survived to the nozzle inlet.

The Mach number contours computed for the three experimental

cases are shown in Figs. 36-38. Qualitatively, these contours are

quite similar to those for the previously discussed c-d nozzle, since

the two designs are so similar. Except in the inlet region, there is

little difference between the contours for the non-swirling and CA3

swirler flows. For the highly swirled CA5 case, on the other hand,

the characteristic upstream shift of the contours at the centerline

is seen. This again indicates larger centerline axial velocities for

the swirled case as compared to unswirled flow. These details can

be seen more clearly in Figs. 39 and 40 where the axial distributions

of Mach number along the nozzle axis and wall are compared for each %

of the swirled cases with the unswirled nozzle flow. Figure 39 shows

that for the CA3 swirler the effect of swirl is significant only in the

inlet region (x ! -0.5), although it is at least as large at the wall

as at the centerline. In addition, the unswirled centerline Mach

numbers are larger in the inlet region than for the swirled flow.
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Figure 36. Total !"ach number contours for unswirled, experinental,
converginsl-diverging nozzle flow
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Figure 37. Total Mach number contours for CA3 swirler/experinental
converging-diverging nozzle flow
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Figure 38. Total Mach number contours for CA5 swirler/experimental
converging-diverging nozzle flow
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WALL AND AXIS MlACH NUMBE9R PROFILES
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Figure 39. Comparisons of axis and wall total Mach number distributions
for unswirled and CA3 swirler/experimental converging-
diverging nozzle flow
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Figure 40. Comparisons of axis and wall total Mach number distributions
for unswirled and CA5 swirler/experimental converging-
diverging nozzle flow
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Although these results are different from those discussed previously,

one must remember that a uniform inlet stagnation pressure profile has

not been assumed for these cases. Instead, the measured, nonuniform

profiles presented in Fig. 34 have been employed as the inlet Po boundary

condition. The results in Figure 40 demonstrate that the effect of

swirl is significant near the inlet for the wall Mach numbers and for

the entire length of the nozzle for the centerline Mach numbers. In " -

contrast to the CA3 case, the Mach numbers for the CAS swirler are larger

than those for no swirl along both the centerline and wall.

The computed and measured wall static pressures are compared in

Figs. 41-43 for the three cases. The static pressures have been non-

dimensionalized with the stagnation pressure at the nozzle inlet center-

line location. As a reference, the conventional, non-swirling, isen-

tropic, one-dimensional solution has also been included. Clearly this

solution is in serious disagreement with the data, especially just

downstream from the throat. On the other hand, the SNAP-computed

results agree very well with the data in all three cases. There is a

slight underprediction of the wall pressure downstream of the tangency

point between the circular arc throat and conical divergent section

(x = 0.2). As previously mentioned, a weak oblique shock originates at

this location, which results in the discontinuity in slope of the wall

pressure distributions in Figs. 41-43. The underprediction may be due

to inadequate numerical resolution of the gradients which occur near

the shock or to a rapid thickening of the wall boundary layer in this

region of neutral pressure gradient. The growth of this boundary layer

would act to reduce the effective nozzle area, thereby raising the wall

pressure over the predicted inviscid value. The excellent agreement

between the numerical and experimental results near the nozzle inlet

(x 5 -0.5) is particularly gratifying since it indicates that the

effects of swirl are being correctly predicted by the numerical method

reported here.
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Figure 41. Comparison of SNAP computations with experimental wall
static pressure measurements for unswirled converging-
diverging nozzle flow
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Figure 42. Comparison of SNAP computations with experimental wall
static pressure measurements for CA3 swirler/converging-
diverging nozzle flow
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Figure 43. Comparison of SNAP computations with experimental wall static
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The computed tangential velocity profiles across the inlet, throat,

and exit of the nozzle are shown in Figs. 44 and 45 for the two swirling

flows. For the CA3 swirler the tangential velocity increases mono-

tonically from the centerline to the wall at all three axial locations.

However, for the CA5 swirler the swirl velocity component is relatively _

constant in the region away from the nozzle centerline. Therefore, for

this nozzle geometry and the measured inlet P0 and distributions shown

in Figs. 34 and 35, the CA5 "constant angle" swirler is predicted to

produce relatively uniform w profiles throughout the nozzle. As for the

previous converging and c-d nozzle cases, the w profile retains approxi-

mately the same shape as the flow progresses through the nozzle. The

magnitude of w, however, first increases and then decreases from the

inlet to the throat to the exit in agreement with the conservation of

angular momentum principle.

The computed integral performance parameters for the three experi- 5

mental cases are presented in Table 2. The specific impulse efficiency

is again found to be virtually constant, which is the same result

obtained for the previously discussed c-d nozzle geometry. For the CA3

Table 2: Computed Performance Parameters for Experimental Cases .

D  vs riSI -S

No Swirl 0.9792 0.9501 0.9703 0.0

CA3 Swirler 0.9636 0.9355 0.9709 0.3976

CA5 Swirler 0.9389 0.9115 0.9708 0.6596

swirler the discharge coefficient and vacuum stream thrust efficiency p

are both reduced by about 1.6% over the unswirled case while for CA5

the reduction is about 4.1%. For both swirled cases the swirl number

at the nozzle inlet is significantly higher than the nominal, design
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Figure 44. Tangential velocity profiles at inlet, throat, and
exit of CA3 swirler/experimental converging-diverging
nozzle flow
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value in the combustor inlet (0.3 and 0.5, respectively). This result

is expected since the axial velocity in the combustor inlet is higher
than that at the inlet to the nozzle. The swirl angles plotted in Fig.

35 and the inlet swirl numbers given in Table 2 are relatively high,

although the reductions in CD and n vs due to swirl are very moderate.

This result is due to the large contraction in area which occurs between

the inlet and throat for the experimental nozzle geometry. Because of

this contraction, the axial velocity at the throat is very much larger

than at the inlet, so that the relative effects of swirl at the throat,

and in the rest of the nozzle, are much weaker than at the inlet.

The calculations described above were performed on a 63 x 21 grid

in two parts with a 41 x 21 subsonic-transonic computation followed by

a 23 x 21 calculation of the supersonic diverging portion of the nozzle.

The transonic computations were continued over 2000 time planes while

the supersonic calculations required only 500 time planes to reach p

the steady state. As usual, the mass flowrate and flow angular momentum

at the nozzle wall were well conserved by the calculations.

E. Correlation of Results

Using the results from the many swirling nozzle flow calculations

which have been performed during this investigation, an attempt has

been made to identify a "universal" swirl number. Ideally, this

parameter would collapse the discharge coefficient, thrust efficiency,

and specific impulse efficiency curves for the various swirl profiles

and nozzle geometries investigated onto single curves when it is used

as the independent variable. At the outset it is expected that the

inlet swirl number Si defined in Eq. (47) will not be appropriate in

this regard. This is because, in addition to Si, the nozzle area

contraction ratio also has a strong effect on the discharge coefficient

and vacuum stream thrust efficiency. If such a correlation parameter

can be discovered and the universal curves developed, the mass flow and

thrust penalties for any geometry and swirl profile can be estimated.

Obviously, this would be an extremely useful result.
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The 12 swirl number definitions shown below have been
investigated:
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The physical interpretation of the swirl number pairs on each line is

identical except that area averaging is used for the definitions on the

left and mass averaging on the right. Note that swirl number S1 has been

used by Boerner et al. [26], S3 is recommended by Carpenter [18-21], and

S12 is commonly used in swirling combustor work [1, 41]. Swirl number

S12 evaluated at the nozzle inlet is also the one which has been used in

the presentation of all of the previously discussed results.

Presumably the mass flowrate is determined at the nozzle throat.

Therefore, the reduced discharge coefficient (discharge coefficient

divided by no swirl discharge coefficient for the same geometry) has

been plotted against each of the 12 swirl numbers evaluated at the throat

for each of the 28 swirling nozzle flow cases computed during this study.

Swirl numbers S1 and S7 have proven to do the best job of collapsing the

results onto a single curve. Interestingly, the commonly used swirl P
number S12 is very poor in this regard. Since its definition is somewhat

simpler, the reduced discharge coefficient results are shown plotted

against SI in Fig. 46. Considering the variety of geometries and swirl

profiles embodied in these results, the curve defined in Fig. 46 can be

considered to be at least reasonably "universal". Obviously, a larger

number of cases would help to verify this conclusion.

In contrast very little success has been obtained in correlating

the thrust and specific impulse results. The reduced vacuum stream thrust

and specific impulse efficiencies have been plotted as functions of

each of the 12 swirl numbers evaluated at both the throat and exit for

the 28 cases of interest. In no case was a correlation obtained as

good as that presented in Fig. 46 for the discharge coefficient. The
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Figure 46. Universal correlation for reduced discharge coefficient
as a function of throat swirl number Stfor swirling
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specific impulse results were anticipated since nSi was found to be

nearly independent of swirl for the converging-diverging geometries while

it monotonically decreased with swirl for the annular and converging

nozzles. As shown in Fig. 47, the best (although not particularly good)

correlation for the reduced vacuum stream thrust efficiency has been

obtained using S1 evaluated at the throat. The increased scatter in Fig. 47

compared to that in Fig. 46 is due to the just mentioned variations in

the specific impulse for the converging and plug nozzle geometries.

In comparison, Boerner [26] found from his approximate series

analyses that S1 evaluated at the throat gave a nearly universal cor-

relation for the reduced discharge coefficient for various swirl profiles

in a conventional c-d nozzle. However, when he analyzed an annular

nozzle geometry, the annular and c-d nozzle results did not coincide.

Figure 46, on the other hand, demonstrates a good correlation for con- -

verging-diverging, annular, and converging nozzle geometries with

several swirl profiles. In addition, the results of Fig. 46 predict a

somewhat less rapid decrease in the reduced discharge coefficient with

swirl than predicted by Boerner's c-d nozzle analyses. The present

results are generally in better agreement with Boerner's annular nozzle

predictions and with the c-d nozzle data of Farquhar [44] (quoted in

[261). Carpenter [18] has used a quasi-one-dimensional theory and found

that swirl number definition S3, Eq. (49), correlated the reduced dis-

charge coefficient very well for various swirl profiles. The reduced

specific impulse coefficient, however, was not universally correlated

using S3 . Carpenter's results are similar to those obtained here

although swirl number SI has been found to be somewhat superior to S3
in defining a universal curve for the reduced discharge coefficient. .-..

In addition, Carpenter predicts a much greater rate of decrease of CO/CDo

with S than that obtained with the present method. It is to be
3

emphasized that the time-dependent computations reported here consider

the entire subsonic/transonic/supersonic regions of the nozzle and

correctly treat the two-dimensional details of the nozzle geometry in-

cluding the effects of the nozzle wall curvature. These aspects are
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efficiency as a function of throat swirl number Stfor
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treated either only approximately or not at all by the analytical methods

of Boerner [26] and Carpenter [18).

As a result of this study, it is concluded that Fig. 46 may be

employed to obtain a good estimate of the reduction in the discharge

coefficient due to swirl. Figure 47 may be used with much less confidence

to obtain a first approximation to the reduction in the vacuum stream

thrust efficiency. The preferred approach, however, is to use the time-

dependent SNAP code to determine the thrust results. To use either Fig.

46 or Fig. 47, however, swirl number S must be known at the nozzle

throat. In contrast, the nozzle designer is more likely to be faced

with the problem of knowing the swirl level imposed at the nozzle inlet

and therefore having to estimate the throat swirl number from this - -

information. As previously mentioned, this is one of the reasons the

commonly used swirl number definition S12 evaluated at the nozzle inlet '"

has been used in the presentation of the results.
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V. SUMMARY AND CONCLUSIONS

The results and conclusions of this investigation of swirling nozzle

flow can be summarized as follows:

(1) A time-dependent finite difference code (SNAP) for analyzing

inviscid swirling flow in converging, converging-diverging, and

annular/plug nozzle geometries has been developed, and computa-

tions have been performed over a range of geometries, inlet

swirl angle profiles, and swirl levels.

(2) For the cases considered, reductions in discharge coefficient .
and vacuum stream thrust efficiency as large as 11% and 13%,

respectively, have been calculated. For a given inlet swirl

number, the free vortex swirl angle profile has been found to

cause the largest reductions, followed by the constant angle

and forced vortex profiles. .

(3) For the conventional c-d nozzle cases investigated, the

specific impulse efficiency has been found to be essentially -.--

constant regardless of the swirl angle profile or swirl level.

For the converging and plug nozzles, however, increased swirl

resulted in reductions in specific impulse efficiency of up

to 1.3% and 2.3%, respectively.

(4) For the converging and converging-diverging geometries the

major effect of swirl on the flowfield is to cause a large

increase in the axial velocity near the centerline while the

effect of swirl at the nozzle wall is much less pronounced.

As a result, the nozzle flowfield and performance are

sensitive to the tangential velocity magnitude in the vicinity

of the centerline.

(5) The nozzle area contraction ratio is an important parameter

affecting the flowfield and performance. For a nozzle whose

throat area is much smaller than its inlet area, very strongly

swirled conditions must exist at the inlet to cause significant

changes from the unswirled case.
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(6) For the converging and converging-diverging nozzle cases

little distortion of the tangential velocity profile shapes

occurs as the flow progresses through the nozzle. The magnitude

of w at a particular axial station is generally inversely pro-
portional to the wall radius in agreement with the conservation

of flow angular momentum principle.

(7) Conservation checks reveal that stagnation pressure, stagnation

temperature, mass flowrate, and wall angular momentum are all

well conserved by the computational method.

(8) Calculations on 41 x 11 and 81 x 21 grids for a converging-

diverging nozzle case give nearly identical results for gross

performance parameters such as CD, nvs, and Si. However, local

flowfield information, such as the Mach number, may differ by a

few percent between the two computations.
-j L

(9) Experimental measurements of the stagnation pressure and swirl

angle profiles across the nozzle inlet for a non-swirling and

two swirling cases indicate that the flow is fairly axisymmetric,

although for highly swirled conditions the uniform stagnation

pressure assumption may not be adequate. In these experiments

a conventional c-d nozzle was located immediately downstream

from a relatively short (L/D = 3) dump combustor.

(10) Excellent agreement has been obtained between the present time-

dependent finite difference calculations and experimental wall

static pressure measurements for an unswirled and two swirling L

c-d nozzle flows.

(11) Using the many cases calculated here, a universal curve has been

developed which can be employed to predict the reduction in the

discharge coefficient due to swirl. The swirl number used in

this correlation is the area-averaged tangential velocity com-

ponent non-dimensionalized with respect to the critical speed

of sound and evaluated at the nozzle throat.
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Analysis of Condensation Phenomena for Conventional Heatpipes

by

Experimental investigation concerning the local heatfiux: variation

along the condenser section of different heatpipes were undertaken to obtain

better understanding of the condensation phenomenen inside heatpipes. The

design consists of installing circular fins along the condenser section of

double-wall, conventional and axially-grooved heatpipes. The trends for

heatfiux, heat transfer coefficient, and the wall temperature were obtained

and show a random behavior. In general the trend for local heat flux variaton

is more uniform for axially grooved heat pipes compared to double-waLL

hestpipes. The experimental results show an over-all energy balance.
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Introduction

Since the invention of heat pipes in 1963 by Grover (1) a dramatic

growth in the development and research in this area has taken place.

The majority of investigators have used a water circulating cooling

Jacket in experimental evaluation of the condenser performance. Using

this conventional technique, no information can be obtained on local

values. Other cooling systems such as droplet/forced air evaporation

or fins were used with heat pipes, but no cooling rate in the condenser

was measured. A new technique was developed very recently (2) to

experimentally measure local beat flux along the condenser section of a

heat pipe. This design consists of installing circular fins along the

condenser section of a double wall heat pipe. There have been numerous

experimental and theoretical studes (31 concerning the effect of non

condensible gases on the condensation phenomena of heat pipes. In

general, experimental observation wtich indicates the effect of non -

condensible gases on the local variation of heat flux are lacking.

This information is very important, because one purposefully introduces

a non condensible gas into the heat pipe for the control of the

temperature. In the early stage of heat pipe development. lusselt _

theory [5) was used to describe the condensation phenomena in heat

pipes. Because of the liquid flow in the conventional wick (porous

media) or axially grooved wicks, as well as its interaction with the

gas flow, the above model is too simplified to be used considering the

fact that the heat pipe is also a closed system. Seban and FaShri [6)

considered the laminar reflux condensation in a closed two phase

thermosyphon (gravity assisted wickless heat pipe) for both constant

wall temperature and constant heat flux at the wall by accounting for
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the shear stress at the interface due to vapor friction and suction.

Theoretical prediction was compared with experimental prediction and

shows a good agreement. Unfortunately theoretical prediction for

turbulent flow does not exist for closed system.. The theory of

condensation was also extended for axially grooved heat pipes 17,8.91.

In axially grooved heat pipe analysis, the foilowing assumptions were

made:

a. Zero-gravity condition.

b. Vapor mainly condenses in the iand area between the grooves where

the liquid film thickness is lowest.

c. Liquid condensed is sucked into grooves by capillary action and

then flows along the groove to the evaporator section.

In both the gravity assisted wickless heat pipe and the axially

grooved heat pipes the results were compared with overall heat transfer

coefficients Which were obtained by a cooling jacket.

The problem of heat pipes with porous wick with an annular liquid

flow between the wick and the solid pipe wall was considered by H.

Hwang-So and W.C. Hilding (101. Niot only are the assumptions made in

solving the problems not true. but because of the annular liquid flow

and reduction of total resistance. it is not of practical interest. An

ef fort is now underway to analyze and make a parametric study of the

condensation phenomena in the condenser section of a conventional heat

pipe accounting for the porous media structure as well as the variation

of the contact angle along the axial direction.

It is interesting to note that for axially grooved heat pipes the

liquid thickness is decreasing along the axial direction toward the end
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increasing effect in the sam direction. The trend is completely the

opposite for conventional heat pipes because the resistance thickness

is fixed by the thickness of the wick; however, the effective thermal

conductivity is decreasing toward the end of the condenser.

2.A. Previous experimental investigation by the author sumr 1983.

Introduction

A now, simple technique was developed by the author for the

prediction of the axial variation of local heat flux along the

condenser section of a double-wall artery high capacity heat pipe.

This work was performed by the author while he was working as a

visiting scientist at the Thermal Rnergy Lab. Aero Propulsion Lab, 

Wright Patterson Afl, in the sumer of 1983 for ton weeks. The work

was presented at the Fifth international Heat Pipe Conference in Japan -

[2) and will be duplicated in part here for completion of this report.

2.S. Experiments

The heat pipe experimental set-up consists of three main

components. These are the heat pipe itself, the power supply and

monitoring equipment. and the instrumentation and data collection

devices. The basic setup is the same as that reported by R. Ponnappan

and I.T. Nahefkoy [4]. The only difference is in the design and

instrumentation of the condenser section.

This double-wall artery high capacity heat pipe incorporates two S

concentric copper tubes. The inner tube has axial external grooves.

the outer tube has internal circumferential grooves, and finally, there

is an interannular screenmesh wick. The pipe itself is 1.2 m long with

an 0.2 a evaporator and condenser section.
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Since the overall experimental objective was to investigate the

behavior of the local beat transfer coefficient along the condenser

section, we had to design a completely new instrumentation package to

measure the local heat flux. This consists of circular fins clamped to

the heat pipe and instrumented to measure the temperature gradient

along the radius at the base of the fin. This design is shown in

Figures 1 and 2. The heat flux for each fin was calculated using

x drI "W ~ r a r

where K is the thermal conductivity, and -Trr

is the temperature gradient at the base of the fin. This temperature

gradient was also obtained analytically for a constant wall

temperature. It was shown that this temperature gradient was linear up

to 0.1 inches from the base of the fin for most metals and boundary

conditions considered.
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Figure 1. Fin orientation on pipe

figure 2. Condenser Section Orientation

Analytical results for the temerature distribution, fin effectiveness

and fin efficiency were obtained for a circular fin for constant waill

temiperature at the base of the fin. The applicable differential

equation with the appropriate boundary conditions for this cast are the

following
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The result of the above analysis for constant heat transfer

coefficients h, was only used for the purpose of design analysis to

find the best appropriate fin dimensions and material.

There were several advantages to this design. First was the

relative simpliciy to manufacture the fins. Second was the ability to

measure an actual local heat flux. Energy balance is the only method

of checking the validity of the data. In other words, the power

entering the evaporation section should be equal to the sum of the heat S

going out of each fin. It was also shown theoretically, using fin

effectiveness, that the amount of power loss through the part which is

not covered with fin was negligible.

For design analysis, we considered an overall transport capacity

limit of 1500 W-m for the present heat pipe which was used for our

investigaiton. Based on design limitation and the fin efficiency

calcultions, we decided to use aluminum fins, .125 inches thick and 3.0 -

inches in radius. This radius is defined as the distance between the

pipe wall and the tip of the fin. We also assumed that the effects of

the steel clamp at the edge of the fin was negligible.

A Dynatech Model 316 TIC welder was used for obtaining uniform

beads from 0.005 inch (36 fine gage), type J, thermocouple wires. This

method brought the ability to keep the wire insulation right up to the

bead to prevent extra junctions between the wires themselves or between
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the ires and the fin. Each fin was drilled with 0.0225 inch hole..

One was at 0.1 inch and 0.0625 inches deep. The second hole was

drilled through the side of the fin to the wall of the heat pipe. The

thermocouples were dipped in glyptal to provide extra insulation to

prevent extra junctions. These were then held in place using Dow

Corning Silastic Silicon Rubber. Finally. Dow Corning 340 heat sink

material was used between the fin and the pipe to improve thermal

contact.

2.C. Results and Discussion

Figures 3, 4. and 5 show the wall temprature profile for 8, 15 and

13 fins respectively. lach of these graphs show a concave shape with

Figure 6 showing this phenomenon most clearly. This is probably due to

the better thermal contact afforded by using the aluminum putty as the

interstitial material.

In the book. Heat Piees by Dunn and Reay [5), they list several

different failure modes of a heat pipe. In certain of these failure

modes it is mentioned that stagnant water in the end of the condenser

section serves as an insulation blanket resulting in cooler wall

temperatures and lower heat flux in the condenser. Based on this

observation and the profile in Figure 5, it is hypothesized that the

higher wall temperatures at the end of the condenser section were due

to lower water levels in that end of the condenser section. In other

words, the end of the condenser section is not being optimally used.
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Figure 5. Wall Temperature Profile in Condenser Section, 13 fins.

If this was true, a negative tilt angle test, where the condenser

section is lower than the evaporator secion, should force water to stay -

in that region of the condenser. This is because the capillary

pressure in the wick has to fight against gravity to return the water

back to the evaporator section. Then the additional water in the end

of the condenser should bring these end temperatures down and slightly

raise the temperatures at the beginning of the condenser. The results

of this experiment are shown in Figure 6 for 250W and 400W. The

results were exactly as predicted.
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A positive tilt experiment was also performed at +20 tilt. The

wall temperature profile In shown In figure 7. The positive tilt had

the affect of leveling out the temperature profile, however, you can

still observe the concave behavior prevalent in the other teat.

The most important general trend is axial variaiton of local heat

flux. Heat flux variation is shown for 8 fins, 15 fins, and 13 fins

for various power settings in Figures 8. 9. and 10 respectively. From

these graphs it can be seen that there is a general trend from high

value to low value of the hest flux. There is about a 10 percent drop

in heat flux at the end of the condenser section compared to that at

the beginning of the section. This seems to be a valuable conclusion

since it existed for each power setting and shows a basic

characteristic of the condenser section for this cooling method. in

addition the heat transfer coefficient

0- 800 wats
80 -0-s40 watts

;t o 60 - 0- d O a

.~50 0
0400 0 0 6

30 i
1 2 3 4 5 6 7 8

Condenser Length, inches

figure 8. Local Heat Flux Variation in Condenser Section. 8 fins.
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along the condenser length showed proportional results to the hoat

flux. It should also be noted that the total hest loss calculated from

all the fine are within 10 percent of the energy input in the

evaporator. THis energy balance was shown for eight, fifteen, and

thirteen fin.

The results of the negative tilt tests for the variation of the

local heat flux along with condenser section is shown in Figure 11 for

250W and 400W. The 400W curve is much steeper than the 250W curve as

would be expected. The heat flux follows the same general trend as the

wall temperature profile shown in Figure 6. The positive tilt tst

results showing the local heat flux variation is shown in Figure 12.

Note once again for the positive tilt the leveling affect that -

corresponds to the trend in the wall temperatre shown in Figure 7.

~900 wetts
0800 watts

80 0 700 watts
A 600 watts

70 - 0500 watts
Mo8 400 Watts 060 -

-40 A~t A
30. U *

1 2 34 5 6 7 8
Condenser Length inches

Figure 9. Local Heat Flux Variation in Condenser Section. 15 fins
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3. Previous experimental investigation by the author suer of 1984

3.A. Experimental design, setup and per:rmance

Your different heat pipes were designed and built in order to test

and compare the resilt of local variation of heat flux along the

" "I.

condenser section. Theses heat pipes are conventional heat pipes with

screen-mesh wick, axially grooved heat pipe and two gravity assisted

vickless heat pipes. The major part for the summer of 1984 was spent

in designing the heat pipes. base construction and leveling of the heat

pipes, calibration of thermocouples and the both boards of the Fluke

2280A. calibration of measuring equipment for power and building the

heating parts for the evaporation secton of the heat pipes.

The heat pipes were made of copper, were 1.2 m long with .2 a

evaporation and condenser sections. righteen circular fins of aluminum

were press fitted according to figure 13. The heat flux and heat

transfer coefficient for each fin was calculated using
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Installation of tnermocouples

7 .12"

Every thermocouples in f'ins are installed by using alurniaun putty

after 0.5 mm drilled. The others are just used aluminum putty.

2, 7 2t

- AX' a4

-~ 
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17-18



9-,

qx " .wall".u

h= qx

Twll-Tes t  ..',-'

where Twel is the wall temperature of the pipe, tu is the temperature

at .1" from the base of a fin along the radial direction of the fin,

T in the vapor temperature inside the heat pipe and Ar- .1". Four
sat

thermocouples were installed in each fin to analyze the effect of heat

flux circumferentially. ,

For design analysis, we considered an overall capacity limit of

1200 W-s for all the heat pipes. Since all of the analysis used to

evaluate the heat flux were based on the assumption of one dimensional

flow. This was obviously a very important criteria. Physically, the

longer the fin is relative to the width, the more accurate this

assumption will be. On the other hand, however, there are practical

considerations such as buckling limits and thermoangle attachments.

Based on these considerations and fin efficiency calculation, we

decided to use aluminum fins 3=u thick at 76ma in radius. This radius ,

is defined as the distance between the pipe well and the tip of the .

fin. All pipes have an approximate outside diameter of 25mm .

Experimental setup such as leveling, insulation, calibration etc.

are given in the interim report. The experimental procedure, however,

should be included here. The basic idea was to obtain steady state

data for each pipe at power input ranges from 100-1000 watts. Steady

state conditions were determined by negligible temperature change over

a 40 minute period; commonly, it took 2 1/2 hr. to reach steady

conditions. Data we taken on a 40 channel Fluke DV(2280A). The

,1
.-. - ..

..--. . . . . . . . . . . .

• .. +. • o o .. . . °. .. °......... ,-. ,• ... •.. o... .. o.-. . - ••o. -o
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first few tests, we choose to record only one thermocouple pair per of

fin, on all 18 fins, but due to the scatter encountered, we later

decided to record both TC pairs on every other fin, and average their

results. In addition the vapor core temperature was measured at two

locations. 50 and 100m from the condenser end. The adiabatic section

wall temerature was recorded at two locations. The evaporation wall

temperature was measured with thermocouples embedded in the ceramic

case surrounding the heating coils. These measurements lead to

unexpectedly Large differences in the evapocition wall temperature, and

a large axial scatter in the evaporation section. The reading of the

evaporator section thermocouples ware deemed unreliable due to their " -

Fv close and variable proximity to the heating coils. The power supply is

a staco 5020-P variac, with output of 0-240 volts and 0-28 amps. The

watt moter and ameter are Weston Mirror Mters and the voltage is

measured by a Keithly digital multimeter. The overall energy balance

was made by calculating beat per fin, as mentioned above, using an

average 4 for every fin when possible, then linearly interpolatingdx

across unmeasured fins, and taking the resulting sum over all fins.

This total was of course, compared with the input power.

3.3. Result and Discussion

Up to now, seven experimental tests were performed only with the

axially grooved heat pipes. The first five tests were done on low

power inputs and the last two at high power. Unfortunately, some

amount of gas was discovered in the last two tests. This was observed

by the small differences between the two tmeratures in the vapor core

of the condenser section.
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The wall temperature distributions along the condenser section of

axially grooved heat pipe is shown in Figure (14) and (15) for all the -

tests. Existence, of mom gas in the heat pipe can be seen from the

wall te~rature distribution. The variation of heat flux is shown in

h Figure (16) for the am tests. The following conclusions can be made

concerning these tests.

1. Gas did leak into the system between test 5 and 6, as shown by the

toerature distribution.

2. The energy balance error is a maximum of 20%.

3. Heat flux shows some random scatter. This scatter is minimized by

using 4 thermocouples per f in and averaging.

4. Heat flux and heat transfer coefficient are generally higher for

the upper half of the fin.
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Abstract

The U.S. Air Force is developing an integrated communications,

navigation, and identification avionics system known as ICNIA for use in

tactical aircraft. Designers of ICNIA as well as the Air Force need to be

informed of the reliability of proposed designs. Hence, the Air Force

contracted The Analytic Sciences Corporation (TASC) to develop a model of

ICNIA and to develop alogithms for determining various system performance

measures such as the system reliability. TASC developed the ICNIA model and

developed MIREM which analyzes ICNIA. Unfortunately, due to the complexity of

ICNIA, the developers of MIREM were forced to incorporate several

approximations in MIREM. In Foley (1983), we showed that these

approximations may grossly overestimate the system reliability in some simple

examples. Their accuracy on realistic examples is unknown.

We have developed and implemented two algorithms for analyzing ICNIA.

The algorithms do not use any approximations and are computationally feasible

on realistic sized examples. It is recommended that MIREM be modified to use

the algorithms described in this paper.
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1. Introduction

Overview. The U.S. Air Force to developing an integrated communication,

navigation, and identification avionics (- aviation electronics) system known

as the ICNIA system for use in tactical aircraft. 
Design work is currently

bing done at both ITT and TRW. Designers of ICNIA as veil as the Air Force

need to know the reliability of proposed designs. Hence, the Air Force

contracted The Analytic Sciences Corporation (TASC) to develop a model of the

1041A system and to develop algorithms for computing various performance

measure such as the system reliability.

TASC developed a model of ICNIA and a computer package MIREH which

computes various performance measures. Unfortunately due to the complexity of

ICNIA, the direct ways of analyzing ICNIA were computationally impossible.

Hence, the designers of ICNIA were forced to incorporate several

approximations in MIREN to reduce the amount of computation to a reascinable

level. In Foley (1983), we showed that these approximations may grossly

overestimate the system reliability in some simple examples. Their accuracy

on realistic examples is unknown. Ry realistic examples, we mean the systems

being developed at [TT and TRW.

We have developed two algorithms for analyzing ICNIA neither of which

uses approximations. The algorithms have been implemented and tested on

several examples including the ITT and the TRW designs. The design details of

the ITT and TRW systems are propietary information and cannot be disclosed in

this document. The algorithms required little computational effort even on

realistic examples. In fact, the computational effort was so small that we

always used WATFIV and the //quickie job card" for small batch jobs of less

than 20 seconds.
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Reader's Guide. In -the remainder of this section, we briefly describe

the performance measures of interest, our results, and our recommendations.

We urge the reader to look over these topics before jumping ahead. Section 2

describes the ICNIA model in detail. Readers who are familiar with the ICNIA

model may choose to skim or skip Section 2. Readers who wish to know none of

the details of ICHIA should skip to Section 6, the Summary.

We cannot take credit for the model described in Section 2. TASC devoted

an enormous amount of time poring over blueprints and discussing the problem[

with the U.S. Air Force, TRW, and ITT in developing the model. We merely

describe the model for the reader's convenience. Sections 3 and 4 are the

heart of this document. They describe the mathematical basis for our

Algorithms I and II. Readers who wish to take mathematics on faith may jump

to Section 5 in which we report our computational results on a variety of

examples. Section 6 contains a summary and suggests further research topics.

There is little literature devoted to the reliability of ICNIA. Veatch,

Calvo, and Myers (1983) and Veatch (1983) describe the ICNIA model and the

mathematical basis of MIREM. Foley (1983) describes some of the assumptions

of the ICNIA model, points out the difficulties with MIREM's approximations,

describes an approach to the mission-phasing problem which will be described

later, and makes some Initial suggestions for improving the algorithms

analyzing ICNIA.

Performance Measures of Interest. There are three basic performance

measures: the system reliability, the mean time until system failure, and a

measure of the fault tolerance of the system. We assume that the ICNIA system

is initially in perfect working condition. During the course of a mission

various components may fail until eventually the ICNIA system is unable to

18-4
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perform its tasks satisfactorily. Let T be the length of time that ICNIA is

working. The designers of ICNIA and the Air Force wish to be able to compute

the sylstem reliability '';+;

R(t) - P(T > t}• (1.1) D

R(t) gives the probability that the ICNIA system performs satisfactorily on a

mission of length t hours. It would be nice if a closed form expression for

the function R(t) could be found. Unfortunately that seems impossible. The

best that can be done seems to be to have a computer program which given the

ICNIA system specification and the length of the mission t, computes a single

number R(t).

The next performance measure of interest is the mean time until the ICiNIA

system fails P

E[TJ. (1.2)

Since

E[T] j R(t)dt, (1.3)

the reliability function R(t) determines E(T]. However, since we do not have

a closed form expression for R(t), we are forced to numerically integrate the

r.h.s. of (1.3) over [0,-) which is difficult especially without qualitative

knowledge of the behavior of R(t) for large t. Thus, we would prefer to avoid

numerically integrating the r.h.s. of (1.3) if possible.

A third performance measure of interest known as the faLtLre resiliency

attempts to capture the amount of fault tolerance of the system. The ICNIA

system is intelligent enougn to detect failures of components and reconfigure

itself in order to continue performing required tasks. The failure resiliency

is defined as the mean time until system failure E[TI divided by the mean time

%o.
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until the first component failure. Large failure resilicency values are

supposed to correspond to systems. with more fault tolerance. However, the

failure resilience does not really capture the fault tolerance. For example,

one could add superfluous components which would decrease the mean time until

the first component failure without affecting the time until system failure

resulting in an increased failure resiliency. A better measure of

fault-tolerance which we call the modified failure resilience and defined

roughly as the mean time until system failure divided by the mean time until

system failure without allowing ICNIA to detect errors and reconfigure itself.

We will define it more precisely later.

Results. We have developed and implemented two Algorithms, I and II,

which analyze an ICNIA model. Algorithm I requires as input the

specifications of the ICNIA system and the length of the mission t. The

algorithm determines the exact system reliability R(t) without using

approximations. The only source of error is computer round-off error.

Algorithm II requires as input only the specifications of the ICNIA

system. Algorithm I1 determines ttio functions a(,) and b(') such that for

every t

• -" a(t) < R(t) <c b(t).

Algorithm I also determines two number u and v such that

u 4 (T) f v.

Thus we have upper and lower bounds for the system reliability function It(t)

and for the mean time until system failure E[T]. In practice the upper and

lower bounds have been extremely close to each other. In addition, the

functions a(t) and b(t) are simple closed form equations which can be

evaluated on a hand-held calculator.
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Both algorithms have been implemented and used on a variety of examples

including the ITT and TRW architectures. In all cases, the algorithms have

required little computational effort.

Recommendations. HIREM should be modified to use Algorithms I and II in

analyzing ICNIA models. In addition, instead of computing the failure

resiliency MIREM should compute the modified failure resiliency. "*
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2. Model Description -

We give a top-down description of the ICNIA model. At the top Level

ICNIA is a black box which performs all of the navigation, identification, and

communication avionics functions. A subset of these functions is designated

as the set of critical functions. The ICNIA system attempts to support all of

the critical functions for as long as possible. The time at which ICNIA can

no longer support all of the critical functions is the time at which ICNIA

fails and is denoted by T. The set of critical functions may change from one

mission to another or even within the different phases of a single mission.

However, we will assume in this paper that *the set of critical functions does

not change during a mission, i.e., a single-phase mission. Multi-phase

mission can be analyzed as described in Foley (1983) once single phase .

missions can be analyzed.

At the next level, we divide the ICNIA system into a stages as shown in

Figure 2.1. The critical functions ist be supported at each stage in order

for ICNIA to be working. P

Each stage consists of either a single chain or a parallel chain as shown

in Figures 2.2a and 2.2b. In a parallel chain, each critical function is

assigned to either the upper or lower chain. In a single chain, all critical

functions are assigned to the only chain in that stage. Thus, each critical

cfunction is routed through ICNIA. At each parallel stage, there are 2 ways

n
of allocating where c is the number of critical functions. There are 2c  ways

of allocating functions through ICNIA where n is the number of parallel chain

stages.

Each chain contains several pools. A pool contains several components of

the same type. We assume that each pool in a parallel chain has a -

I
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Figure 2.2. (a) Single chain and (b) Parallel chain.
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corresponding pool in the other chain which contains components of the same .

type but not necessarily the same number. In reality, there may not be a

corresponding pool containing components of the same type. In this case, we

assume that there is, but it is empty.
S

The components are the basic resources required by the critical

functions. Each critical function has some requirement, possibly zero, for

each of the types of components. Pools are classified into several different

types depending on how the functions compete for the components in that pool.

A contending pool is a pool in which the pool must have sufficient working

components to satisfy the sun of all the requirements for that component by

all of the critical functions assigned to that chain. Thus, if there are two

critical functions assigned to that chain and one needs 3 units of a

particular type of component and the other needs 4.7 units of that component,

there needs to be at least 8 working components to satisfy the demand of the

two critical functions. The opposite of a contending pool is a non-contending

pool in which the critical functions can use the same components in a pool

without interference. Thus, if we have the same example with only two

critical functions, one requiring 3 and the other 4.7 units of a particular

component, there only needs to be five working components. Thus, with

non-contending pools, there only needs to be a sufficient number of components

to meet the demand of the critical function placing the highest demand on the - -

pool.

In a parallel chain, some of the corresponding pairs of pools may be

physically linked to each other, e.g., through a data bus, such that critical

functions allocated to one of the parallel chains can use the components in

the corresponding pool in the other chain. Pools physically linked in this

18-11
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fashion are called sharing pools. In theory, there could either be sharing,

contending pools and sharing, non-contending pools. In practice, we have ontly

encountered sharing, contending pools.

The Last pool type has to do with the power supply. Each chain has a

power supply and if the power supply fails, none of the components in rl-at

chain can be used. The power supply is treated as a non-contending pool

containing a single component, and every critical function allocated to that

chain needs one ur'it of power supply. We have to be especially careful of the

sharing pools. A critical function allocated to one chain in a parallel chain

can use components in sharing pools in the other parallel chain only so long

as the power supply is working in the other parallel chain. Thus, in order

for any critical function to take advantage of the sharing feature, both power

supplies in the patallel chains must be working.

Now we can classify the four pool types in lCNIA

C - contending, but not sharing

N - non-contending, excluding the power supply

S -sharing, contending pools

F the power supply.

Since we have not encountered sharing, non-contending nools, we have not

bothered to include them.

We assume that all of the components are initially working. The

components have independent, exponentially distributed lifetimes. All of the

components within a pool have identically distributed lifetimes. To describe

the system, we need to know the number of stages, whether each stage is a

single or parallel chain the number of pools (or pairs of pools in parallel

chains), the number of components in each pool, the parameter for the

18-12
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distribution of the lifetimes in each pool, the type of each pool, the number

of critical functions, the requirements of each critical function from each

pool or (pair of pools in parallel chains), any any special restrictins on the

allocation of functions in parallel chains. That is, there may be special

restrictions requiring a particular critical function to be allocated through S

a particular chain of a parallel chain.

. .

. . . . . . . -



II

3. Algorithm I

The goal of this section is to develop a computationally feasible

algorithm for determining the reliability of the model described in Section 2.

To give a rough idea of the size of the problem, Realistic examples might have

50 to 100 pools and anywhere from 4 to 8 critical functions. With 8 critical

functions, there are 28 1024 ways of allocating the critical functions in

each parallel chain stage.

The first step in analyzing the system is to note that each stage can be

analyzed separately. Since each of the stages behave independently, the

reliability of the system is the product of the reliabilities at each stage.

Single-chain stage. The reliability of a single-chain stage can be

computed without too much difficulty as follows. Assume that stage i is a

single-chain stage. Let Ri(t) denote the reliability of stage i, n the

number of pools in stage i, c the number of critical functions, and r the
jk

requirement on pool j by critical function k. The total demand dj on pool j

ct; ~is i2 -

[kr rik for type C pools,

d =

[max (rik}] for type N or F pools,I <k 4c j

where rxl denotes the least integer greater than or equal to x. In a single-

chain pool, there are no type S pools. Let N (t) denote the number of working

components in pool j and 1/lj the mean lifetime of each component in pool J.

Note that N (0) is the number of components in pool J. Then

P{N (t)-k} (NJ e- j  (-e - Xi ~. -Ijk
)I
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and

n
R(t) , .ilI P(N (t) d }. -

i-I i j

Parallel chain stage. Parallel chain stages are substantially more

complicated than single-chain stages. Assume that £ is a parallel chain stage

and that there are c critical functions. Then there are 2c possible

allocations of the critical functions since each function can be assigned

either to the upper or lower parallel chain stages. A feasible allocation is

an allocation that satisfies all of the constraints at each of the pools and

any special restrictions. The allocations create dependencies among the pairs

of pools. A particular allocation might appear to be feasible when

considering only one pool but turn out to be infeasible after considering

another. A feasible allocation must simultaneously satisfy the constraints at

each pair of pools. Let Ak denote the event that allocation k is feasible.

Then in Foley (1983), the reliability of stage i was expressed as

R (t) - P(A or A or or A c) (3.1) "

£1 2 2

where 2c is the number of allocations. Equation (3.1) was rewritten as

Ri(t) - P(A1) + P(A2) 4... P(Aa)

a

P(A1A2) - P(AlA 3 ) ..... P(A a)

+ P(A1A2A3) +...+ P(Aa_ 2Aa_.,A a )

5+1+ (-1)+ P(A1 A2  Aa) (3.2)

where a 2 c Each one of the terms in (3.2) can be evaluated with roughly

the same amount of work as analyzing a single-chain stage. Unfortunately, the
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number of terms on the r.h.s of (3.2) is 2 cwhere c is the number of

critical functions. Since c might vary from 4 to 8, the amount of work

evaluating the r.h.a. of (3.2) may vary substantially as can be seen from

Table 3.1

c

c 2c 22

4 16 65.536

5 32 4,294,967,296

6 64 -1.8 x 10~

7 128 .3.4 x 1

8 256 -1.1 x 10~

2. c

Table 3.1. 2  is the number of terms on the r.h.s. of (3.2).

Clearly, evaluating the r.h.s. of (3.2) becomes doubtful very quickly.

It was hoped that (3.2) might be computed cutting down on the number of terms

in realistic examples through using only feasible allocations instead of all

possible allocations, through truncating (3.2) after an entire row is zero, or

through truncating (3.2) in order to obtain bounds on the reliability. These

measures proved unnecessary since a rather simple measure, to be described

shortly, dramatically reduced the number of terms.

To analyze this parallel chain stage i, we will first eliminate a couple

of easy cases. If both power supplies are down, stage i is down. If one

power supply is up and the other is down, the chain with the working power

supply can be treated as a single chain stage. Note that none of the sharing

pools in the other chain can be used, and all of the critical functions must

be allocated to the chain with the working power supply. In the remainder of
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this section, we assume that and use an asterisk to emphasize that R (t) is

the reliability of stage conditional on both power supplies working.

Let n denote the number of sharing pools in stage I. The demand on the

Jth pair of sharing pool is

1c S
d ~ rjl

i [k!ii

where rxl denotes the least integer greater than or equal to x and r the

requirement on pool-pair j by critical function k. Let Us(t) denote the total

number of working components, upper plus lower, in the jth pair of sharing S.

pools. Then

P(N a(t) " e it )I (-eXit Nj(O

ip I
and

n
Rn(t) -[ I P{N (t) o d }] P(a feasible allocation exists on the contending

and non-contending pools). (3.3)

Thus we need to determine the P(a feasible allocation exists on the contending

and non-contending pools). Let us redefine Ak as the event that the kth

allocation is feasible on for the contending and non-contending pools. Let

d (k) denote the demand on the upper pool of pool-pair j under allocation k.

We have

r r j is contending,

d (k) "

jlamfc frimil j is non-contending,

where rj is the demand on the upper pool of pool-pair j by the mth critical

function. Similarly on the lower pool

18-17
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Ic

d-k r J.r pool is contending,

liec ) pool j is non-contending.

"- P(a feasible allocation exists on the contending and non-contending

pools) - P(A or A or***or A ) (3.4)

2 ~2

which can be expanded as in (3.2). Terms such as P(Ak) can be computed

nc+n
P(A) - t [P{N (t) du(k))P(N (t) > d (k)}] (3.5)

where nc+n is the number of contending and non-contending pools. More

complicated terms are computed as

nc+n m
P(A., A...-.,k A R [P[N (t)> m v d'uk ))P[N (t) > V d (k )j

k 2 m J 1 r.1 3 r r-1 r

where V denotes "maximum of".

Thus, in principal, we can determine the system reliability using the

above approach but we have not yet eliminated the problem of too many terms to

evaluate. The problem occurs only when trying to evaluate the r.h.s. of (3.4)

using the expansion shown in (3.2). Again, since the number of allocation is j
c c

2 the total number of terms to be evaluated is 22 where c is the number of

critical functions. The number of allocations can be reduced by noting that

two allocations may result in the same demands on the contending and non-

contending pools. That is, two events A and Ak. are substantively identical

1 2
if for every contending or non-contending pool J in the parallel chain . . -

d(kl) du(k2 ) and d (kl) -d(k 2 ).
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If two allocations are substantively identical, one of the allocations can be

eliminated from the r.h.s. of (3.4). This rather simple observation

dramatically reduced the allocations that need to be considered. On the

realistic examples with 6 critical functions, the number of allocations was

reduced from 26 - 64 to anywhere between 3 and 8. This reduces the number of

terms that need to be evaluated from 226 = 1.8 x 109 to anywhere between

2= 8 and 28 =256. Thus, eliminating substantively identical allocations

from the r.h.s. of (3.4) reduces the number of terms that needs to be computed

from an unreasonable level to a relatively small number which can be computed

without much difficulty.

A rough sketch of Algorithm I. In order to implement the alogorithm, one

needs to know the substantively different allocations. The easiest way is to

simply build a small data structure which will contain the demands dU(k) and

d1(k) on the contending and non-contending pools of the substantively

different allocations. To build the data structure, loop through all possible

allocations. With each allocation check if it Is substantively identical to

an allocation already in the data structure. If it is, throw it away; if it

isn't, insert it in the data structure. Conveniently, the substantively

different allocations do not depend on the number of components tn a pool or

the reliability of the components in a pool. Thus the data structure does not

need to be modified if the number of components in a pool or the reliability

of the components is changed. In addition, if the algorithm is capable of

computing the reliability a particular system, the algorithm should still be

able to compute the reliability after changing the reliability of the

components or the number of components in various pools since this has very ....

little effect on the computational effort. The small number of substantively
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different allocations has other implications which wili be discussed in the

Summary.

A rough sketch of the Algorithms ia:

For i-1 tos stage.;

If stage is is a single chain stage then compute

R1(M as described in the beginning of this section;

If stage is a parallel chain stage then

Begin break it into 4 cases depending on the states

of the 2 power supplies;

Compute the reliability in 3 of the 4 cases easily;

In the fourth case (both power supplies are up)

build the data structure;

determine the reliability of the sharing pools;

compute the reliability of the contending and

non-contending pools;

% -

compute the reliability of the fourth case as the

product of the reliabilityof the sharing pools with the

contending and non-contending pools;

compute the reliability of the parallel stage as the

weighted sui of the reliabilities of the 4 cases;

End;

Endloop;

Compute the system reliability as the product of the stage reliabilities.

Algorithm I has been implemented and has computed the reliability in allhn g-

of the examples as described in Section 4.
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4. Algorithm 11

Algorithm II was initially developed since we thought that Algorithm I

would prove to be computationally infeasible on some realistic problems. Even

though Algorithm I has proved to be computationally feasible on all problems

attempted so far, Algorithm II is still useful and, in fact, may be the more

valuable of the two.

Algorithm It requires as input the description of the ICNIA model. It

does not require the length of the mission t. It produces two functions a(,)

and b(') such that for all t ) 0

a(t) < R(t) 4 b(t).

and two numbers u, v such that

u 4 E(TJ 4 V. 

That is, it produces upper and lower bounds on the reliability function of the

system and on the mean lifetime of the system. More specifically, there

exists two sequences of functions a1 ,a2 ,'",b 1 ,b2 ,"" such that

al(t) r a2(t) < R(t) C b2(t) 4 bl(t)" - ' "

and two sequences of numbers u1 ,u2,''',vl,v2 ,"", such that

u1 < u2 4'"c E(T] <'- v2 < v1

and, in addition,

R(t) lim an(t) lim b (t)
n- n-- n

E[T] lim u lim v

n+m n n.a n

In our implementation, we have computed a,(*), b2 (*), '2, and v2 which have

provided very good bounds on the quantities of interest. Algorithm's It

advantages over I is that it gives functions which provide good bounds on the
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system reliability over all times t rather than simply the reliability at one

point In time. In addition, the bounds on the mean system lifetime can be

obtained without numerical integration.

Our approach is as follows. Assume that in the jth pool there are n

components and each components' lifetime is exponentially distributed with

mean I/A . Suppose that each component has a bell which rings according to a
J-

Poisson process with rate A * The first bell rings at a component when thej

component fails. Even when it is broken, the bell still goes off according to

a Poisson process. The Poisson processes at each component are mutually

independent. Since the superposition of independent Poisson processes is a

Poisson process, the bell process in the jth pool is a Poisson process with

rate n A J We can either analyze the entire system or a stage. We will

assume that we are analyzing stage i; the extension to an entire system is

straightforward. The bell process for the stage i is a Poisson process with

rate A E I n A where the summation is over all pools j in the subsystem. The

reliability of the ith stage can be expressed as p

- -At k
Ri(t) k k! Pk (4.1)

where pk is the probability that stage i is still working at time t given that

k bells were heard from stage i during (O,t]. If k bells have been heard,

there may have been anywhere from 1 to k failures. The functions an(. and
n

b n() are defined by

n A-t ( : 
k  ; " ""

an (t) -n e (At) k (4.2)

and
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n kt) -k0 k1 ~ k k-n+l k! n

n~ e~ Xt) k + - nl e 00 (4.3)

k-0 k I k n k-O kd

The function & n(t) is clearly a lower bound since we are merely truncating the

series in (4.1) and all of the terms are non-negative. The function bn(t) is

an upper bound since pkis non-increasing in kd. The functions an". and

b (-) can be easily computed once p~can be computed. Suppose there are mnn P

pools in stage i. Let k It ...,k mbe non-negative integers such that

k +.. *+k,. Let I~'.,.kdenote the probability that k bells were heard
1 Pkl.--,kmj

from pool J given kd bells were heard from stage i during (Q,t]. Then

~~1 *~ km~khas a multinomial distributiona

where~~~~~~ Td+.~k *.kk (k.?k)( i d~ )k (4.4)

whrek -- +k . Now le t f denote the probability that r~ comnponents

failed in a pool given that kd bells were heard from a pool withn

components. Clearly, if k > 0, then 1 4 r iadi k , then

j

k k *,k k Ik r 1  r~ j~ rlkj 1- 1 2- 20" in i

k in-+ j jk0 rc (4.5)

where s(x1,x2,..x )is Iif stage i can function with x working components

in pool j for each of the pools, and zero otherwise. The only terms left to
n

compute is f J which is the probability of r~ real failures given that kd
rjlkj w

bells were heard from a pool with n components.
j%
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Clearly,

0 if r *0

-j

r IE r1 - O
0 if r * 0

f J

r 1 0 if r 4  1 ---.

Other values can be computed from the recurrence relation

f1n f r1k+ njr 1 fk 1

Thus, the pk's can be computed from (4.5) and inserted in (4.2) and (4.3) to

get the bounds. The amount of effort in computing pk grows quickly in k. -

Hence, it's hoped that we can use small values of n in (4.2) and still get

good bounds.

As mentioned the above procedure can be implemented on the whole system

or on each stage. We implemented the procedure on each stage in order to get

bounds on the reliability and the expected lifetime of each stage. The

results for each stage can be combined in the following fashion to get the

results for the system. Basically, we need to compute the corresponding

quantities Pk for the system from the information at each stage. Let pk

denote the probability that stage is still working given that k bells were

heard from stage i. The quantities Pk can be computed by using (4.5) on stage

i. Let p denote the reliability of the entire system given k bells werek|
heard from the system during 1O,t]. If we let X denote the total rate at

which bells ring in stage i, Pk can be expressed as
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k k1 ,...,k k, ks)"" Pk 1 "k

k .+ksk

where X A 1 X" " s" Now using pk in place of Pk in (4.2) and (4.3) and

letting A denote the total rate at which bells ring in the system yields upper

and lower bounds for the reliability of the entire system.

Bounds on the mean lifetime. Now we will describe how upper and lower

bounds on the mean lifetime of either a stage or the system can be computed 0
without numerical integration. Assume that we already have upper and lower

bounds a (.) and b () such thatn .n

a (t) 4R(t) 4 b (t) (4.6)
n n

where an(.) and bn(.) are defined in (4.2) and (4.3). We are trying to find
n n

u and v such that
n n

u 4 E[Tj - fo R(t)dt 4 v. (4.7)

We haven't specified whether we are bounding the mean lifetime of a stage

or the system since in either case we have an expression of the form where

n e t (t)
a n(t) k - k
an~t k-O kI Pk - .b .:i_..

and

n e- 'Xt 
k  -eXt xt

k  .-

n kLO ! k n k-n+l kl

From (4.6) and (4.7), we have

f; an(t)dt 4 E[TI J: bn(t)dt.

Now
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-At k

n-At k
- p -e (A) t (Tonelli's Theorem)

k-O k 0 k

In S

-

k'

Thus we have a lower bound with a rather pleasant form

u (4.8)

" n Pkr fo - k '

Repeating the procedure for the upper bound yields

n .e tAtk e-At

U k k Pk I k4n+8 k!-

Ikp~~fkf~ n e At)

In

k- P k +

which does not help a whole lot. Our upper bound on the reliability is too

coarse to obtain an upper bound on the mean lifetime. We can refine our upper

bound on the system reliability to obtain b () as follows.

Fro Bawn(18 k is non-increasing in k. Hence

pnk (n+k)In.

Thus,

R t _ (t) k

kZO k!

k -O k1 k k- n+ -n+k

e A(At) e (At) n (n+k)/n

E=-~ 9 + I' bnk) P,(t).
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FS

We could have used b (t) as our upper bound since
n

R(t) -C b (t) 4b (t)n n

except that bn (t) worked sufficiently well in practice and is simpler to

compute than b5 * t). However, b (t) works rather well for obtaining an upper
n n

bound on the mean lifetime

* n -)Xt n+k

'' 'k!O Pk +k-I l (n+k)! ~n

n p + (n+k)/n
- k:O k X k.1 n

nn

k k+-O- 1/n)

Thus, we have a relatively simple upper bound on the mean lifetime

A rough sketch of Algorithm II is to compute the pk's at each stage,

obtain upper and lower bounds on the reliability and mean lifetime of each

stage, combine the pks's to get bounds for the system reliability, and lastly,

obtain bounds on the mean lifetime of the system.
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5. Implementation and Examples

Implementation. Both algorithms were implemented and tested on a

variety of problems including the realistic examples, i.e., the TRW and ITT

architectures. The algorithms were implemented in WATFIV-S, a dialect of

FORTRAN which produces relatively inefficient code but good diagnostics, and

run on an IBM 3081 computer at Virginia Tech. Double precision was used

throughout. We made little effort to be clever and write efficient code.

Basically, we faithfully implemented the equations appearing in the previous

sections. For the bounds, we computed a2 ('), b2 (*), u2 , and v2 . The examples

were run under // Quickie" which handles small batch jobs of less than 20

seconds. The longest example required only 3.77 seconds of execution time to

execute both algorithms. In other words, we made virtually no effort to

implement the algorithms efficiently, yet in all of the examples, little

computational effort was required.

Example I. Example 1 appeared in Foley (1983). The system consists of

two parallel chains containing n pools in each chain. There is a single

component in each pool and a single critical function which requires one

component from each of the n pools in the chain that it is allocated to as

shown in Figure 5.1.

Chain 0..
Chain 2 00 -00
Figure 5.1. Example i contains n pairs of pools.
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The failure rate of each component is - in .9. Hence the reliability . -.

of each component during a 3 hour mission is .9. We reported the results of

I.-
NIRE 's approximation and the true system reliability, which can be

analytically determined, for a 3 hour mission in Foley (1983), and the results

are shown in Table 5.1 along with the true mean lifetime E[T].

MIREM's
n Approximations R(3) E[T-

1 .9900 .9900 42.7
2 .9801 .9639 21.4
3 .9703 .9266 14.2
4 .9606 .8817 10.7
5 .9506 .8323 8.5
tO .9044 .5758 4.3
15 .8601 .3694 2.8
20 .8179 .2284 2.1

Table 5.1. MIREM's approximation vs. the correct answer "
for Example 1.

The results we obtained using Algorithms I and 11 are shown in Table 5.2.

n a2 (3) R(3) b2 (3) u2 v2

1 .9896 .9900 .9904 35 53
2 .9617 .9639 .9663 17 26
3 .9205 .9266 .9337 11 18

4 .8696 .8817 .8967 8 14
5 .8128 .8323 .8580 7 11
10 .5127 .5758 .6889 3 6
15 .2823 .3694 .5882 2 4
20 .1427 .2284 .5385 1.7 2.7

Table 5.2. Results from Algorithms I and II on Example 1.

Note that the computed values for R(3) in Table 5.2 agree with the true

1For this simple example, the current version of MIREM would be able to
compute the system reliability. However, this same behavior would occur on
slightly more complicated examples. Rather than complicate the example, we
will stick with the simple example to illustrate the problem.
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values appearing in Table 5.1. In addition, the computed value for R(3)

always lies between the upper and lower bounds a (3) and b (3), and the true

value for BIT) always lies between the bounds u2 and v 2 .

Example 2. The following example appears in Veatch (1983). The system ~ ~

architecture is shown in Figure 5.2.

L-SANO

ANT- - - - - -

L..........J ~-------------------

FigureOC1110 5.. ASGle al-oeatAcietr

Veatc" (18)ue iREOOM o1111 anlz h ytmundr w dfern

mission~ ~ ~ ~ ~ ~ ~~~~~O'411 scnroInSeai ,ol H n ICASaeciia

funcion. InSceari B, ll hre funtios ae crticl fnctins.Fro

FigureN 1,i per htCIS(ltlPstonn ytm atbealctdt

AT pechiCanIsneGSuesooAanthliegigoto

pool A goe diecl to poo C. Hoevr thi is no metoe in th-et
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7. 7. .

UTILIZATION

C.W'ONENT

POOL CHAIN DE SC I PT ION GP W SINC CAPACI TY FAlLURES PO

GP H ARS PE 106 HR TYPE

A I L-Band Receive 1 1 50 N
Front End

8 I Low-Band Receive - 1 2 100 N
Front End

C It Preprocessor 2 1 1 3 300 C
0 111 2

E 11 Signal Processor 0.8 0.1 0.4 1 100 S
F 1l I1

G 11 Power Supply I 1 1 I 20 F-
H 111 1

I I Secure Data Unit - - II20 N
1 III 1/0

K 11 Controller I I I 1 100 N
L IlI

'in Veatch (1983), thkl F was an N. We assun that was a typo.

Table 5.3. Input Oata f rom Veatch (19831.
The three functions are GPS, UHF, and SINCGARS.
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so we are not sure if Scenario B has the extra constraint or not. We will

divide Scenario Z into two cases: Scenario BW which is Scenario 3 with the

constraint, and Scenario BWO which is Scenario B without the extra constraint.

In Veatch (1983), the system reliability and mean time until system failure

are reported as shown in Table 5.4.

R(3) E[T]

Scenario A .999999 3,357 hr.

Scenario B .9989 448 hrs.

Table 5.4. MIREM's results - from Veatch (1983).

Our results for the same system are shown in Table 5.5.

a2 (3) R(3) b2(3) u2  2

Scenario A .99987912 .999879158 .99987916 1,304 hrs. 11,980 hrs.

Scenario BW .99852275 .998522759 .99852276 904 hrs. 1,004 hrs.

Scenario IWO .998522919 .998522920 .998522924 907 hrs. 1,012 hrs.

Table 5.5. Our results for the same system.

Our bounds for the mean time in Scenario A are quite loose, but tighten

up substantially in Scenarios BW and BWO. These are a function of P2. The

smaller p2 is; the tighter the bounds.

Now in comparing Tables 5.4 and 5.5, note that the system reliability is

consistently overestimated by HIREN and clearly falls above the upper bound

tinder both scenarios. The difference appears to be substantially larger than

the amount of round-off error occurring. These results are consistent with

18-32
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Foley (1983) which points out that MIREM's approximations result in

overestimating the system reliability. In comparing MIREM's mean time until

system failure with our bounds in Scenario B, note that MIREM's approximation

of 448 hours falls way below our lower bound of roughly 900 hrs. This is a .--
m.S

little surprising. First, since the system reliability is overestimated, one

would guess that the mean lifetime would be overestimated. However, the mean

lifetime has been grossly underestimated. The reason for this is that even

though the reliability is overestimated, the numerical approximations used in

integrating the reliability do not overestimate the integral. Hence, it is

not clear whether the mean lifetime will be over or underestimated in

general.

Example 3. This is one of the realistic examples which cannot be P.

described in detail since the information is proprietary. There were 6

critical functions. It took .27 seconds of execution time, and our results

are shown in Table 5.6.

a2(3) R(3) b2 (3) u2  v 2

.9977345036 .9977345037 .9977345038 1,257 hrs. j1,305 :hrs.

Table 5.6. Our results for Example 3.

Example 4. This is another realistic example on a different architecture

than Example 3. Again there were 6 critical functions, and the execution time

was 3.77 seconds. Our results appear in Table 5.7.

18-33
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&2() R(3) b2 (3) u2  v 2

.997378100 .997378109 J 997378115 753 hrs. 1,122 hrs.

Table 5.7. Our results for Example 4.
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6. Summary

The existing version of MIREM should be modified to incorporate both of .. .',

the algorithms described in this paper. The system reliability currently

produced by HIREM should only be considered as an upper bound on the system

reliability, and the mean lifetime of the system produced by MIIREM should only

be considered as a rough approximation. The algorithms described in this

paper appear to work well, require little computational effort, and should be

used. iS
As we pointed out in Section 3, many of the allocations of the critical

functions between the upper and lower chains were substantively identical;

i.e., they resulted in exactly the same amount of resources being needed from

each pool. In fact, eliminating substantively identical allocations in the p

realistic examples .isulted in the number of allocations decreasing from

62 - 64 to anywhere from 3 to 8. Even some of the remaining allocations may

be eliminated since they are infeasible. There are several implications of

this large decrease in the number of allocations. The first we used in order

to calculate the exact system reliability in Section 3. The second and third

implications concerns reallocating functions between parallel chains when

errors occur. If there are few substantively different allocations and even

fewer feasible, substantively different allocations, it will be reich simpler

to reallocate functions than had been anticipated. Instead of having to

develop a clever algorithm to quickly locate another allocation supporting all

of the critical functions, the few feasible, substantively different

allocations can be checked. With so few, there should be no need to be fancy.

The third implication is that there may be little reason to reallocate

functions between parallel chains. That is, the cost of having the ability

18-35
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I ~to reallocate functions between parallel chains may exceed the benefit of a --

slight increase in reliability. This can be investigated in the following

WAY.

Define a minor reallocation to be a reallocation which allows critical

function, to be reallocated among the components in a pool but does not allow

reallocating critical functions between parallel chains. Define a major'

reallocation to be a reallocation which allows reallocating functions both

between parallel chains and among components in pools. A measure of the

increase In realiability due to allowing major reallocations is the modified

failure resiliency mentioned in the introduction. The modified failure

resiliency is the ratio of the mean system lifetime allowing major

5

reallocations to the mean system lifetime without allowing any reallocations.

The man lifetime without reallocations is not yet well defined since it

depends on the initial allocation. It seems reasonable to start with a best

allocation initially. A best allocation is easy to find since the mean

.°

lifetime is the inverse of the sum of the failure rates of all the components

used In the allocation. The modified failure resiliency is a more accurate

measure of the ability of the system to overcome failures of components.

Similarly we can compute the modified failure resiliency allowing minor

reallocations which is the mean system lifetime allowing only minor

reallocations. The denominator Is the same as in the previous paragraph. The

mean lifetime allowing minor reallocations can be computed by restricting

critical functions to the chains that they are initially allocated to. Again

we should start off with a best initial allocation. In this case, we will

probably have to check the mean lifetime of all substantively different

allocations without allowing major reallocations in order to locate a best

18-36
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initial allocation between parallel chains. 0

If the two ratios are close to each other, then there would be little

advantage in allowing major reallocations over minor reallocations. If the

ratios are close to each other and close to one, then there would be little

advantage in allowing reallocations at all.

The two algorithms are clearly useful for designers of ICNIA. They can

see the affect of adding a component to a pool or changing a pair of pools

from contending to sharing, etc. However, these changes are discrete. It

would also be useful to know the partial derivative of the system reliability

R(t) with respect to the failure rate of components in the jth pool, i.e.,

aR(t)/aAj. These quantities would allow designers to know which components

should have their reliability improved in order to obtain greatest increase in

the system reliability. This approach is philosophically more in step with

the overall concept of ICNIA since ICNIA was designed in order to use fewer

components reducing the weight and volume of the avionics system.
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1.0 Introduction. This is an executive summary of the topics

presented in considerable detail in the three sections that

follow. The executive summary topics presented are: commu.,ica-

tions network measures of effectiveness (MOE), MOE development

methodology using DELPHI techniques and factor analysis, and

communications network simulations. This portion of the report

summarizes the research efforts of three graduate students [8,

11, 12] and the author.

1.1 Research Motivation. The military mission of the

United States Air Force (USAF) requires it to have a re-

search interest in communications network degradation re-

sulting from nuclear detonations and/or electronic warfarelo

(EW). This research interest can further be defined as de-

siring to develop improved analysis techniques to: quantify

degradation levels and effectsj and, suggest mitigation

techniques to reduce the level of degradation.

1.1.1 The present analytical techniques for quantifying

network degradation are time consuming, costly, and yield

results with high levels of uncertainty. Two specific ana-

lytical technique problems are: massive computer simulation

programs that defy validation; and, non-standard MOE upon

which to structure the simulation program.
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1.1.2 These two problems are created by the following .

situations.

1.1.2.1 There exists only limited or no empirical data to

use for simulation validation purposes. Atmospheric test- 9

ing of nuclear weapons has been outlawed for many years and

the atmospheric test substitutes have been very poor.

1.1.2.2 No Department of Defense (DoD) agency has develop-

ed a set of standard analytical validation procedures for

massive computer simulation programs.

1.1.2.3 No DoD agency has approved a standard set of MOE

upon which to structure a massive simulation.

1.1.2.4 For massive simulations, serially interfaced mod-

ules have orders of magnitude differences in simulation

levels of resolution so that output errors in one module P

may become primary input data for a follow-on module.

1.1.2.5 High resolution modeling for massive simulations

require an excessive number of simulation parameters for

some (or all) modules and these cause the simulation to

manifest the "chaos factor.

1.1.2.6 High resolution modeling for massive simulations

require excessive pre- and post-processing times (man-

months) along with excessive CPU run time and cost.

1.1.2.7 Results from massive simulation runs are so slow

coming that they have no significant impact on early system

19-5
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design and procurement. 5

1.1.2.8 No approved mquick and dirty" (QD) computer simu-

lations exist.

1.2 Research Objectives. Based on the motivations de-

scribed in Para. 1.1.2, the following research objectives

were established and are discussed in this report.

1.2.1 Review and become familiar with some present USAF 0- -

communications network degradation simulations. From this

review, identify presently used simulation MOEs, struc-

tures, techniques, levels of resolution, input & output .

parameters, run times, pre- and post-processing times, val-

idation techniques, and applications.

1.2.2 Develop a technique for identifying appropriate MOBE

upon which to structure a communications simulation. .5

1.2.3 Develop a technique for determining the relation-

ships among proposed MOE to be used in a communications

network simulation.

1.2.4 Develop a Q&D communications network simulation that

is valid, user friendly, timely, and runs on an inexpensive

desk top computer.

1.3 Previous Work. Many USAF studies have been conducted

and documented on nuclear environment analysis, models, and

system design. Because of the abundance of documents in

these areas, Appendix A, Bibliography, has been included in
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this report to record those documents identified in the

literature survey that was conducted.

1.3.1 Appendix A, Section I-PNAC is dedicated to documen-

tation associated with the USAF communications network sim-

ulation, "Propagation Network Analysis Code (PNAC)O. Sec-

tion II is dedicated to module modeling that supports PNAC,

Section III is dedicated to satellite systems in nuclear

environments, and Section IV is dedicated to nuclear envir-

onent models and design. Three different contractors

accomplished the development of the most of this document-

ation. They are: Mission Research Corporation (MRC);

Berkeley Research Associates (BRA)i and, Computer Sciences p
Corporation (CSC). As will be noted, most of these docu-

ments contain classified information.

1.3.2 Nuclear and EW caused degradation of communications p
networks has been studied from a graph theory aspect by

Deckro [41 and from a simulation aspect by Fowler 151 and

Thomas [10] for the USAF. Much of the above work is based

on the previous work of Tanenbaum (9], Christofides (21,

and Frank and Frisch (6].

1.4 Research Efforts. The following paragraphs of the re-

port summarize the research efforts and results accomplish-

ed during the 1984 summer at AFWL. Topics include a review

of PNAC, techniques for developing communications network

NOE, and the development of a communications network com-

puter simulation.

19-7

............................ ......... . . .



2.0 Propagation Network Analysis Code (PNAC). A review of

the documentation listed in Appendix A, Sections I and II,

is the basis for the following presentations of PNAC char-

acteristics, validation procedures, and deficiencies.

2.1 PNAC Characteristics. The PNAC characteristics reflect

a message oriented simulation. All of the following message

oriented outputs are available for any message at any time

represented in the simulation: probability of reception,

time of reception, time delay between source and destina-

tion, message routing, and message throughput rate. In

other words, a detailed audit trail of each message is avai-

lable if so desired. All of these outputs are calculated

even if they are not desired as outputs. As might be sus-

pected, the inputs must describe all message protocols and

node processes. The PNAC output data must be characterized

as having a high level of resolution. Even though PNAC is

a message oriented simulation, its output data implicitly

contain network robustness quantification. And a network

robustness quantification can be obtained by properly ana-

lyzing the audit trail data for all messages. This analysis

would be in addition to the post-processing of output data

already required. Thus it must be concluded that PNAC can

be modified to also be a network oriented simulation besides

being a message oriented simulation.

2.2 PNAC Validation Technique. The validation procedure

for PNAC was to use a building block technique. First the

nuclear phenomenology was developed in the MICE/MELT code

19-8
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and approved by the Defense Nuclear Agency as a benchmark

for any simulation requiring nuclear phenomenology. The

basis for validating the NICE/MELT code was empirical data

collected from the STARFISH and barium release high altitude

atmospheric tests. The equipment performance data base was

developedfrom laboratory tests conducted on individual com-

ponents of communications network equipment and this data

base was approved for use in network simulations by AFWL.

Next the link performance module was validated by comparing .

empirical data collected while transmitting a RP signal

through four different sets of homogeneous media with that

output from the simulation.
p. .

2.3 PNAC Deficiencies. The PNAC deficiencies are charac-

terized as user deficiencies and analytical deficiencies.

Each are discussed below.

2.3.1 PNAC is not user friendly for policy, doctrine, oper-

ational, or procurement users for the following reasons.

Users are suspicious or uncertain of the simulation results

because a simulation technician has to interpret (post-pro-

cess) the output data before it can be comprehended by the

user. PNAC has such a long "turn-aroundw time that it is

not amenable to playing "what if" games. It will not Ofit,

on a personal (desk top) computer for intimate interaction .

with the user.

2.3.2 The PNAC analytical deficiencies are associated with

processing time, a mismatch in levels of resolution, and
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validation uncertainty. The pre- and post-processing effort

and time appears to be excessive because of the cost invol-

ved. This cost in time and money makes PIAC impractical for

use in what would be considered as most candidate systems.

Next the SCENARIO and MICE/MELT module codes use a one-di-

mensional, one-fluid Lagrangian hydrodynamics algorithm (to

reduce grid distortion effects) to simulate a three-dimens-

ional magnetohydrodynamic disturbed environment. This re-

sults in a mismatch of levels of resolution between the sim-

ulationandtheprocess to be simulated. Becauseof this

mismatch, the MRC authors of the SCENARIO module documenta-

tion stated that the code should be viewed with a healthy

skepticism. The next deficiency topic is based on validat-

ion uncertainty. The equipment performance data base was

developed by each component of equipment being tested indi-

vidually. Combining the MICE/MELT data with the equipment

performance data base, the SCENARIO code developes a RF pro-

pagation environment. Then the simulation interfaces all of

the module outputs using the individual component data and

SCENARIO data. This results in a feeling of uncertainty

with respect to the simulation validity. Last PNAC only

considers nuclear phenomenology effects upon the RF propaga-

tion of the signal. The near blast effects and electromag-

netic pulse (EMP) effects are not considered in PNAC.

3.0 Measures Of Effectiveness (MOE). MOE's used to quant-

ify communications network robustness, degradation, surviva-

bility, etc. have several characteristics which need to be .
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discussed. The first is level of resolution.

3.1 Level of Resolution. When studying MOE's it becomes

apparent that they can be characterized by their level of

resolution, or level of meaningfulness as Hightower (81

describes it. Hightower has even quantified, in a tabular

form, the level of resolution of several candidate MOE.

MOE's that quantify a message's time delay obviously have a

high level of resolution. MOE's that quantify a whole .-

network's connectivity obviously have a low level of resol-

ution. Thomas [101 labels high level resolution MOE as

source node-to-destination node MOE and low level resolut-

ion MOE as network MOE. Ziegler [121 uses component MOE _

and network MOE. Network and simulation design specifica-

tions will be based on whether the mission objectives or op-

erational requirements call for high or low resolution MOE's.

3.2 Information Throughput MOE. Information (or data)

throughput MOE is probably the most universal communications

network MOE. It is a low level of resolution MOE that im-

plies two other MOE, i.e., source to destination transmiss-

ion time and connectivity. From this point on, the lineage

tree distinctions become hopelessly blurred. And so the

need for standardization.

3.3 MOE Definitions. Measures of survivability (MOS), mea-

sures of degradation (MOD), component measures of effective-

ness (CMOE), and degree of meaningfulness are different ti-

tles for MOE. However when MOS, CMOE, or MOD terminology is

19-11

--- - . _-...~ -. ..---. . . . . . . . . . . .*..~*. .. . . . . . . . . . . .. . . . . . . . .

. . . . . .. . . . . . . . . . . . . . . . . . . . . . .. . ,

. .. .. .,~~~~~~~~~~~~~~ ...... .. ,................'.........-......... .•-..........*~i.*..,...- •. .:..,..._J._ ,



used, a special application of MOE is being considered.

Thus unless otherwise specified, MOS, CMOE, and MOD will be

considered subsets of the universal set, MOE. Since there

is no standardization of HOE, it is useful to list the HOE

definitions presented by Thomas [111, Ziegler [121, and S

Hightower [8) as a basis from which to work. The low level

resolution HOE will be listed first, followed by the high

level resolution NOE.

3.3.1 Thomas [111 provides the following low level resolu-

tion HOE definitions and has developed a FORTRAN program,

GRAFTBY, for calculating each. Similar programs have been

reported by Deckro [41. Many of the graph theory and net- P

work concepts are taken from Frank and Frisch [61 and Tan-

enbaum [91.

3.3.1.1 Average Delay - The average of the time delay for

every possible source-to-destination node pair.

3.3.1.2 Average Throughput - The average of the maximum

throughput rate for every possible source-to-destination

node pair.

3.3.1.3 Average Reliability - The average of the probabil-

ity that at least one path exists between every possible

source-to-destination node pair.

3.3.1.4 Connectivity- The sum of communicating node pairs

after degradation divided by the sum of communicating node

pairs prior to degradation.
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3.3.1.5 Connected Network Reliability -The probability

that every connected node pair before degradation is still

connected after degradation.

3.3.1.6 Reliable Throughput - The sum of all link and node

reliable ')hroughput probabilities after degradation divided

by the sum of all link and node reliable throughput proba-

bilities before degradation.

3.3.1.7 Network Reliability -The product of the Connect-

ivity MOE and Reliable Throughput MOE.

3.3.2 Thomas [111 provides the following high level resol-

ution MO0E definitions and has developed a FORTRAN program,P

GRAFTHY, for calculating each.

3.3.2.1 Shortest Delay Path -The shortest time delay path

between a given source-to-destination node pair.

3.3.2.2 Highest Reliable Path -The highest reliability

path between a given source-to-destination node pair.

3.3.2.3 Reachability - Affirmation that a given destination

can be reached from a given source node along any path of

any number of links.

3.3.2.4 Limited Reachability -Affirmation that a given

destination node can be reached from a given source node

along any path in less than a given number of links.

3.3.2.5 Maximum Throughput (Min-Cut Max-Flow) -The maxi-

mum throughput rate between a given source-to-destination .

19-13

. v " - " " ' " - . . . . . . . . . .. . . . . ... . .,. .. ... ,. .. .



IS

node pair.

3.3.2.6 Number of Link Independent Paths (Arc Connectivity,

Degree) - The number of link independent paths between a

given source-to-destination node pair.

3.3.2.7 Number of Node Independent Paths (Node Connectivity)

- The number of node independent paths between a given

source-to-destination node pair.

3.3.2.8 Reliability - The probability that at least one

path exists between a given source-to-destination node pair.

3.3.2.9 Availability - The mean-time-between-failures

(MTBF) for a given node, link, source-to-destination node

pair path, etc.

3.3.3 Ziegler (12] and Hightower (81 developed the high

level resolution MOE - Local Connectedness (LC). LC is de-

fined as a measure of the local topological connectedness,

link traffic, and link survival probability of a given net-

work link. Since this is a new MOE, Ziegler has presented

its development in detail and has developed a FORTRAN pro-

gram for calculating it.

3.4 Comparison of Three MOE. Ziegler (121 has compared

three MOE [local connectedness (LC), network reliability

(NR), and average reliability (AR)] for four different net-

work topologies (maximally connected, star, linear, and

ring). The results show the LC program running 20 times "S

faster than the AR program, but that the AR MOE has a higher
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level of resolution of its quantification, while NR compar-

atively seems to be a Omiddle-of-the-roadu MOE.

3.5 DELPHI and MOE Classification. Since there is no

standardization of MOE definition, identification, or prior-

itization, Ziegler [121 has presented in detail a DELPHI

process that could be used for satellite communications net-

work MOE. The DELPHI process presented follows that which

was suggested by Boroson [Il and Dalkey et al [3].

3.6 Factor Analysis and MOE Relationships. Hightower [8)

has presented a factor analysis approach [using techniques

presented in Fruchter (7)] for determining the clustering

relationship or correlation between 9 MOE when applied to

10 different networks. The results verify that link flow

MOE are clustered and have essentially no correlation with

the cluster of link probability MOE. Hightower 18] has

written FORTRAN programs to implement the factor analysis

processes.

4.0 Summary. This report considers several network simu-

lation topics and presents an extensive bibliography. The

first topic is a review of the Propagation Network Analysis

Code (PNAC) simulation, its characteristics, validation

technique, and deficiencies. This review points out several

reasons for additional research being required in communica-

tions network simulation. The second topic is measures of

effectiveness (MOE). MOE levels of resolution, definitions,

calculation programs, and a newly developed MOE were dis-
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cussed. An analytical and graphical comparison of three MOE.

was discussed. Also presented was a DELPHI sequence to

classify MOE and a factor analysis technique to obtain MOE

correlation relations. The details of the MOE topics are

included in three companion reports [8), [113, and [123.

5.0 Future Research. The development and execution of a

DELPHI sequence to identify and classify MOE for a satellite

communications network simulation is a prime candidate for S

future research. A much more nebulus research topic is the

development of a factor analysis methodology to show the

correlation between simulation inputs and outputs. This

technique would be used to validate massive simulations. S
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DeveloRnent fndEvaluatlon_of Scales for the Organizational,'-'-..

Asa__asent_Package with Work Groul~s as the Unit of Analysis ".'"'.-

Samuel B. Green

Abstract

The ob3ective of the research was to develop and evaluate

scales for the Organizational Assessment Package (OAP) using work

groups as the unit of analysis ond to compare these results to

those obtained using within-group. deviation scores. OAP data

for four functional groups of non-supervisory, Air Force

personnel were selected. They included Civil Engineering

(1-3308), Supply (N11664), Transportation (N-937), and Personnel

(Nn347). For each functional group, seen item scores waer

computed, as well am within-group, deviation scores. The OAP - -

data were then used to obtain factors using factor analytic

techniques, scales obtained through item analysis techniques, and

reliability estimates on these scales. It was concluded that

the use of the work group as the unit of analysis is valid on

logical grounds and, from this perspective, our results

suggested that the use of the individual as the unit of the

analysis would tend to distort empirical findings.
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Development and Evaluation of Scales for the Organizational

Assessment Package with Work Groups as the Unit of Analysis

Consultative services are offered by the Leadership and

Nanagement Development Center CLNDC). The goals of these

services are to improve the leadership and management skills of

Air Force personnel and, In the long run, to enhance combat

effectiveness through increae motivation and productivity. The

consultative process used to achieve these goals involves five

steps: (a) request by unit commander for consultative services;

(b) asaesent of organization using primarily the Organizational

Assessment Package Survey COAP); (c) evaluation by consultants of

the organization's strengths and weaknesses based upon the

assessment; (d) improvement effort, which essentially consists

of providing feedback of mean OAP scores of work groups to their

supervisors; and (e) a follow-up assessent of the organization

using primarily the OAP. Because the OAP plays a me~or role

within this process. the effectiveness of the improvement effort

is directly dependent upon the psychometric quality of its

Scales.

The OAP is an attitudinal measure end is completed by a

stratified, random sample of personnel within en organization.

It contains 109 Items that are divided into seven modules: Ca)

Background Information (16 items), (b) Job Inventory (34 items).

Cc) Job Desires (7 items), (d) Supervision (19 items). (a) Work

Group Productivity (5 items), Mf Organization Climate (19

21-4
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items), and (g) Job Related Issues (9 items). Except for the

items on the first module, respondents give their attitudes by

responding on a &aven-point scale, most frequently anchored at

the extremes by "strongly disagree" and "strongly agree."

Computer analysis of the OAP yields data on the 109 items, on 20

factors based on a factor analysis of the items, and on 7 factors

based on a non-statistical, rational clustering of items. S

The psychometric characteristics of the OAP have been

evaluated extensively in the peat (e.g., Conlon, 1982: Hendrix &

Halvorson, 1979; Hightower, 1982; Hightower & Short, 1982: Short

S Hightower. 1981: Short & Hamilton, 1961; Short & Wilkerson.

1981). These analyses used exclusively the individual rather

then the work group as the unit of analysis and, consequently,

the conclusions that may be drawn from them are limited to

individual scores. In contrast in application, mean scores of a

work group are used to describe the strengths and weaknesses of

that group to its supervisor and individual scores are rarely if

ever interpreted. The objective of the current research is to

re-evaluate some of the psychometric characteristics of the OAP

using the work group as the unit of analysis. Specifically. OAP

scales are developed based upon work-group mean scores and these

results are compared to those obtained using within-group,

deviation scores obtained by subtracting from each individual's

score the mean score for his/her group. Also, internal

consistency estimates of reliability are computed for seen and

deviation scale scores.
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OAP Factors and Past Re,•arch

Factor scores ore soot frequently used by INDC consultants,

although Item scores are available on the computer printout and,

presumably, occasionally interpreted in practice. Because the

attitudinal items address interrelated issues, it would be

inefficient for consultants to discuss item scores with the

supervisors. Consultants need a way to summarize them item "

scores, and factor scores which are summed item scores serve this

purpose. Ideally, a factor should include ites that ases a

single construct. The summed score should represent more

adequately this construct then any one of the item scores vithim

the composite and, therefore, also should poses" greater

accuracy or reliability.

Although a number of methods exist for the development of p
factors or scales LNDC researchers have used exclusively factor

analytic techniques. The results of their factor analyses are

reviewed below. This review serves two purposes. (a) A

correlation matrix based upon individual scores, the total

matrix, is partially a function of two correlation matrices, the

between-group matrix based upon work-group means and the

within-group matrix based upon withLn-group, deviation scores

(Pedhazur, 1982). Consequently, the factor analyses of total S

correlation matrices by previous researchers may suggest what

factor could be obtained in the present study. (b) A critical

review of these studies could suggest what methodological

problems we ere likely to encounter.

21-6
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N eLtb2qo_(2 u. Neadris and Nalverson (1979) factor

analyzed the Item responses (last six OAP modules) of

individuals and obtained the 20 factors that are currently

reported on the computer analysis of the OAP. The large number

of factors that they found suggested that Air Force personnel

have a very multifaceted perspective of their 3obs. their work

group, and the larger organization. Later studies (Conlon, 1982; 60.'

lightower, 1982; Hightower & Short, 1982) indicated that fewer

factors my be necessary; however, the number of extracted

factors varied across these studies. Although the different
O

results may reflect actual changes in attitudes towards work and

the organization, it is more likely that the discrepancy resulted

from sampling error and from the different methods employed by

the researchers. This later explanation seems plausible because

the analyses were conducted within a short period of time and at

least sae of the analyses were conducted on overlapping samples.

LNDC researchers have used most frequently the

eigenvaluo-grester-than-one criterion (Kiser, 1960) for

determining the number of extractable factors. Although it is

the default option for many factor analytic computer programs.

straightforward In application, and supported by some research

with simulated data (Hakistian, Rogers, & Cattell, 1982), it is O

not well-accepted within the factor analytic literature in

general (e.g.. Zwick & Velicer. 1982). When Conlon (1960)

applied the oigenvalue-greter-than-one criterion with Individual

OAP score*, he found 14 factors, but chose to interpret only

21-7
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nine of them. go dropped the remaining five factors on the basis

of their lack of interpretability, Beae on his research, It

emes justified to conclude that item scores from Individuals may

be represented by fever than the twenty or more factors currently

scored. However, the number of factors necessary for this type

of data may differ drastically from the number appropriate for

analyses with work-group mean scores.

The above discussion probably over-dramatizes the importance

of the 3udgment involving the number of factors and Implies that

a correct number of factors truly exists. In practice, this

assumption seesa unwarranted. For example, a typical factor from -

the Hendrix and Henderson analysis did Include Items that seemed

related conceptually and, therefore, did summarize the item

scores without losing much item information. On the other hand,

if a fewer number of factors were used. the results may be

presented even more efficiently with little additional loss of

information. In other words some of the Hendrix end Rondersom

factors could be combined together to yield better defined-5

factors. For example, Hightower (1962) reported a factor called

Teak Characteristics in her analyses which subsumed four of the

factors from the original factor analyses (with the exception of

one ite).

8RI9 fil 12-2xgfgglgK hlH. A greet deal of ]ob

diversity exists within the Air Force. Some individuals work

within hospitals, others fly, vhile still other maintain

supplies. It sees quite likely that these Individuals who

21-8

..... ...., -.7 . 7 - .. - . ............

. .-.- .

. . . . . . . . . . . .. . . .. , . . . . . . . . . . . . . . .



W-~~~~ 5, 7 - o- i-_Z

perform drastically different duties might not require the sae

seale to summarize their Item scores. Nevertheless, Hightower

and Short (1982) were able to demonstrate reasonable consistency

of factor analytic results acroses different groups of individuals

who perform different functions and across various demographic

groups. Factors which tended to have only a few alent (large)

loadings did show poorer replicability acrose groups.

Intr fator aa~seEs. One difficulty with

exploratory factor analysis is that the factors are defined

solely on the correlational pattern among items. Whet has

sometimes occurred with factor analyses of the OAP is that items

have salient loadings on the so factor even though these items

nsee to as"e distinctly different concepts. orm

specifically, the modules on the OAP are conceptually distinct

with a few exceptions). For example, the Job Inventory Nodule

addresses questions about a person's 3ob, while the Job Desires

Nodule asks questions about the 3ob that a respondent would like

to have. It would seen inappropriate to combine across these two

types of items regardless of the correlational pattern among the

items.

Reliability of OAP factors. Short and Hamilton (191)

investigated the test-reteat reliability of the OAP factor

scores. A five week interval separated the two testings. The

correlations were moderate In magnitude. Seventy-five persent

21-9
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of them ranged in value from .70 to .90. However, the sample

size was very small (16 at 19 subjects). They also reported

results with a such larger samplem. These test-retest, coeff iciens

were obtained with a six-month interval between the two

tasting*. They were uniformly lows none of the cefficleats

exceeded .60. 0. this same sample, Short and Hamilton computed a

second type of reliability coefficient, Cronbech's alpha. As

expected, the alpha& were relatively high for factors with a

large number of items and substantially lower (below .60) for

factor with a few number of items. These results supported the -

commonsenical notion that two or three item scales cammot

adequately represent an Item domain.

In general, It would appear that factor scores for

individuals based on only a few items should not be interpreted

because they are unreliable. However, theae results do not

necessarily imply that soon factor scores for work groups would

be as unreliable. In fact, because these scores involve an -

17'

averaging process, we would hypothesize that their reliability

would be greater.%

Previous research with the GAP using individuals as the unit

of the analysis Indicated that its, items can be clustered Into

relatively homogeneous scalest. The seales which contain fewer

items (i.e., lees then 5 Items) did not posesa good psychometric

characteristic. Specifically, they tended to have low

21-10
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reliabilities and did not generalize across functional and

demographic groups. On the other hand, the scales which have a

greater nuaber of Items did appear to be relatively reliable ad

gonerelixablo across groups.

Two methodological problems appeared to flaw the previous

research. One concerns the focus of the present study. the use

of the individual as the unit of analysis. The second was an "

undor-reliance on oub3octive 3udguent. This problem was most

evident in the development of scalem or factors. With a few

exceptions, correlation matrices were computed among ite'a.

factors were extracted using principal componental they were

retained if their oigenvalues wore greater then ones the retained

factors were rotated using varimax rotation; and the resulting

factor structure ntrix interpreted. In other words, sub3oct"ve

3udgment was reserved for the Last step. W believe that this

over-reliance on statistical analysis yields results that are

more difficult to interpret. In the present study, we will

attempt not to rely solely on statistical techniques, but rather

try to integrate our 3udgmants with those techniques. For

example, not only will factor analytic methods be used to derive

scales, but also statistically simpler methods that require

3udgments by the investigator. S
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The sample, 6256 Air Fare personnel, was drawn from the

protest OAP date base. four types of personnel were selected in

order to obtain results that would be generalizable across

functional groups. They were Civil Engineering (0.3308). Supply

(0.1664), Transportation (0.937)p and Personnel (0.347). These

particular groups were chosen because It was believed that their

jobs tended to be relatively similar across base.

Individuals were Included In the osmple only if they were

non-supervisory personnel and belonged to work groupe which had

four members who had taken the OAP. These criteria were imposed

for a few reasons. (a) The objective of the study was to ass

the OAP using the work group as the unit of analysis.

(b) LNDC gives OAP feedback to supervisors only if they have four

subordinates who have taken the survey. Consequently, the unit

of analysis should be restricted to work groups with four or more

respondents. (c) Non-supervisory personnel were chosen to ovoid

the conceptual and statistical problems associated with data from

hierarchical organizations.

The number of work groups varied greatly across the four

functional groups: Civil Engineering, 476; Supply, 261;

Transportation. 1501 and Personnel, 70. The average number of

individu' l'ithin a work group differed somewhat across

21-12
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functional groups: Civil Engineering, 6.95; Supply, 6.37:

Transportation. 6.25; end Personnel, 4.96.

Nesure and Data Preerotio

Only the attitudinal items of the OAP were analyzed in the

present study. These included 93 items from six of the seven

modules: Job Inventory, Job Desires, Supervision, Work Group

Productivity, Organization Climate, and Job Related Issues.

Two data sets were crested for each of the four functional

groups. One set was obtained by computing item mens for each

work group. The second set was obtained by subtracting from each

individual's item score the mean item score for his/her work

group. Data analyses wore conducted separately for the

work-group mean scores and the within-group deviation scores.

Analyses conducted on the former scores use the work group as the

unit of analysis, while the latter scores use the individual as

the unit of analysis (with the effect due to work group removed

through the subtraction process).

§Vubjet Scale Dovelopsent

In order to use simple item analysis methods and not to rely

solely on empirical results, we developed nineteen OAP scales,

primarily by carefully reading all OAP items and sorting them

into groups on the basis of their content. However, these

judgments wore influenced by the previous research on the OAP
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end, to a leass extet. on some preliminary analyses conducted

on this study'& sample. These 19 seale and an abbreviated form

of their Items are presented in Teble 1.

Although these scalse were developed suble-tively, we did

use some guidelines to help us make our 3udgmenta. First, we

attempted to develop sales within modules primarily because the

modules appear to easea different components. Also. previous

factor analytic research tended to indicate that correlations

betwea Item within odules tended to be higher than those

between modules. Secondly, if a module had more then eight or

nine iteam, we attempted to develop multiple scales for that .-

module to allow us to assess if It was multidimensional.

Finally, we wanted multiple item scales for precision. but did - .

not went to sacrifice the meaningfulness of the scale by

combining Items which seemed to sess distinctly different

components.

Scale scores were computed by summing itms associated with

each scale. Rean scale scores were computed for each work group

and added to the mean it"m scores for the four functional

groups, In addition, within-group deviation scores were computed

for the scales and added to the data sets containing the

withLn-group deviation scores for the Items.

The data analyses can be divided into thres types. Item

scores were factor analyzed. The subjoctLvely derived scales

21-14



were item analyed using biveriste corroletional methods.

Finally. reliabilities were computed on scle.. developed in the

first two steps.

ESgg gmgng xaH. Factor analyses were conducted sep rately

on the mean and deviation item scores with two of the four

functional groups, Civil Engineering and Supply. The remaining

two functional groups were not analyzed because of the small

number of work-group man scores (150 for Transportation and 70

for Personnel). Even the sample sizes associated with mean

scores for the other two functional groups were rather small (476 -

for Civil Engineering and 261 for Supply) given the large number

of items, ninety-three. However, the date sets containing the

deviation scores for these two groups were very large and should

have yielded very stable results (3304 for Civil Engineering and - "

1664 for Supply).

For each of the four analyses (two functional groups and two

types of data, moans end deviation scores), factor were

extracted from a correlation matrix with squared multiple

correlations along the diagonal as estimates of communalities

using a principal-axes solution. A number of criteria were used

to determine the number of factors to rotate end interpret. They

included eLgenvelue-greater-then-one criterion, parallel analysis 0

method (Montanelli L Humphreys. 1976), acres technique (Gorsuch,

1982), and Interpretability of results. Although the four

analyses suggested different number of factors, the same number

of factors were rotated in order to compare results. The nine .
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factors were rotated using varisax. (Relatively good simple

structure was achieved with the varimax solution so that the

extra complexity involved with oblique solutions wan successfully

avoided.)

iunJu~i ,u_ n.Iz__ jLi. Item analysis of the sub3ectLvely

developed calee was conducted on the sean and deviation acores S

for all four functional groups. We night be criticized for using

those techniques on the mean data sets because of the amell

number of observations , but we chose, nevertheless, to perform ,

these analyses for a couple of reasons. First, because we used

sub3ectLve ]udgements to combine items into acalse prior to the

anal~yses, we reduced the degree that the analyses capitalized on

chance in comparison with the factor analyses. 3econdly, we

minimized capitalization on chance by requiring replication

across functional groups.

The item analysis was performed in two steps. (a) Three of

the modules (Job Inventory. SuperviaLon, and Organization

Climate) contained more then one scale. The scales for each of

these module were analyzed separately to determine if they should

be eliminated, combined, or kept intact. (b) The three scales

which essentially represented the remaining three modules (Job

Desires, Work Group Productivity, and Job Related Issues) and the

scales that resulted from the first stage of the item analyze

were then analyzed together to yield a final eat of scales.
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For each stage, an item was correlated with its own scale

and each of the other scales. When an item wea correlated with

its own scale, the summed scale score excluded the score for that ,

item; otherwise, the correlation would be spuriously high. For

all other correlations, a scale score was the sun of all items

belonging to that scale. These correlations were inspected to

determine if they were high between an item and its own scale -

(convergent validity) and lower between an item and the other

scales (discrimination validity). A scale which adequately

summerizes the items on it should correlate highly with those

Items. In addition, two scales should be combined if the items

on their respective scales correlate highly with the other scale

score.

Given the large number of correlations, these results wore

summarized throe ways. To produce a more linear scale., all

correlations wore transformed using the Fisher K-to-z

transformation. Next, the transformed correlations between a

scale's items and its total score were averaged. Also, the

transformed correlations between a scale's items and total scores

for each of the other scales were averaged These averaged values

were then tabled separately for each functional group.

A second type of table included some of the some

information: the average transformed correlation between a

scale's items and its total score for each functional group. In

addition, a second statistic was computed for each functional

group by (a) averaging the transformed correlations between a

scale's item scores and the total scores for all other scales and - "%-
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(b) suotracting the resulting value fron the average tranformed

correlation betwee the same itemsaend its own scale scores The

two statistics attempt to ams. respectively. the convergent 3

and diacriminant validity of the items for each scale.

The third type of table is similar to the first except

rather then presenting the resulta separately for each functional

group, they are averaged across the four groups.

Reliabilt

Coefficient alphas, an internal consistency estimate of

reliability. were computed on the scale derived from the item

analysis procedures. These reliabilitiea, were computed

separately for the four functional group's meen scores and

with-group deviation scores.

Results and Diacussion

Factor-Analyes

The mean and deviation item *cores for Civil Enginsering and

Supply were factored. The various criteria for establishing the

number of factor to extract did not yield consistent results.

For example, the parallel analysis for the moan scores indicated

13 and 8 factors for Civil Engineering and Supply, respectively.

With the deviation scores, it indicated more than 20 factors for

both groups. On the other hand, the eigenvslue-greatez-than-one

criterion suggested 15 and 13 factors with the meen scores for

2 1-18



'Wr 4. Yr ,-r'- - -.

Civil Engineering and Supply, respectively. The same criterion

yielded 1 factors with the deviation scores for both groups. On

the other hand, the scree technique suggested from 6 to 9 factors 0

across the four data sets. Finally, different number of factors

were rotated and evaluated for interpretability. Based primarily

on the latter two criteria, we decided to present the nine factor

solutions. Admittedly, the decision was somewhat arbitrary. B

The salient loadings for the rotated solutions are presented

in Tables 3 and 4. The salient loadings are the highest

correlations between the items and the factors. The factor

structures for the mean scores were relatively similar. The nine

factors as numbered in the table tended to have salient loadings

on the following sets of items: (1) Supervision Nodule

(2) Organization Climate and, to a lesser extent, Job Related A

Issues Nodules, (3) Goals and Skill/Wholeness Scales, (4)

Autonomy Scale, (5) Work Group Productivity Nodule, (6) Job

Desires Nodule, (7) Promotion/Recognition Scale, (8) Repetiveneas

Scale, and (9) Interference Scale.

The factor structures for the within-work-group, deviation

scores differed to some extent with each other and also from

those for the work-group mean scores. For example, a

Satisfaction factor which was separate from Climate emerged only

for the Supply deviation scores (factor 8). Also, the items on

the Interference and Repetivenese Scales merged into a single

factor for Civil Engineering. On the other hand, the factor

structures based on deviation scores in general did show a

21-19
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reasonable degree of overlap with those for moon scores. For

cemple, the factors representing the modules of Supervision,

Organization Climate. end Work Group Productivity were found with b

both the mean and deviation scores.

In general, the factor analytic results for the mean scores

appeared interpretable and they replicated acrosa both functional

groups. Those associated with the deviation scores also wereS

fairly interpretable, although they did not appear to replicate

as well. Finally, items on a sub~octively derived scale tended

to cluster on a single factor. This finding tends to support

both the meaningfulness of the empirically derived factors and

the *ub~satively derived scales.

Item AnallIZ22

IgL~~ungKL.gd~~g. The item analysis statistics based on

the work-group moon scores are presented in Tables 4 through 6

for the Job Inventory Nodule, while the comparable statistics

based an the within-group deviation scores are given in Tables 7

through 9. Only the items on the Interference Scale tended to

show low convergent validity. In terms of discriminate validity,

the items on the Interference, Physical Characteristics, and

Repetitiveness Scales tended not to correlate very highly with

any other scale besides their own scale. Based on these

statistics, we decided to eliminate these three scales. Because

they did show relatively good discriminate validity, they could

21-20
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not be combined with any other scale. Yet each of these cales

had too few items to remain intact even though two of them

possessed good convergent validity.

For the Goals, Skill, Autonomy, and Promotion Scales, not

only were the item correlations relatively high within scales,

but also moderate in magnitude between scales; however, the

correlations between the items of the Autonomy Scale with the

other three scales were slightly lower. Nevertheless, it should

be noted that all four scales did show discriminate validity;

that is, the items on each scale correlated more with its own

scale then with the other scales.

We decided that it might be reasonable to reach two

different conclusions for these results. Goals, Skill, and

Autonomy might be combined together to make an Enrichment Scale

and Promotion/Recognition kept as an intact scale.

Alternatively, all four scales could remain separate. These

decisions need not be mutually exclusive. Enrichment could be

viewed as a scale and Goals, Skill, and Autonomy could be ....

considered its subscalos. Consequently, Enrichment. Goals,

Skill, Autonomy, and Promotion were retained for the second stage -

of the item analysis.

The correlations for the work-group means, on the average,

were larger in magnitude than those for the within-group,

deviation scores. The patterns of the correlations for the two

types of data wore relatively similar, although the correlations
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based on the seen item scores did produce somewhat better

discriminate validity.

19220121fl-869g . The item analysis statistics based on

the work-group mean scores are presented in Tables 10 through 12

for the Supervision Nodule, while the comparable statistics based

on the within-group, deviation scores are given in Tables 13

through 15. The items on all four Supervision Scales showed high

convergent validity. On the other hand, they did not demonstrate

adequate discriminant validity. The lack of discrimination for

the General Scale was expected in that its itAme tended to be

broad in nature, rather than assess any specific aspect of

supervision. For the remaining Supervision Scales, the item

correlations within a scale, on the average, were only slightly

higher than the item correlations with other scales. These

results held across functional groups. Also although the

correlations were in general higher for the correlations based on

mean scores than those based on deviation scores, the lack of

discrimination replicated across type of date. Given these data, .....

we decided to make a single scale called Supervision from the

four scales on the Supervision Nodule. This conclusion is

consistent with the factor analytic results.

QgOgnO-g gn~iuWIL4uf, The item analysis statistics

based on the work-group man scores ere presented in Tables 16

through 18 for the Organization Climate Nodule, while the

comparable statistics based on the within-group, deviation scores

are given in Tables 19 through 21. The results for the scales on "'.-

2 1-22
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this module were similar to those for the Supervision Nodule.

The items on all five Organization Climate Scales showed high

convergent validity, but three of the five did not demonstrate

adequate discriminent validity. Feedback/Recognition and, to a

lesser extent, Downward Communication showed some degree of

discrimination. We decided to combine .11 five scales together

into a single Organization Climate Scale, although we could have

kept Feedback/Recognition as an intact scale. Although the

correlations were in general higher for those based on mean

scores then those based on deviation scores, the patterns of

correlations across the meon and deviation scores were similer.

Te AnglysiIon Scalea from all Nodules (Second Stage). . . -

The item analy-is statistics based on the work-group mean scores

are presented in Tables 22 through 24. The scales for these

analyses included those not evaluated in the first stage of the

item analysis and the scales that resulted from the first stage

except Enrichment. The comparable statistics based on the

within-group, deviation scores are given in Tables 25 through

27. The Organization Climate and Supervision Scales showed

excellent convergent and discriminant validity. The decision to

combine scales to produce these two scales would appear

appropriate given the results. In addition, Work Group

Productivity also appeared to possess excellent psychometric

characteristics. The remaining six scales showed adequate

convergent and discriminant validity. " -

........-.-3
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In most cases, the correlations for the work group means

were higher than those for the deviation scores. Also. for

Organization Climate. Supervision. Satisfaction. and Work Group

Productivity, di criminant validity was consistently better for

the mean scores than for the deviation scores. On the other

hand, for some scales such as Job Desires, the discriminant

validity was approximately the same for two types of scores. It

appeared that scales which tend to asse group phenomena, such

as Supervision or Work Group Productivity, yield statistics that

varied in magnitude with the choice of the unit of analysis.

Those scales which tend to ases individual constructs, such as

Job Desires. did not yield statistics that were greatly affected

by the choice of the unit of analysis.

Tables 28 also presents statistics for the mean scores S

associated with the second stage of the item analysis, but

substitutes Enrichment for its component parts: Goals, Skill. and .-

Autonomy Scales . Table 29 presents similar statistics except

using with-group, deviation scores. In general, Enrichment did

not appear to produce any better statistics than its component

parts and, therefore, the Goals. Skill, and Autonomy Scales need

not be combined unless it wms dictated by the use of the OAP.

Table 30 presents the reliabilities for the ten scales that

appeared to have good psychometric characteristics based on the

item analysis results. Because LXDC uses work-group msen scores

as feedback to supervisor, the relevant reliabilities are those " 2,:

21-24
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based on these men scores (in the upper half of the table). The

only sceles with reliabilities in the .70's were Goals and Job

Desire&. The scales with a large number of items demonstrated O

very high reliability. For example, the reliebilities for

Organization Cliste and Supervision were all above .95.

Except for Job Desires, the reliabilities based on the

deviation scores were somewhat lower than those based on the

means . These results are similar to those for the convergent

validities in that both sets of statistics are directly related

to the covarience among items.

J

The me4or objective of the research was to evaluate same

psychometric characteristics of the OAP using the work group as

the unit of analysis. The choice to use this unit of analysis -

was based on how the OAP is used; that is, the LNDC consultants

interpret work-group mean scores and not individual scores.

Neverthelese, we were hesitant to conduct the research because

sample sizes for the mean scores were relatively small. On the

basis of the saple sizes alone, we felt that the results for the

work-group mean scores might be much loes stable and yield less

interpretable results then those for the within-group, deviation

scores. However, in general, we did not obtain these findings.

In fact, the analyses based on the men scores yielded more

meaningful and repliceble results.

21-25
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The two types of data do reach some parallel findings.

Regardes of whether scale were derived using factor analyses

or a simpler item analysis technique, some scales ouch as

Supervision emerged for both group mean acores, and within-group

deviation scares. Such similarities should not be used as am

empirical justification for the use of Individual scores. We

beLieve that the use of the work group as the unit of analysis is

valid on logical grounds and, from this perspective. our results

suggested that the use of the Individual as the unit of the

analysis would tend to yield distorted empiricsl findings.

21-26
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Table I
OAP Rationally-derived Scale
-- -t -- -- - -- -- - -- - -m . . .. .. -- - -- -- -- " "-- - -- - - -- - - -- - -

Goal& 9Z!9f~~L
34. ...what is expected of you in performing Your job?
35. ... are your job performance goals difficult to accomplish?
36. ... are your job performance goals clear?
37. ... are your job performance goals specific?
36 ... are your job performance goals realistic?

Skill/ gom cEu:
Wholeness/ 17. .... ob require you to do many different things ...?
Effect on 18 .. .3ob involve doing a whole task or unit of work?
others 19. ... 3ob significant, in that it effects others ...?

27. ...doing your job well affect a lot of people?
28. ...job provide you with the chance to finish completely...?
29. . 3ob require you to use a number of complex skills?

Autonomy 10-_812M U-59i11W
20. ... 3ob ... independence in ascheduling your work?
21. ... job ... independence in selecting your own procedures ... ?
22. .. .doing your ob without feedback from anyone else?
26. ...job provide the chance ... responsible for your own work? . -

30. ... job ... do your work as you see fit?
31. ...you allowed to make major decisions ... your job well?
33 ... accountable to your supervisor in accomplishing your job?

Promotion/ 19_JDZ2UKL_82tMJ:
Recognition 41 ... promotion/advancement opportunities that affect you?

43 ... progress up your career ladder?
44 ... prepared to accept increased responsibility?
45 ... people who perform well receive recognition?
47 ... learn skills which will improve your promotion potential?

Interfer- Igknl!arnogcL89duM :
once 23 ... do additional duties interfere with ... job?

49 ... details ... Interfere with performance ... job?
50 ... bottleneck in your organization seriously affect ... ?

Physical 10LLD!,WL -2UdIltE:
character- 24 ... adequate tools and equipment to accomplish your 3ob?
istics 25 ... amount of work space provided adequate?

48 ... necessary supplies to accomplish your job?

Repeti- 1L|nungLlgduLt:
tiveness 39 ... same tasks repeatedly within a short period of time?

40. . same type of problem on a daily basis?

21-30
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Table I (continued)
Job IgLgIamKl1r td U (all items):
Desire 51. Opportunities to have independence in my work.

52. A job that is meaningful.
53. An opportunity for personal growth in my job.
54. Opportunities in my work to use my skills.
55. Opportunities to perform a variety of tasks.
56. A job in which tasks are repetitive.
57. A job in which tasks are relatively easy to accomplish.

Genera 1 l IitgvLuLguio:
65. Ny supervisor performs well under pressure.
66. Ny supervisor takes tie to help me when needed.

Planning/ _gM 1991j"! gg.f l :
Goal 58. My supervisor is a good planner.
setting 59. Ny supervisor sets high performance standards.

62. Ny supervisor establishes good work procedures.
63. My supervisor has made his responsibilities clear ...

64. Ny supervisor fully explains procedures ...

68. Ny supervisor asks ... ideas on task improvemnts.
69. my supervisor helps as set specific goals.

Feedback/ 3_hM 1I2 1dH..jgdi,:
Training 70. My supervisor lets me know when I an doing a good job.

71. My supervisor lets me know when I am doing a poor job.
72. Ny supervisor always helps me improve my performance.
73. Ny supervisor insures ... job related training when needed.
74 ... performance has improved due to feedback ... supervisor.
75 ... technical advice, I usually go to my supervisor.
76. Ny supervisor ... feedback on how well I am doing my job.

Upward 29iigoKYL228-10912
communica- 60. Ny supervisor encourages teamwork.
tion/Team 61. Ny supervisor represents the groups at all times.

67. My supervisor asks members for their ideas ...

Work group Vg _k_ 1-2D_1 Kodi lXHIlilg (all items):
productiv- 77. The quantity of output of your work group is high.
ity 78. The quality of output of your work group is high.

79.... group do an outstanding job in handling thee situations.
80. Your work group always gets maximum output ...

81. ... in comparison to similar work groups is very high.

42. ... your work group maintain high standards of performance. S
Jogb_21__ 24Aug9_s Lfg4IA:
102. ... share the load. and the spirit of teamwork...

Upward O_ WISL.0_9 iIM-1 :" "

communLca- 82. Ideas ... accepted by ... personnel above my supervisor.
86. Ny complaints are aired setisfactorily.
87. My organization ... interested in the attitudes of ...

86. Ny organization ... interest in the welfare of its people.

21-31
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Table 1 (continued)

Downward QghgA.UggNdag
communice- 63. My organization provides ... information for e ....

tion 64. My organization provides adequate information ...

85. ... group is usually aware of important events "".
91. The information in my organization to widely shared ....
100. My organization provides accurate information

Feedback/ n
Recognition 92. Personnel in my unit are recognLzed for ... performance.

93. 1 a usually given ... demonstrate my work to others.
98. Ny organization rewards individuals beed on performance.

Planning/ Qgn31 ug I1.ulg._.fll d • S
Goal 96. My organization has clear-cut goals.
meting 99. The goals of my organization are reasonable.

Organize- QX2§8I92110g n LUUI_21JgIgt:
tion 89. 1 an very proud to work for this organization.
efficacy 90. I feel responsible to my organization In accomplishing ...

94. There is a high spirit of tamwork among my co-workers.
95. ... outstanding cooperation between work groups ...

97. I feel motivated to contribute by best efforts.

Satisfano- Zglitgjglukt:
tion 101 ... welfare through the performance of my job.

103. ... pride my family has in the work I do.
104. The OJT instructional methods and Instructors' competence.
105. The technical training I have received to perform ....
106. My work schedulei ... regularity of my work schedule; ...

107. Job Security
108. The chance to acquire valuable skills
109. My job as a Whole

32. To what extent are you proud of your job?
46. To what extent does your work give you a foling of pride?

- *1
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Table 2
Salient Loading* on Factors for Civil Engineering

.... A~U.!g~ggf-------------g,!II2tiILmgE -------
Itess Factors Factors

1 234 56 7 89 1 2345 6 78 9

Job Inv. Nodule

Goals
34. + 4 4 4

35.
36. +
37. + 4 4 4 S
38. +

Skill
17. 44 *

18.
19. .4 4

27. 44 -
28. * , * *
29. *. 4

A292SY
20. *"
21. 44 44

22. 4 * 4

30.
31. .. 4

33. 4 4

Promotion
41. * *
43. 4 * -

44. "
45. + * . '.
47.

Interference
23.

49.
50. "

24.
25.
48. • •

39. .4
40. 44
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Table 2 (continued)
3alient Loadings an Feactor for Civil engineering

Ito". Factor* Factors
12 34 5 675G9 12 34 5 676G9

51.4 44

52.
53.444
54.444
55.444
56.
57.4

65.
66.

timing

62. 4

63.
64.

70.
71.
72. 4

73. 444

74. 444

75.
76.

60.

67.
gtt g...fL-1d1uL (except 42 and 102)

Product.
77.4 4

79.4449
60.44 -.---

42.
102..4
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Table 2
Sallit Loadings on Factors for Civil Engimewing

IesFactors Factors
1£2 3 456 769 1 234 5 678 9

Goals

36. 4

37. .

19. .
27. .

20.
21.
22.*
26. **
30. *
31.
33. .

43.* *
44.444
45. .

4744 44

23.4
49.

24.
25.

40.4
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Table 2 (continued)
Salient Loading& on Factors for Civil Rogimeetring

gg-I -2K ggg-- -------- fTII.&g -&gs ----------
Ites Factor* Factors .~

12 34 5 67049 12 3 4 5 6769

82. 4

67.444

84. 44

91.
100. 44

92.4
93. 44p.
96. 44

96.

90. 4

94.4
95.444

L Au.J24912 (except 32 and 46)
101. .

103.
104. *
105. 4

109.
32.
46. .

Note. The symbol& indicate the sign and magnitude of the factor
loading W: * indicates 0).60; *indicates .30(CL4.60; -indicates

-. 60<L(-.3o.
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Table 3
Salient Loadinga on Factora for 9up'l-

----------- N li~ ~t ... -a t --- .. . . ... .--- - - - -- - - - - - - -- -- - - - - -
firgoa,.naaucu---------- 1aiston-uuurn---------

Items Fectmor Factor*
1 2 3 4 5 6 7 S 9 1 2 3 4 5 6 7 GI 9 . .

Job Inv. NoduLe

Goals

35. 4

36.
37. 4 4

17.4
16. 4 *"

Is.o

19. 4 4 4:

27.
20. 44 - ," 4

29. 4 4 4

20. ..

21. .

22.44
26. . •
30. ., -
31. p r4 ,
33. * . "

41.
43.
44.
45. * * 4-4" "
47. • -

23. - 4 -
49.44

24. 4 4 ."4
25. 4 4 -

40. "* '...

39.,-
40.
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Table 3 (continued)
Salient Loading* on Factors for Supply

...._ ft~mL| Lg .,.-----------.... --- K9K-----
Ites Fectors Factors

1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 & 9

iii_-iii _iiw -K iy t - - -- - -- - -- - -- - -- - -- - -- - -- - -- - -- -

51. 4 4

52. -4

53.444
54.444
55. 44 44

56.
57.

~~wux~i~gn...-o i..

65. 44 44
66.

50. .- , ,.'4- ,59. 444

62.
63.
64. -

68. • -.4 :
69. •

70. . -
71.
72. *4

73.
74. -
75.
76. 

- .

60. *

61. ~

,'_ yK.tL_1.2yt (except 42 and 102)
Product,

77.76. ** """"'

79. 4 44 44

80.444

II.
42.
102.. .
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Table 3 (continued)
Slit Load in, on factors for Supply-- -----

Itess Factors Factor*
1 2 3 4567689 12 3 456 78 9

82. .

$3. 4

84.444
85.444

1.

92. 4&

93. 4

96.

94. 44 44 4

95.444
97.4444

jqVj,12#yj (except 32 and 46)
101. 4 4

103. .

104. 4 .

105. 4

106. 4

107.
108. .

109. 44-44

32. -.

46. ..

Sote, The symbol* indicate the sign and magnitude of the factor
loading WL: .. indicates LP.601 indicates .304L(.60i indicate*
- .60(CL4-.30.
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Table 4 -
Job Inventory Ito". Using Work-group Nae Scores: N.w Z-transformed-r of
It.m from a Scale with their Own Scale and with Each of the Other Scales
for each Functional Group .'-.

Scale .-- - - - _I t -----.----
of itms Goals Skill/ Autonomy Promote/ Interior. Physical Repti-

------------ B2 -------- --.. ...
Goals ._7l .46 .43 .43 -.08 .22 .11
Skill .45 .7 .47 .28 .00 .17 -.06
Autonomy .45 .45 Z1 .29 -.12 .22 -.06
Promote .46 .32 .30 Z1 -.05 .36 .03
lnter. -.09 .01 -.13 -.05 a -.15 .11
Physical .25 .21 .24 .39 -.17 .7 .07
Repti. .L4 -.02 -.07 .04 .13

-- - - - - - - - - - ---------- --m - ---- - --- -- -. - ----. . -- --- --

Goals .2 .43 .36 .34 -.07 .29 .00
Skill .47 .81 .59 .46 .02 .34 -.13
Autonomy .42 .56 ._ .42 -.07 .39 -.17
Promote .40 .4 i .44 Z2 -.05 .34 -. 15
Inter. -. 06 .01 -.09 -.05 -.24 .24
Physical .36 .39 .44 .37 -.25 J1 -. 03
Repeti. -.02 -.11 -.21 -.17 .27 -.04

-----.- E .0&Mg1_ ....... .. ..... " ------------ -
Goal. -Z .52 .55 .45 -.19 .34 -.03
Skill .56 .89 .69 .45 .02 .14 -.16
Autonomy .56 .67 '72 .45 -.17 .31 -.19
Promote .48 .46 .46 4#9 -.17 .28 -.07
Inter. -.17 .00 -.15 -.14 -.23 .13
Physical .37 .18 .35 .30 -.30 am .12
Repeti. -.05 -.14 -.21 -.08 .17 .13 .

......------..................
Goal. A§ .46 .37 .31 -.04 .26 -.05 ; -
Skill .50 1_7 .50 .35 -.01 .15 -.26
Autonomy .40 .44 LIZ .36 -.24 .27 -.24
Promote .31 .33 .36 4S -.10 .29 -.23
Inter. -.04 .02 -.26 -.12 Lot -.2S .27
Physical .31 .30 .32 .36 -.29 -.06 ..0
Repeti. -. 07 -.24 -.31 -. 30 .29 -. 06 Al - .-

21-39
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Table 5
Job Inventory Items Uing Work-group Neon Doore.: Avoegel Z-tranmferod-r -.
of It.ems with their Own Sal end Differem Obtained by 3ureoting this,. -

lees froe Averege Z-treformed-r of Item with Other Seale"

Functional ------ -- L-------- -mi
group Goal. Skill/ Autoomey Promote/ ntwfror. Physical Mgeti-

Civil
onginer .72 .76 .70 .72 .44 .71 .65

supply .62 .81 .81 .79 .66 .61 .69 S

Trans-
portaticn .72 .89 .79 .60 .26 .64 .66

Personnel .62 .73 .67 .56 .66 .72 .63 -

seen .67 .80 .76 .72 .51 .77 .71

. .............-D;iZ~u---------.....---. ...

onginer .46 .54 .56 .4 .49 .54 .60

supply .40 .52 .55 .55 .64 .60 .74 P

Trans-
portation .48 .61 .52 .56 .35 .67 .71

Persom el .40 .52 .50 .42 .73 .56 .75

on .40 .55 .54 .50 .55 .59 .75

2 1-40
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Table 6
Job Inventory It.m Using Work-group Roen Score.: Noa Z-transforuod-r of
Items from a Scale with their Own Scale and with Each of the Other Scales
Averaged acrosa Functional Groups

of items Goals Skill/ Autonomy Pronot./ Interf or. Physical Repti-

Goals J..iz .47 .43 .38 -. 10 .26 .00

Skill .50 4#9 .56 .36 .01 .20 -. 15

Autonomy .46 .54 AZo .38 -. 15 .30 -. 16

Promote .41 .40 .40 .71 -. 09 .32 -. 10

Inter. -. 10 .01 -. 16 -. 09 -. 22 .19

Physical .30 .27 .34 .36 -. 25 7-Z .02

Repetitive .00 -. 13 -. 20 -. 13 .22 .02 -7

m. - . .
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Table 7 .Z.'''

Job Inatory Items Using Within-group Devietia Scores: Neon

Z-tranaformed-r of Items from a Scale with their Own Scale end with Mobh
of the Other Scales for each Functional Group

of items Goals Skill Autonomy Promote/ Interior. Physical Repeti-

-- .............----I ...... . .--_
Gols - .35 .37 .30 -.01 .24 .06
Skill .36 ..43 .21 .04 .20 .02
Autonomy .35 .40 ,.7 .27 -.03 .23 .01
Promote .31 .22 .29 LZ -.03 .25 -.02
Inter. -.01 .04 -.03 -.03 J2 -.08 .13
Physical .27 .23 .26 .26 -.09 .02 0
Ipeti. .06 .05 .02 -.03 .16 .02

---- - ........... - -----------

Goals LM4 .34 .32 .25 .03 .20 .06
Skill .34 Zia .41 .21 .09 .20 .03
Autonomy .30 .37 Z22 .25 .02 .20 -.01
Promote .32 .33 .36 L2 .00 .22 -.03
Inter. .03 .09 .02 -.03 1 2 -.12 .14
Physical .24 .24 .25 .24 -.13 S,22 .01
Ropeti. .11 .07 .01 .01 .16 .01

------------------- ----------- - -------
Gools I ,33 ,55 ,25 -.03 .22 ,07

Skill .33 Afl .42 .21 .07 .16 .07
Autonomy .34 .39 AMZ .25 .06 .27 .02 0
Promote .26 .21 .27 JL§2 -.03 .20 .011.
Inter. -.03 .06 -.06 -.03 .LN -.13 .1$
Physical .26 .23 .34 .24 -.14 12 .01
Repeti. .10 .12 .02 .01 .18 .02 ". ,

-------------------------------------------
Goals .12 .27 .35 .30 .04 .27 .09
Skill .25 ,12 .30 .22 .09 .12 .06
Autonomy .32 .32 A22 .21 -.01 .22 -.01
Promote .30 .23 .23 4§2 .04 .21 .07
lnter. .04 .06 -.01 .05 22 - .04 .0
Physical .33 .17 .29 .24 -.05 A2 .06
Repati. .11 .10 -.01 .08 .09 .06 -Z
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Table G
Job Inventory Item Using Within-group Deviation Scores: Averaged
Z-transformed-r of Items with their Own Scale end Difference Obtained by
Subtracting this Non from Averaged Z-tranforued-r of Items with Other
Scales

Funtioal . gj gg.............

group Goals Skill/ Autonomy Promote/ Interfer. Physical Repeti-
_-- -- --- -- - t ------------- _Et__OgN& -------------- 9h§i;29j___11X2 ----

----------------------------

Civil
engineer .55 . ..57 .57 .39 .53 .48

S
Supply .54 .62 .53 .59 .39 .55 .43

Trans-
portation .51 .63 .53 .52 .38 .59 .52

Personnel .59 .52 .53 .55 .39 .58 .46

mean .55 .61 .54 .56 .39 .58 .46

-----------------------------------------------~-----------------
Civil
engineer .33 .45 .37 .40 .39 .36 .43

Supply .33 .39 .33 .39 .34 .41 .36

Trans-
portation .31 .42 .31 .37 .39 .43 .44

Personnel .37 .35 .36 .38 .35 .48 .39

oesn .33 .40 .34 .38 .37 .42 .40
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Table
Job Inventory Items Using Within-group Deviation Scores: Neen
Z-transfornad-r of Items from a Scale with their Own Scale and with Each of
the Other Scales Averaged acrose Functional Groups

Scale ------------ araltI9tiaL ----------------
of items Goals Skll/ Autonomy Promote/ Intonfer. Physical Repeti-

--------- b1------- 82iMu& -------- h2&--tl----
Goals AM .32 .35 .29 .01 .23 .06

Skill .32 .39 .24 .07 .16 .04

Autonomy .33 .37 am .26 .01 .23 .00

Promote .30 .25 .29 JH.00 .22 .01

Inter. .01 .07 -.02 .00 -.09 .12

Physical .26 .22 .29 .25 -.10 .02

Repetitive .10 .06 .01 .02 .15 .03 S
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Table 10
Supervisicn Items Using Work-group N..n Scores: Nesw Z-transformed-r of
Items fro a Scale with their Own Scale and with Each of the Other Scales
for each Functional Group

of Items Genera Planaag/7 Feedback/ Upward commun./
------------------------ nin--- VM k ----------

-- -------- - -------------
--ner ----Q 1.23 1.07 1.18

Planning/
Goal setting 1.13 1.16 1.22

Feedback/
Training .90 1.03 112.96

Upward com *
Teamwork 1.12 1.26 1.09

------------------------------------ ---------------------- -.---
G ---er-l Li 1.20-- M 1.05 1.10

Planning/
Gosl aetting 1.07 A 1.08 1.11

Feedback /
Training .89 1.00 LQ.90

Upward coma.*/
Teamwork 1.02 1.15 .99 IQ

----------------------------------------Iihgto.n ---------------------
General 142 1.24 1.33 1.16

Planning/
Goal setting 1.13 IM1.30 1.21

Feedback/
Training .94 1.14 1.12 1.01

Upward coma.*/
Teamwork 1.11 1.24 1.16 1.19

---------------------------------------------------------------- ------ S
Gen ------l .95 ---- 1.06 1.05 .97

Planning/
Goal setting 1.01 1±!1.14 1.05

Feedback/
Training .8 1.00 .87

Upward coma./
Teamwork .91 1.05 .97 '-K.

21-45 . -

.% .



7

Table II
Suparviaion Items Using Work-group Noms: Averaged Z-tzansorned-r of
Itmas with their Owe Sale and Difference Obtained by Subtracting this
seen from Averaged Z-traforled-r of Items with Other Scae4

---cic a -ul, - -- ---

group General Plming/ Feedbachl Upward commu. *I

CA U gJ:K U 9KVILL U V ffI g....

engineering 1.06 1.36 1.13 1.20

Supply 1.05 1.27 1.10 1.07

Trans-
port.tion 1.13 1.36 1.13 1.19

Peraonnel .95 1.37 1.06 1.04

mean 1.05 1.34 1.11 1.12

Civil
engineering -. 16 .19 .17 .04

Supply -.07 .20 .17 .02 .

Trans-
portation -. 12 .17 .10 .02

Personnel -. 06 .30 .16 .06

mean -. 10 .22 .15 .04
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Table 1

Supervisionm Item Using Work-group Neon Scores: Neon Z-traidorned-r of
Items from a Scale with their Own Scale and with ech of the Other Scales
Averaged across Functional Groups

Scal- ---- ----

of items General Plamning/ Feedback/ Upward commus. /

General IM1.10 1.12 1.11

Planninag/
Goal aetting 1.06 LN1.17 1.13

Feedback/
Training .90 1.04 .94

Upward come. /
Teawork 1.04 1.10 1.05 Is"
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Table 13
Supervision Item. Using Within-group Deviation Soors: Ne n
Z-tranfored-r of Items from a 3cale with their Own Scale and with lach -
of the Other Scalse for each Functional Group

.cale - --- - -
of items General Plafning/ Faedbeok/ Upward commim./

--. ----------- L, ---

General .64 .76 .7-

Planning/
Goal getting .74 .21 .61 .64

Feedback/
Training .64 .76 AD .68

Upward coea./
Teamwork .74 .90 .77 AR"

General .7 .77 .81

Planning/
Goal setting .75 .61 .8

Feedback/
Training .63 .76 £2 .6. -

Upward coma./
Teamwork .73 .90 .77

--- - --------QL- -----------
General .LZ .61 .76 .60

Planning/
Goal setting .69 2.7 .7

Feedback/
Training .61 .71 Al .65

Upward coma./
Teamwork .73 .90 .75 zi

----DU9 -------------------------------
Genral ~ Z 21.713 .79

Planning/
Goal setting .81 .2 .9"

Feedback/
Training .64 .76 a00 .65 S

Upward come./
Teamwork .77 .96 .76 1-9.

2 1-48
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Table 14
superviaiom Ito"s Uing Within-group Deviation Scores: Averaged
2-twanesemaed-r of Iteas with their Own Scale aM Dliftezeae Obtained by
Subtracting this eem foam Averaged Z-tr emormed-r of It.e. with Other
Scale&

Functional ---- ,g2l.J . . . .. "," - -
group General Planning/ Feedback/ Upward commun./

------ --- --- - - - - - - -- -- --

engineering .63 .94 .85 .78

is
Supply .75 .94 .87 .81

Tra -
portation .75 .92 .81 .76

Personnel .67 .99 .6 .90

Roan .70 .95 .65 .81

---- u-- u- -.m m m m---a_----........... ...

engineering -. 16 .14 .16 -. 02

Supply -.07 .14 .17 .00

Trans-
portation -.05 .16 .15 .11

Personnel -.15 .16 .20 .06

sean -. 11 .15 .17 .04
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Table 1,5
Supervision Items Using Within-group Deviation Scores Noan
Z-trsnefornad-r of Items freesa Scole with their Own Scale and with lachk.*-
of the Other Scales Averaged across Funational Groups

of items General Plowning/ Feedbacks/ Upward coamun */

General ALZQ .6 .76 .60

Planning/
Goa1 eettins .75 A2.80 .65

Feedback/
Training .63 .75al.6

Upward aorns .1
Teamwork .75 .92 .76 A
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Table 16
Organizational Climate ta going Work-group N... Sooee.: Rean
Z-tratmforued-r of Iteo" from a Seal. with their Own Seals and with Each
of the Other Scoale for each Functional Group

of items Upward Downward Faedbeek/ Plann ing/ Organizational

----------------------------------------------------
Up. coma. L22 .66 .78 .76 .93

Down. Conn. .69 IAQ 9 .79 .60

Feed/Recog. .79 .77 LO0P .75 .75

P1an./Oool .66 .94 .63 102 .92

Organ. off. .78 .73 .69 .76 if

------ 292212------------:il -------------------------
Up.J coIa 1Q ----- 96 .96 .81.00

Down. coma. 1.01 lZ.99 .96 .97

Feed/Recog. 1.02 .98 IJL21 .93 .93

Plan./Goal .96 1.03 .96 IAQ 1.00

Organ. off . .96 .69 .6.93 LQI
--------------------------------------------------IK~3KIif..............

up. cons. 1.L§ 1.07 .92 .69 .95

Down, cons. 1.06 lO64.65 .91

Feed/Recog. .93 .65 .62 .65

Plan./Goal .95 .90 .67 ~ 21 .94

Organ. off. .65 .61 .76 .79 2

--------------------------------------------------.
Up. --- com. ------ .93 .99 .92 .94

Down, comm. .94 ILI# .88 .93 1.00

Feed/Recog. .96 .85 1 .69 .95

Plan./Goal 1.00 .99 .99 A02 .99

Organ. off. .93 .96 .96 .91 &L22

21-5 1
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Table 17
Organizational Climate Items using Work-group Noun.: Averaged
Z-transformad-r of Item, with their Own 3cale and Difference Obtained by
Sutracting this Nown from Averaged Z-tranforsed-r of Items with Other
Scales

group Upward Downward Feedback/ Planning/ Organ izational

engineering .95 1.10 1.09 .$7.0

supply 1.10 1.20 1.31 1.00 1.06

Trans-
portation, 1.15 1.10 1.30 .91 .93

Pereonnel 1.00 1.18 1.13 .8, 1.09

Nean 1.07 1.10 1.21 .92 .99

-------------- i iggguM..bgN UinAu~ND-20-90g9-2M------------
engineing .14 0.26 0.32 -. 02 .14

supply .14 .29 .34 -. 01 .02

Trans-
portation. .19 .26 .44 -. 01 .29

Personnel .14 .24 .21 -. 10 .14

loan .15 .26 .33 -. 03 .15

--- --- -- --- -- --- --- -- --- -- --- --- -- --- -- --- --- -- --- --

21-52



Table 180
Organizational Climate Items Using Work-group Mean Seors*: Roan
Z-trenaformed-r of Items from a Scale with their Own Scale and with Each
of the Other Scales Averaged across Functional Groups

Scale 222T I
of items Upward Downward Feedback/ Planning/ Organizational

Upward
COMM. 1.07 .96 .92 .86 .93

Downward
Coss. .98 1416 .88 .90 .92

Feedback/I
Recogn. .93 .86 1.21 .85 .87

Planning/
Goal setting .94 .85 .92 .2.98

Organization
efficacy .88 .85 .82 .85 0.99

2 1-53
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Organizational Climate Items Using Within-group Deviation Scores: Mean

Z-transformed-r of Items from a Scale with their Own Scale and with Each
of the Other Scales for each Functional Group

Scale -----------------------------------i3.I gi --------------------
of items Upward Downward Feedback/ Planning/ Organizational

Up com. 78 .70 .60 .54 .61

Down. com. .71 .89 .61 .62 .65

Feed/Reco. .61 .60 . .53 .57 S"

PLan./Goal .61 .69 .59 .68 .72

Organ. off. .57 .58 .52 .58

Up. coma. .76 .65 .61 .52 .65 5

Down. come. .67 _ .61 .62 .64

Feed/Recog. .63 .60 Al .55 .62

Plan./Goal .60 .69 .62 .72 .71

Organ. eff. .61 .58 .57 .58 .73 P
• ~~~~~~Tran: ggagon.... i2i-

Up. coma. -79 .71 .63 .54 .63

Down. comm. .73 .89 .62 .61 .65

Feed/Recog. .63 .61 -.9 .54 .56

Pl.n./Goal .60 .66 .60 .60 .70

Organ. eff. .58 .59 .52 .58 .70

Up. comm. .78 .61 .64 .56 .68

Down. comm. .58 .73 .49 .50 .50

Fed/Recog. .60 .49 .80 .51 .57

PLan./Goal .63 .58 .60 .66 .78

Organ. eff. .57 .45 .51 .58 .58

21- 4
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Table 20
Organizational Climate Items Using Within-group Deviation Score*: Averaged -

Z-tranaformed-r of Items with their Own Scale and Difference Obtained by
Subtracting this Rean from Averaged Z-tranformed-r of Items with Other .
Scale&

Functional - - - - - - - - - - - - -2 2 - - - - - - - - - - - - - -
group Upward Downward Feedback/ Planning/ Organizational

------------ Averagd traforad-roEgtitena with own scale ----
Civil
engineering .78 .89 .90 .68 .69

Supply .76 .90 .93 .72 .73

Trans-
portation .79 .89 .91 .60 .70

Personnel .78 .73 .80 .66 .58

mean .78 .85 .88 .66 .68

DRifference between own-end-bl*22 ---------------
-CivilI- - - -- - - -
engineering .17 .24 .32 .03 .13

Supply .15 .26 .33 .06 .15

Trans-
portation .16 .24 .33 -.04 .13

Personnel .16 .21 .26 .01 .05

Kean .16 .24 .31 .02 .12
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Table 21
Organizational Climate Ztem. Using Within-group Deviation Scores: Roan
Z-transformed-r of Items from a Scale with their Own Scale and with Each
of the Other Scales, Averaged across, Functional Groups

---------------l-------------------------------------a~.I~~

of items Upad Downward Feedback/ Planning/ Organizational
---------- 21IL--- 22RLRL - ---l29gu±---- gg1_§ g...., 9§9IE----.

Upward
com. .67 .62 .54 .64

Downward
come. .67 .85 .58 .59 .61

Feedback/
Rocogn. .62 .58 88.53 .58

Planning/
Goal setting .61 .66 .60 .66 .73

Organization
efficacy .58 .55 .53 .58.6

21-36
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Table 22 "
OAP Items Using Work-group Mean Scores: Mean Z-transforoed-r of Items from
a Scale with their Own Scale and with Each of the Other Scales for each
Functional Group

Scale Sca-- - - - - - - le .......................- "-" "-

~~-------------------------------

Climate -a .50 .42 .30 .41 .46 .66 .52 .17

Supervis. .56 1.26 .45 .26 .43 .48 .49 .52 .16
Goals .39 .37 .Z .46 .43 .43 .49 .41 .26
Skill .29 .23 .45 .76 .47 .28 .45 .34 .30
Autonomy .40 .38 .45 .45 z7§ .29 .42 .45 .30

Promote .46 .42 .46 .32 .30 -71 .52 .36 .25

Satisfac. .58 .39 .47 .45 .39 .48 .74 .47 .28 :O
Product. .53 .48 .46 .36 .48 .38 .54 .91 .27
Desires .15 .13 .25 .29 .28 .22 .24 .23 .68

---------------------------- -iV2-Y --------------------------------------
Climate 1.14 .46 .45 .42 .47 .58 .78 .57 .21
Supervis. .47 1.20 .44 .33 .37 .53 .52 .47 .18
Goals .37 .36 .62 .43 .36 .34 .42 .41 .24

Skill .39 .29 .47 .81 .59 .46 .51 .43 .37
Autonomy .43 .34 .42 .56 .81 .42 .56 .38 .28

Promote .55 .49 .40 .38 .44 ±Z .59 .49 .31
Satimfac. .71 .48 .48 .53 .58 .58 .91 .53 .26
Product. .58 .46 .51 .51 .42 .53 .58 1.04 .28
Desires .17 .14 .24 .34 .24 .26 .22 .22 .70

---------- -Rrt ----------------------------------
Climate 1.08 .49 .53 .39 .54 .54 .71 .52 .15
Supervis. .53 14±2 .46 .31 .47 .62 .43 .51 .11
Goals .50 .39 7 .52 .55 .45 .51 .44 .27

Skill .38 .29 .56 482 .69 .45 .58 .42 .30
Autonomy .50 .40 .56 .67 .79 .45 .57 .43 .31
Promote .54 .56 .48 .46 .48 .80 .44 .42 .19
Satisfac. .63 .34 .50 .54 .56 .41 A2 .45 .25 i
Product. .50 .46 .47 .42 .46 .43 .50 .92 .14

Desires .13 .09 .26 .28 .29 .17 .24 .12 .70

Personnel

Climate 1.11 .48 .51 .42 .49 .52 .83 .60 .23

Supervis. .50 1.19 .43 .36 .46 .45 .56 .65 .22
Goals .43 .3i .62 .48 .37 .31 .40 .39 .17
Skill .38 .31 .50 .73 .50 .35 .44 .37 .29 •
Autonomy .42 .39 .40 .48 .67 .36 .50 .39 .21
Promote .44 .36 .31 .33 .36 .58 .45 .38 .21

Satisfac. .72 .49 .43 .46 .54 .47 .85 .59 .25
Product. .61 .63 .48 .43 .46 .47 .66 1.04 .15
Desires .16 .15 .14 .22 .17 .20 .17 .11 .52-- ---------- --- --- --- ---- --- --- --- ------ -- '
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Table 23
OAP Items Using Work-group Mean Scores: Averaged Z-transformed-r of Items
from a Scale with their Own Scale and Difference Obtained by Subtracting
this Roan from Averaged Z-transforsed-r of Items with Other Scales

Functional ----------- g _..----------------------------
SIMD-- AvegKd z - trengjgreed -r of items with own e

Civil ------------
Engineer. .98 1.26 .72 .76 .78 .72 .74 .91 .68

Supply 1.14 1.20 .62 .81 .81 .79 .91 1.04 .70

Trane-
portation 1.08 1.29 .72 .89 .79 .80 .80 .92 .70

Personnel 1.11 1.19 .69 .73 .67 .58 .85 1.04 .52

mean 1.08 1.24 .69 .80 .76 .72 .82 .98 .65

Civil
Engineer. .55 .84 .32 .41 .39 .33 .30 .47 .46

Supply .49 .79 .25 .37 .39 .32 .39 .56 .42

Trans-
portation .60 .86 .27 .43 .30 .35 .34 .50 .50 3

Personnel .60 .74 .33 .34 .28 .22 .36 .55 .36

Mean .56 .81 .29 .39 .34 .30 .35 .52 .44
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Table 24
OAP Items Using Work-group Mean Scores: Mean Z-transformed-r of Items from
Scale with their Own Scale and with Each of the Other Scale for each-

Functional Group
cal--------------------------------------- -- --

29212-12121! -------------------------------

Climate 1.08 .48 .48 .38 .48 .52 .74 .55 .19

Supervia. .52 1.24 .44 .32 .43 .52 .50 .54 .17

Goals .33 .44 .6 .47 .43 .38 .46 .41 .24

Skill .36 .28 .50 .80 .69 .38 .50 .39 .32

Autonomy .44 .38 .46 .54 .76 .38 .51 .41 .24

Promote .50 .46 .41 .40 .40 .74 .150 .41 .24

Satiefac. .66 .42 .47 .50 .52 .48 .82 .51 .26

Product. .56 .51 .48 .43 .46 .45 .57 .98 .21

Desire& .15 .13 .22 .28 .24 .21 .22 .17 1.6

'.
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Table 25
OAF Ite Using Within-group Deviation Score: Neen Z-transformed-r of
Items from a Scale with their Own Scale and with Each of the Other Selea .-

for ach Functional Group

S.al.. .i-- -- - - -- - - --- - --.................. . .

Cimate d2 .43 .31 .20 .28 .35 .47 .40 .10
3upervis. .47 421 .33 .19 .30 .36 .41 .37 .07
Goals .31 .30 j .35 .37 .30 .34 .25 .18 ."
Skill .20 .18 .36 6§ .43 .21 .34 .23 .23
Autonomy .26 .26 .35 .40 Az .27 .34 .22 .22
Promote .36 .34 .31 .22 .29 4Z .39 .23 .14
Satisfac. .43 .35 .31 .31 .33 .35 A0 .34 .16
Product. .41 .35 .27 .24 .25 .23 .38 .70 .12
Desire& .09 .07 .16 .24 .22 .13 .17 .12 

Climate AQ .40 .26 .26 .30 .37 .52 .40 .11
Supervis. .43 .92 .29 .24 .31 .39 .42 .40 .12
Goal& .25 .26 21 .34 .32 .30 .31 .24 .21 -,

Skill .26 .23 .34 462 .41 .33 .38 .26 .20
Autonomy .27 .26 .30 .37 M .32 .35 .21 .15
Promote .39 .38 .32 .33 .36 42 .43 .29 .16
Satisfac. .50 .37 .31 .36 .37 .40 LH .37 .14
Product. .42 .39 .26 .27 .24 .30 .40 .71 .15
Desire& .10 .10 .21 .20 .16 .15 .14 .13 .3

C1late 472 .42 .25 .20 .32 .37 .50 .38 .12
Supervis. .45 .26 .16 .31 .35 .35 .36 .11
Goals .24 .23 + .33 .35 .25 .28 .23 .14
Skill .19 .14 .33 §j .42 .21 .31 .20 .21
Autonomy .29 .27 .34 .38 22 .25 .34 .24 .16
Promote .37 .32 .26 .21 .27 A .38 .22 .14
Satisfac. .44 .29 .27 .29 .34 .35 .z .32 .12
Product. .40 .36 .25 .22 .28 .24 .38 L

71 .15
Desire. .12 .10 .14 .22 .17 .13 .12 .14 .64

Climate .. . .31 .21 .10 .21 .32 .41 .27 .11
Supervis. .36 .94 .22 .04 .21 .29 .24 .24 .06
Goals .22 .20 12 .27 .35 .30 .22 .13 .13 .
Skill .09 .02 .25 1 2 .30 .22 .20 .07 .18
Autonomy .20 .17 .32 .32 z±i .21 .30 .15 .18
Promote .35 .27 .30 .23 .23 M .33 .21 .13
Satisfac. .38 .20 .20 .22 .30 .29 .56 .21 .19
Product. .28 .21 .12 .10 .15 .20 .23 .63 .02
Desire. .10 .05 .11 .17 .17 .12 .18 .02 AZ
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Table 26
OAP Items Using Within-group Deviation Scors: Averaged Z-tranformed-r of
Items from a Scale with their Own Scale and Difference Obtained by
Subtracting this Mean from Averaged Z-transformed-r of Items with Other
Scales k~~mlom , 2'- -" ."

Functional -------------------- ....----

SE2V2 -------

E------ --- -- -- -- -- -- - ---------
Civil
Engineer. .79 .91 .55 .66 .57 .57 .60 .70 .64

Supply .80 .92 .54 .62 .53 .59 .66 .74 .66

Trans-
port ation .79 .88 .51 .63 .53 .52 .57 .73 .64

Personnel .72 .94 .59 .52 .53 .55 .56 .63 .47

Mean .78 .91 .55 .61 .54 .56 .60 .70 .60 - -

, ~~~~Civil'.. -'-.-

Engineer. .47 .60 .25 .39 .28 .29 .28 .42 .49

Supply .47 .60 .26 .32 .25 .26 .22 .43 .51

Trans-
portation .47 .63 .25 .38 .25 .25 #27 .46 .50

Personnel .48 .73 .36 .38 .30 .29 .31 .47 .36

Nean .47 .64 .29 .37 .27 .27 .27 .44 .46

.21-61
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Table 27
OAP Items Using Within-group Deviation Score*: Kean Z-traneformed-r of
Items from a Scale with their Own Scale and with Each of the Other Scales .-

for each Functional Group

Scale-------------------------mt.I ui---------------------------------------.-*

----------------- 9X&LUU9&fLbIL2 -----------------

Climate LZI .39 .26 .19 .28 .35 .46 .36 .11

Supervis. .43 .9 .28 .16 .28 .35 .36 .34 .09

Goals .26 .25 15 .32 .35 .29 .29 .21 .16

Skill .16 .14 .32 4§ .39 .24 .31 .19 .20

Autonomy .26 .24 .33 .37 j .26 .33 .20 .16

Promote .37 .33 .30 .25 .29 40 .38 .24 .14

Satisfec. .44 .30 .27 .30 .34 .35 62Q .31 .15

Product. .38 .33 .22 .21 .23 .24 .35 72Q .11

Desire* .10 .06 .16 .21 .16 .13 .15 .10
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Table 2-
OAF Items Using Work-group Mean Scores: Mean Z-transtorned-r of Items from
a Scale with their Own Scale and with Each of the Other Scales for each
Functional Group

Scle--------- ----------------------tl
oi__tgems__Climante__Suevi. Enrich. Promote _Sal;4g._Prod uct. _D sge~, .

Cimate ,a- .50 .45 .46 .66 .52 .17
Supervia. .5; 1.1§ .45 .48 .49 .52 .16
Enrich. .36 .32 .§ .34 .45 .40 .29
Promote .46 .42 .41 .7z .52 .36 .25
Satisfec. .58 .39 .53 .48 .74 .47 .28
Product. .53 .48 .53 .38 .54 .91 .27 "
Desires .15 .13 .33 .22 .24 ,23 .68 .9

....... S_,Ri...........................

Clim-at0 --- K .----46 ---- .54 .5a .78 .57 .21
Supervia. .47 1.20 .44 .53 .52 .47 .18
Enrich. .39 .33 .66 .41 .50 .41 .30
Promote .55 .49 .53 .79 .59 .49 .31 -
Satisfac. .71 .48 .66 .58 .91 .53 .26
Product. .58 .46 .57 .53 .58 1.04 .28 "
Desires .17 .14 .32 .26 .22 .22 .70

------------------- Trantat~gn -----------------------------------
Climate 1.08 .49 .55 .54 .71 .52 .15
Supervia. .53 1.29 .46 .62 .43 .51 .11
Enrich. .46 .36 .75 .45 .55 .43 .30
Promote .54 .56 .53 .80 .44 .42 .19
Satisfac. .63 .34 .61 .41 .80 .45 .25
Product. .50 .46 .51 .43 .50 .94 .1
Desires .13 .09 .31 .17 .24 .12 .70

" ... Perggn2 ...........................

Climate ---- .48 .57 .52 .83 .60 .23
Supervis. .50 1.12 .50 .45 .56 .65 .22
Enrich. .40 .35 .63 .34 .44 .38 .22 .
Promote .44 .36 .40 .58 .45 .38 .21
Satisfac. .72 .49 .59 .4i .85 .59 .25
Product. .61 .63 .54 .47 .66 1.04 .15
Desires .16 .15 .21 .20 .17 .11 .52

21-63
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Table 29
OAP Items Using Within-group Deviation Score*: Mean Z-tranaformed-r of
Items from a Scale with their Own Scale end with Each of the Other Scales
for each Functional Group

Scal------------------------------------------------------
Sl :99a12-19t212g~~gg 4~.2 ui u

--- ----------------------- 91Y1k2go"DuEuing---------------------------
Climate -79 .43 .31 .35 .47 .40 .10
Supervis. .47 Al .33 .36 .41 .37 .07
Enrich. .25 .24 L24 .26 .33 .23 .21
Promote .36 .34 .33 A? .39 .23 .14
Satisfac. .43 .35 .40 .35 .60 .34 .16
Product. .41 .35 .30 .23 .367Z .12
Desire& .09 .07 .26 .13 .17 .12 .64

-------------- I21--------------------------------------~MDL
Climate .80 .40 .34 .37 .52 .40 .11
Supervim. .43 .91 .35 .39 .42 .40 .12
Enrich. .26 .25 41 .31 .34 .23 .19
Promote .39 .38 .42 A2 .43 .29 .16
Satimfac. .50 .37 .44 .40 .66 .37 .14
Product. .42 .39 .32 .30 40i .71 .15
Desire& .10 .10 .23 .15 .14 .13 1§

------------------------------------------------------Iuh~~~Q
Climate .72 .42 .32 .37 .50 .38 .12
Supervie. .45 A9 .30 .35 .35 .36 .11
Enrich. .25 .22 IN .24 .31 .22 .16
Promote .37 .32 .30 Ai .36 .22 .14
Satiefac. .44 .29 .37 .35 Lz .32 .12
Product. .40 .36 .30 .24 .38 Z .15
Desire& .12 .10 .22 .13 .12 .14 ,~

--------------------- f2KN91 -------------------
Clima1 0 4te - l .31 .22 .32 .41 .27 .11
Supervis. .36 .94 .20 .29 .24 .24 .06
Enrich. .17 .13 Af .24 .25 .12 .17
Promote .35 .27 .31 .55 .33 .21 .13
Satimfac. .38 .20 .32 .29 .56 .21 .19
Product. .28 .21 .16 .20 .23 1§4 .02
Desire& .10 .05 .19 .12 .18 .02 .47

------------------- --- -- -- --- -- --- -- -- --- -- -- --- -- --
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Table 30
Coefficient Alpha& for the Noen and Deviation Scores of the OAS Scales
for Each Functional Group

Scales -- - - - - - - - - - -F g j g j g[ M .. . . . . . . . . .
Civil Supply Transportation Personnel

-------------------------IRS100fuKing ----------------------------------------------

------- 120ag~ -----------------------Ugara

Climate .96 .97 .96 .97

Supervision .98 .98 .98 .98

Enrich. .91. .91 .93 .89

Goals .77 .71 .77 .69
Autonomy .87 .86 .87 .83
Skill .83 .84 .87 .82

PromotelRocoq. .82 .85 .85 .75

Satisfaction .89 .92 .90 .91

Productivity .90 .93 .90 .92

Job desires .77 .76 .78 .60

-------------------------------------------------------------------------

Climate .96 .94 .94 .532

Supervision .96 .6.95 .96

Enrich .87 .86 .86 .83

Goals .70 .68 .66 .69
Autonomy .78 .76 .75 .75
Skill .79 .77 .78 .70

Promote/Recog. .75 .76 .71 .73

Satisfaction .84 .86 .83 .81

Productivity .84 .85 .85 .79

Job desires .77 .75 .77 .64

--- -- -- -- -- --- -- -- -- -- -- --- -- -- -- -- -- --- -- -- -- -- --
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1. INTRODUCTION

The purpose of the research conducted on my grant was to interface problems

in Air Force technical training with current research findings in the area of

learning and memory. This interest stemmed from my tenure as a Research Fellow S

at Lowry AFB (from 20 Jul 83 to 26 Aug 83). During this interval, I interacted

with a team of research psychologists and training officers who dealt with

issues of training on a daily basis. I attended their planning sessions and, in
S

addition, read technical reports and training manuals. On the basis of these

experiences, the major theme that emerged was the question of need (or Lack thereof) 2

of classroom Residence Training (RT) programs for Air Force technicians.

It was interesting to note that a number of the training officers (and

research psychologists) felt that RT provides little, if any advantage for ultimate

job performance. In other words, the feeling was that most jobs can be adequately

learned on the job site. Entering as an impartial observer, I had no stake in the

truth or falsity of this belief. I did note, however, that most of the evidence

favoring the belief was anecdotal. Clearly, the belief is widely held by the job

site supervisors.

My own literature search turned up only a single study bearing directly on

the issue. The study (Black and Bottenberg, 1970) dealt with Category-B skills,

and its results revealed a myriad of interactions. In essence, some skills

benefited from prior RT training, some benefited from on-the-job (OTJ) training,

and some benefited from neither.

Thus, it seems clear that the belief that RT is ineffective 
is not based -

as much on evidence as it is on hearsay and anecdote. Moreover, it would appear

that the Air Training Command (ATC) is committed to development of curriculum

to be taught in the classroom setting. So far, major efforts have been on soft-

ware for computer assisted instruction (CAI), and on delivery systems such as the . .

Unit Mastery approach. Given this, the relevant question becomes how to maximize

ansfer from the classroom to the job site.

: . ..-. -.. ° -
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The transfer-of-training issue is itself complicated by two practical con-

siderations. First, with technological advances in hardware and software, the

requisites of jobs are often changed in the course of time. Thus. the on-job -

requirements can easily differ from what was learned in the classroom. Secondly,

at the point of training, the trainee's ultimate job site is unknown. Thus,

even in the absence of technological changes, it is unlikely that the technician

will end up doing (exactly) what was learned in the classroom. Given either of

these factors, it would seem that if classroom education is to contribute posi-

tively to job site performance, it must produce flexible students.

II. OBJECTIVES OF THE RESEARCH EFFORT

From the point of view of the learning/memory literature, there are a number

of topics which interface with the training issues discussed above. These include

curriculum development, method of instruction, issues of transfer (e.g., organi-

zation of material, state dependency, overlearning, etc.), and a host of others.

But to this investigator, the single most relevant issue would appear to be

positive reinforcement.

Positive reinforcement (or reward) is used in any CAI program, particularly

when the emphasis is on Unit Mastery. Although a large body of evidence suggests -

that rewards do strengthen the specific behaviors to which they are applied, there

is a more current body of literature suggesting that this may be achieved at an

undesirable cost (see Lepper & Greene, 1978 and Schwartz, 1981 for a more complete

review). Given this, the objectives of the proposed research are twofold: 71

(1). to review relevant literature on the deleterious effects of positive

reinforcement on initial learning and subsequent transfer; and

(2). to report the results of an initial study on the effects of positive

reinforcement on transfer in sequential learning.

22-3
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Before stating the actual problem and reviewing the relevant literature,

it is important to define two key terms, namely, reinforcement and transfer.

A reinforcer is any stimulus which when presented or removed increases the -

probability or frequency of the behavior it is contingent upon. The positive

reinforcer (or reward) is the presented stimulus (e.g., a pellet of food for

the rat's lever press response), and the negative reinforcer is the removed

stimulus (e.g., termination or prevention of painful electric shock contingent

upon the rat's running response). In the present research effort, emphasis will p

be on positive reinforcement.

Transfer occurs when either present learning alters future learning (i.e.,

proactive transfer), or when present learning alters past learning (i.e., retro-

active transfer). In either case, transfer is positive when the effect is to

facilitate learning, and negative when the effect is to retard learning. In

the present research effort, emphasis will be on negative proactive transfer.

ill. STATEMENT OF THE PROBLE24

As noted earlier, the ATC is committed to classroom education, and much

time and resources have already been spent on CAI software. On face value,

this is not a bad idea. Inspection of the various Job Description manuals

reveals that most jobs are depicted in steps. For example, a report by Elwood,

Warm, Thocher, and Hritz (1983) breaks down the job of refueling the B-52 into

36 distinct steps (i.e., from the review of safety precautions (#l) to dis-

connection of the LOX Cart Grounding Cable (#36)). From the Unit Mastery per-

spective, this job, and jobs like it, can be viewed as a sequence of units, each

of which is mastered separately, and at one's own pace.

From the learning/memory perspective, therehasbeen, since Skinner's (1938)

initial proclamation, well over 40 years of evidence to support the contention

-hat positive reinforcement strengthens specific behaviors. Skinner has always

in a strong advocate of rewarding desirable and extinguishing undesirable

22-4
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behaviors (he argues in several places that punishment is not necessary). It

is this belief that led Skinner (1968) to develop the teaching machine, and

influenced Keller (1968) to develop the Unit Mastery system. But despite numerous

documented successes (see the most recent issues of the Journal of Personalized - -

Instruction), there is a growing body of evidence suggesting that extrinsic re-

wards produce undesirable side effects. In particular, the evidence suggests

three things:

(1). extrinsic rewards reduce intrinsic motivation to perform; S

(2). extrinsic rewards for specific behaviors retard learning of nonreinforced,

but related behaviors; and

(3). extrinsic rewards for specific sequences of behaviors retards learning of

new and/or difference sequences of behaviors S

The implications of these possibilities are profound. From the point of

view of CAI and Unit Mastery, extrinsic rewards (usually in the form of points

or grades) are the cornerstone of the teaching system. From the point of view

of the job descriptions, it is sequential behavior that is the goal of technical

training (e.g., from step #1 to step #n). Thus, if the aforementioned possibilities

are true, then students may be learning very specific jobs and skills at the ex-

pense of more generalized knowledge needed while in the field.

IV. REVIEW OF THE RELEVANT LITERATURE

A. Extrinsic Rewards: According to Skinner (1968), successful learning

generates intrinsic rewards. That is, properly arranged programs of instruction

have built-in incentives for continued efforts to achieve. Unfortunately, in

most educational settings, there are always extrinsic rewards (grades or points),

and it is the explicitness of these rewards which seems to create the undesirable

22-5
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side effects. The most basic finding in the literature is that when extrinsic

rewards are provided for behaviors that are already preferred, the rewarded

behaviors become less preferred.

For example, in a study by Lepper, Greene, and Nisbett (1973), children were

first given the opportunity to choose among a list of attractive activities at

playtime. Later, they were explicitly rewarded for engaging in the behaviors they

most preferred. Relative to a nonrewarded control group, the rewarded group

ultimately showed a marked reduction in preference for initially preferred tasks.

This is a common finding that is not limited to children, or to type of task.

But the important question relates to the mechanism by which reduced incentive

interferes with behavior. Is it simply a reduction in motivation to perform which

P..
affects any and all behaviors? Or is there an interaction between extrinsic reward

and information processing?

Although early theorizing favored the simple notion of generalized decline

in motivation, more recent evidence suggests that extrinsic rewards do, indeed,

affect the way in which information is processed. This evidence suggests that

extrinsic rewards produce subjects who tend to choose easier problems to solve

(Maher & Stallings, 1972). Also, extrinsically rewarded subjects tend to focus

only on those aspects of the problem they perceive as being related to the solu- ',

tion (Condry & Chambers, 1976).

The implications of such findings for Unit Mastery Learning are obvious.

Given a choice (which students often are), challenging problems will be avoided

so that points may be built up. And, even if the system allows for no choices,

students will limit their attention to what they believe is relevant to point pro-

duction. This latter point relates to a phenomenon called "incidental learning",

which will be discussed next.

22-,
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B. Incidental Learning: The incidental learning paradigm is important

because it reveals a distinction between what is known vs. what is done (i.e.,

learning vs. performance). Performance is directly observable, but learning

must be inferred from performance. We tend to assume that good performance S

reflects good learning, and that poor performance reflects poor learning.

However, given what is known about incidental learning, the implication of poor

performance is not that simple.

The demonstrative study in this area is by Tolman and Honzik (1930). Rats

that were rewarded in the goalbox of a complex maze took an average of ten sessions

to reach asymptotic performance levels (as measured by time to complete the maze,

and by number of errors made). In comparison, nonrewarded rats showed random

performance across the same ten-session interval. However, when given reward

after ten sessions, the previously nonrewarded rats took only a single session

to reach the same asymptotic levels as the rewarded rats. Thus, despite non-

reward, and despite random performance during nonreward, these rats had to have

learned pathways to the goalbox during nonreward in order to do in one session,

what rewarded rats did in ten sessions.

The implications of incidental learning are therefore twofold. First,

learning is a cognitive process separable from performance; and secondly, reward, J*

though seemingly necessary for good performance, is not necessary for learning.

In a surprising extension of these early findings with rats, more recent

findings with humans suggest that nonrewarded subjects not only learn in the

absence of reward, but also, may learnmore than their rewarded counterparts. -

In the demonstrative human study, Bahrick, Fitts, and Rankin (1952) asked

adult subjects to track spatial events in reward and nonreward conditions. Pe-

ripheral stimuli unrelated to reward were occasionally turned off. Rewarded

subjects not only performed more poorly on the target task, they also missed the

incidental event with greater frequency than their nonrewarded counterparts. .. -

22-7
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This is not an isolated finding (see also Bahrick, 1954; Davis &Lovelace,

1963; Johnson & Thomson, 1962). Moreover, it relates to the general issue of

intrinsic vs. extrinsic motivationdiscussed earlier. If reward focuses attention

only on those elements of problem solving directly related to reward, it makes

sense that incidental tasks should be overlooked in the pursuit of the target

behavior (s).

Returning to the classroom, the implication is that students will not

attend to information unless it is an implicit part of the learning objectives.

The danger here is that course objectives may not cover all the material that

needs to be learned. If so. what is not covered explicitly, needs to be learned

incidentally.

C. Sequences of Behavior: The final relevant point in the literature is

that sequential behavior, when explicitly rewarded, tends to fixate, or stereotype

the response sequence. This point is the one most relevant to technical training,

and to the research results to be reported below. The origins are once again in

the animal literature.

In a study by Schwartz (1980), pigeons were required to peck at either of .'.

two response keys. Rewards (access to grain) were presented after eight total

responses, but only if an equal number of pecks were made to both keys. It is

important to realize that in this procedure, specific order is not important; any

sequence which leads to four pecks at each key is rewarded, and there are 70

such sequences in this particular task. Despite this, pigeons invariably pecked

a single (or dominant) sequence 60-90% of the time.

More recently, Schwartz (1982) obtained the same effect with college

students pressing either of two keys on a modified terminal keyboard (for money

rewards). More importantly, once the subjects showed this stereotypy, they

were retarded in learning new rules relative to control subjects who had never

22-8 -
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experienced any original training. It must be stressed that the experimental "

subjects showed negative transfer even though many of the component parts of

the transfer task were present in the original learning task.

Once again, there are important implications for classroom education,

particularly for the Unit Mastery system. If the goal of training is to obtain

performance of one and only one task, and the performance requirements never

change, there is no major problem. However, if the nature of the task changes

(e.g., due to technological changes), or if the student is asked to learn

related, but different tasks, reinforcement-induced stereotypy stands as a strong

potential contributer to negative transfer. Thus, the explicit purpose of the

research conducted was to explore the conditions under which sequential learning

is negatively affected.

V. RESEARCH CONDUCTED

Experiment 1:

The purpose of Experiment I was to determine the degree to which Schwartz's

procedure induces reliable and strong stereotypy. It used the following method-

ology.

Subjects: Nine Florida Institute of Technology college students were

recruited as paid volunteers.

Apparatus: An Apple computer system served as the only apparatus used in

the research project. The monitor for the system was as Amdek-300 green phosphor

screen. Programmed on the screen was a 5 x 5 matrix of stars, any of which could

be illuminated (i.e., inversed). Responses in all experiments required pressing

of two keys on the board, which were labled "L" and "R" (for left and right at

all times. Pressing any other key on the board (including RESET) had no effect

on the program. The Basic program used to provide the contingencies in the ex-

,eriments was also used to collect, reorder, and print out the data.

22-9
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Procedure: Subjects were greeted and escorted into the experimental room,

and shownthe apparatus. They were told that their task was to accumulate would

points by pressing the L and R keys in any way they saw fit, and that they would-

be paid two cents per point earned. The points accumulated in a counter in the

top right-hand portion of the screen. They were further instructed that L and R

responses had no effect unless the blinking cursor was on, and that responses on

any other keys on the board (at any time) had no consequences whatsoever. Nothing

was said about the 5 x 5 light matrix. At the start of a trial, the entire -

matrix was visable, with the star inthe upper left-hand corner illuminated. An

L response extinguished the currently illuminated light and lit the one directly

below it, and the R response extinguished the currently illuminated light and

lit the one directly to he right of it. A single experimental session consisted

of four blocks of 50 trials. On each trial, one of two things could happen.

First, the subject could make four responses each on L and R (in any order). This .- .

would ultimately illuminate the star in the lower right-hand corner of the 5 x 5

matrix. On these trials, reinforcement (i.e., I point) occurred randomly, 50Z

of the time (i.e., R50). On such a reinforced trial, subjects received an inversed

message reading "correct". This message remained onthe screen for one second,

and was followed by an intertrial interval of 2.5 seconds before the next trial. .

The other possibility was that a key, either L or R, could be pressed for the

fifth time, before the other key was pressed the fourth time. In this case, the

screen was blanked, the 2.5 second ntertrial interval was given, and reinforce-

ment was not earned. In short, only trials which moved the inverse from top left

to lower right ended with a point, and this occurred randomly on such trials

50Z of the time.

22-10
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After each 50-trial block, the subject was given a two-minute rest period,

while data from this block was being printed out and stored. Each session lasted ' '  "

approximately one hour, and each subject served in three sessions, all taking 6%

place within a single week. .

Results and discussion:

The results of Experiment 1 are depicted in Table 1. This table contains

two pieces of data for each subject. The left-hand column depicts the number of

different sequences used in a given 50-day trial block, and the right-hand column

depicts the frequency of the dominant sequence. The pattern for good stereotypy

would show a gradual decrease in the number of sequences down the left-hand column,

and an increase in the frequency of a dominant sequence down the right-hand column. 0

For example, Subject #9 (S9) started with 16 different sequences on trial block 1,

and during this trial block, produced what was ultimately the dominant sequence,

eight times. Going down the columns, this subject showed one trial block with

only a single sequence containing the dominant pattern. In general, the results

were mixed with respect to obtainment of sterotypy. ...-

Five of the nine subjects showed little evidence of the effect obtained by

Schwartz. The weakest effect was shown by S8, who by the end of trial block 12

showed more than 20 different sequences, with a dominant frequency of between

five to seven. This was the only subject that failed to show a dominant pattern

more than 20% of the time. Although not nearly as extreme, the other four subjects

showed patterns similar to S7. Here, we can see a failure for number of sequences •

to decrease below ten, and for frequency of the dominant sequence to increase

above 15. Patterns similar to this one were shown by S3, S5, and S6. It is

interesting to note that S3 and S5 showed early signs of development of strong

stereotypy, but this trend did not continue during their later trials.

22-11
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In comparison, Si, S2, S4, and S9 showed evidence of strong sterotypy,

although the results here, were also somewhat variable. For example, Si showed

stronger sterotypy on trial 6 than on trial 12, and S2 inserted a nondominant '.

pattern on 100% of the trials in trial block 11. 0

In short, there was a general failure to replicate Schwartz's findings.

In Schwartz's R50 condition, four of four subjects developed strong sterotypy

well within the 12 trial blocks used in this experiment. It is not clear why I

was not able to replicate his results, and I will discuss that issue further in - -

the general discussion section.

Experiment 2:

Recall, the goal of the research project was to study transfer of learning

relative to a baseline of stereotypy. However, in order to do so, one must

first demonstrate the strong stereotypy. Although some of the subjects in

Experiment I did so, there were enough general failures and mixed patterns to

warrant further study of the conditions that produce stereotypy. Thus, rather S

than proceeding directly into a transfer study, two additional control conditions

were tried. The first of these is reported in this experiment.

Subjects: Seven Florida Institute of Technology college students were

recruited as paid volunteers.

Apparatus: The apparatus was the same as described in Experiment 1.

Procedure: The procedure was the same as described for the R50 condition

in Experiment 1, but with one noteworthy change. In the R50 condition, points

were accumulated on 50% of the trials in which a sequence included four re-

sponses each on the L and R key. In the new condition, points occurred on 50%.. - -

of the trials regardless of which sequence was used. In other words, the inverse

did not have to be moved ot the lower right-hand corner of the screen.

Results and discussion:

The results of Experiment 2 are depicted in Table 2, which is read in the

e way as Table 1. It should be noted that only six of the seven subjects
22-12
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are represented. Due to equipment problems, some data from Subject #7 was lost.

However, this subject performed in much the same manner as the other six.

Inspection of Table 2 reveals virtually no evidence of stereotypy. Although

Si did reduce its total number of sequences to the five-six range, and increased

the frequency of the dominant sequence to the 15-17 range, this is the only hint

of stereotypy effect, and it is quite weak relative to the effects obtained by

Schwartz. The remaining five subjects clearly failed to show stereotypy, showing

instead, double digits for number of sequences, and for the most part, single

digits for the frequency of a dominant sequence.

The condition used in this experiment is, in effect, a variable time schedule,

and the reason it was used is because this schedule is believed to induce super-

stitious behavior (i.e., stereotyped behavior that is the result of adventitious, -

or accidental reinforcement). It's failure to induce stereotypy is therefore a

plus, in that it suggests that the weak effects obtained in Experiment 1 with R50

were due not to general weakness of this condition, but instead, to potential w,--

procedural differences relative to Schwartz's R50 condition. I will speak to

these procedural differences in the general discussion section.

Experiment 3:

Relative to the R50 condition in Experiment 1, the variable time 50% (VT5O) iS

condition in Experiment 2 maintained the 50% reinforcement schedule, but did so

independently of the pattern produced on the screen by the subject. In other words,

any pattern had the same probability as any other pattern. Experiment 3 extended

the VT50 condition such that 50% of all patterns were reinforced, but the subject

lacked control over what was occurring on the screen.

Subjects: Seven Florida Institute of Technology college students were

recruited as paid volunteers.

Apparatus: The apparatus was the same as in Experiments I and 2.
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Procedure: The only difference between the procedure in this experiment

relative to the VT50 condition in Experiment 2 was that the inversed cursor

moved up or down randomly. In other words, regardless of whether the subject

pressed L or R, movement of the cursor was under the control of a random 50%

generator. This condition is therefore termed VTNL50 (for variable time no

lights).

Results and discussion:

The results of Experiment 3 are depicted in Table 2. Notice, there is

only one row of data for each subject in this experiment. This row represents

number of dominant sequences. Total number of sequences on this condition is

partially out of the control of the subject since any random movement of the

cursor that takes the inverse off the screen (either to the right or the left)

automatically ends the trial. Thus, this could happen on the 5th-8th response

of the subject, regardless of which keys were pressed. The data of interest,

therefore, are the number of identical sequences through presses 1-5, which is

what each row of data represents.

Under this condition, a good example of stereotypy is illustrated by S4.

,N Notice, during the last three trial blocks, the identical pattern was shown on

between 48-50 out of 50 trials. The patterns for S2, S3, S5, and S6 were

relatively strong (no not as strong as for S4), whereas the patterns for SIl

and S7 showed little if any indication of stereotypy.

Thus, if we compare the results of Experiment 3 to those of Experiment 1,

there was more clear-cut evidence of a stereotypy effect in VTNL50 than in R50.

It must be noted that Schwartz ran neither a VT5O nor a VTNL50 condition. It

must also be noted that the results for VTNL5O are not at all unexpected. In

effect, VTNL50 is a "learned helplessness" condition (See Maier. Seligman,&

Solomon, 1971). In the learned helplessness condition, subjects are presented

22-14
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with aversive stimuli that they are unable to do so. What is aversive in the

VTNL5O procedure (judging from the reports of the subjects), is their inability

to control movement of the inverse.

Experiment 4: .

The crucial issue in Schwartz's study was the degree to which prior R50

training impeded subsequent rule learning. For example, in the R50 condition.

any sequence containing four each of L and R is rewarded 50% of the time. This

is a relatively simple rule. In one of Schwartz's conditions, the rule was

made more complicated by requiring that a sequence begin with two L responses.

In other words, any sequence of four L and R response beginning with LL was

rewarded 100% of the time, a condition called LL5O. Schwartz reported that

subjects receiving prior R50 training had a more difficult time learning the

LL50 rule than subjects with no prior training at all (i.e., a hold group).

Experiment 4 tested this with the conditions used in the prior three experiments,

plus a hold condition.

Subjects: Seven Florida Institute of Technology students were recruited as

paid volunteers. In addition, the 23 students serving in the prior three ex-

periments were given additional training.

Apparatus: The apparatus was the same as in the first three experiments.

Procedure: Naive (i.e., hold) and veteran (i.e., prior experience with

R50, VT50, or VTNL50) subjects received the same instructions. They were told

that they were to figure out what makes the machine give points. They were *

also told that there were three components to this rule, and that they must

get all three. If they did, they would receive the typical two cents a point

payoff, plus a bonus dollar. The actual rule had the following three components.

First, there is no reward at any time unless the inverse goes to the botton

right-hand corner of the grid. Second, any sequence that satisfies rule #1 and
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is not begun with LL is rewarded only 50% of the time. Third, any sequence

that satisfies rule *1 and is begun with LL is rewarded 1002 of the time.

Subjects were given scratch sheets for notes. These were presented at the

beginning and removed at the end of each trial block. They were told when they

correctly identified any of the three components of the rule. but otherwise,

were told nothing (even if they were close).

Results and discussion:

The results of Experiment 4 are in Table 4, which depicts the trial block

number on which the rule was correctly stated. Thus, the seven control (or hold)

subjects took between 11 and 16 trial blocks to figure out all three components

of the rule. In comparison, the R50 subjects took between 7 and 15 trial blocks.

Inspection of the data for these two groups reveals a finding that is not con-

sistent with Schwartz's. Six of the nine R50 subjects performed within the same

range as the hold subjects, and the other three performed better (i.e., took

only seven trials). Thus, there was clearly no superiority for the hold subjects

S

(as in Schwartz's study). This was confirmed in Mann-Whitney U-test (U-30) which

showed no significant difference between the two groups.

Of course, it may be argued that a failure to find a negative transfer

effect was due to failure to find strong and consistent stereotypy in R50. This,

therefore, could explain the obvious large dispersion in rule discovery by this

group. However, if this was true, then there should be a relationship between -

degree of stereotypy and trials to rule discovery. To determine this, a Pearson

Product Moment Correlation Coefficient was computed within the R50 group. The

comparison was between median number of dominant sequences on the final four

trial blocks vs. trials to rule discovery. A relationship between stereotypy

22.16
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Page 16

and rule discovery consistent with Schwartz's results would demand that this •

correlation be high (i.e., the greater the number of dominant sequences, the

longer the number of trials to rule discovery). However, this did not happen, .-..-..*-..

as the correlation was extremely small, though slightly positive (r=+. 14).

On the other hand, inspection of the VT50 data in Table 4 confirms an

opposite prediction implied by Schwartz's results. Specifically, this group

showed little if any evidence of stereotypy in their baseline training, and thus

would be expected to reach rule discovery in the fewest number of trials. These

subjects took between 3 and 10 trials, and a Mann-Whitney U-test comparing hold

vs. VT50 was significant at the .01 level (U-I).

The VTNL50 data paints a more confused picture. Specifically, four of the

subjects performed in the VT50 range, and three performed in the hold range.

This amount of variability with this few subjects produced a nonsignificant U-test

(U-16.5) in the comparison between hold vs. VTNL50. As a pure speculation, it can

be argued that those performing like hold subjects were more stereotyped in

baseline training than those performing like VT50 subjects. However, the cor- -

relation between degree of stereotypy and trials to rule discovery was again

small and positive (r=+.29). In other words, less than ten percent of the .

variability in the relationship could be accounted for by this factor.

General Discussion:

The purpose of the research project was to use Schwartz's procedure to

further investigate the relationship between degree of reinforcement-induced

stereotypy and negative transfer in rule learning. The experiments initially

proposed were not ultimately performed, because Schwartz's basic findings were

never fully replicated. Thus, the experiments performed were more geared toward " - "
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determining the generality of the basic finding itself. The data obtained speak

to a number of important procedural and conceptual issues.

On the procedural level, comparison between my procedure and Schwartz's

reveals two important sources of variability. First, in Schwartz's R.50 condition,

the lights moved sideways and downward (in conjunction with L and R responses)

on a blank screen. In the present procedure, thelights moved in likewsie

fashion, but on a grid of stars. In other words, the inverse of a star denoted

the current position. Although this seems like a modest difference, it may be S

argued that with the grid of stars, subjects are almost given a view of where

the final light position should be. But on the other hand, it may be argued

that this final position should make itself apparent even in a blank screen,

after only a few trials. This, of course, is open to empirical investigation.

The second, and more important procedural difference, relates to the

subjects themselves. Schwartz used very small groups (between three and four

subjects per group), and was very careful in selecting them for constancy on

factors such as degree of college experience, grade point average, etc. Consid-

ering that the task is one that should vary positively with degree of intellectual

factors, these should be considered before assigning subjects to the various groups. .-

Regarding the conceptual differences, the most important finding was the

general failure to obtain strong and consistent stereotyped behavior in RSO

within the allotted number of baseline trial blocks (i.e., 12). This, of course,

can relate to the two procedural differences discussed above, particularly to

the fact of careful selection of subjects. But independently of this, it may

be the case that Schwartz's hold condition is not the best control group against

which to measure negative transfer. From Schwartz's perspective, this is as it

should be. When viewed against this baseline, the R5O condition did, indeed,

transfer negatively to rule learning, whereas the VTNL50 condition produced an

*ther-or effect.
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Closer inspection of the transfer condition (i.e., LL50) reveals that -

the important conceptual consideration is hypothesis testing. Schwartz reported

that while in LL5O, subjects concentrated on trying to discover the rules. That

is, once they discovered the LL part of the rule, they could have easily lost

sight of the task, and just concentrated on earning points on every single trial.

This would involve beginning each trial with LL, and then taking various routes

to the bottom right-hand corner. If so, a subject would never have the opportun-

ity of testing a hypothesis with respect to the 50% rule. Schwartz monitored

this in his subjects, and reported that it did not occur. In the present study,

it occurred in at least half the subjects, and there was no relationship between

this effect (called confirmation bias) and the group membership. In short,

regardless of the group in which the subjects resided, many of the subjects 0

simply earned points for many trial blocks before testing for the 50% component

rule.

In summary, therefore, the present results must be considered exploratory.

However, they are suggestive of the variables required for generation of strong

stereotypy and negative transfer to rule discovery. These variables include:

(1). blanking the screen to make the inverse position more difficult

to discern.

(2). ensuring greater homogeneity of the subject population, and, in

fact, matching on intellectual factors prior to group assignment.

(3). varying the complexity of the rule task, and taking precautions

to ensure that subjects concentrate on discovering the rule .

rather than earning the points.

(4). making the baseline a variable length, and using for transfer

purposes only those subjects showing a criterion level of

stereotypy performance.
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There are many other variables of potential interest, but these seem like 0

the major ones. Consequently, the grant period has allowed me to set up

ground conditions for exploring a number of variables, and even though this

period has ended, these experiments will be conducted. ._.-
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Subject #1 Subject #2 Subject #3 Subject #4 Subject #5

14 (20) 10 (25) 10 (12) 4 (26) 2 (20)
4 (39) 14 (7) 4 (24) 3 (34) 2 (22)
2 (14) 5 (22) 4 (36) 5 (31) 6 (11)
2 (43) 5 (37) 4 (7) 2 (33) 6 (12)
9 (11) 5 (25) 5 (13) 2 (28) 6 (10)
1 (50) 10 (11) 6 (5) 4 (28) 11 (8)

10 (23) 9 (6) 11 (2) 5 (23) 10 (12)
6 (23) 4 (44) 7 (10) 4 (21) 9 (9) .
7 (19) 5 (45) 6 (11) 2 (29) 10 (8)
4 (25) 2 (46) 9 (18) 3 (27) 10 (5)
3 (28) 2 (0) 5 (14) 4 (25) 11 (8)
3 (16) 4 (27) 6 (11) 2 (31) 8 (20)

.-

Subject #6 Subject #7 Subject #8 Subject #9

19 (9) 16 (5) 24 (8) 16 (8)
19 (9) 6 (14) 5 (10) 5 (28)
10 (15) 11 (0) 9 (10) 4 (2)

* 12 (12) 17 (0) 12 (10) 6 (19)
12 (14) 10 (11) 16 (10) 5 (17)
9 (12) 11 (11) 22 (5) 6 (33)
7 (12) 7 (13) 25 (4) 1 (50)
8 (12) 8 (10) 26 (6) 2 (38)
8 (10) 8 (14) 27 (5) 3 (29)
8 (10) 7 (12) 29 (5) 5 (32)

13 ( 8) 6 (10) 25 (7) 2 (49)
12 (5) 5 (10) 21 (6) 2 (30)

TABLE 1: Total number of sequences and frequency of the dominant
sequence for each of the nine subjects at each of the
12 50-session trial blocks in Experiment 1.
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Subject #1 Subject #2 Subject #3

19 (6) 19 (2) 18 (9)
10 (11) 7 (0) 13 (13)
17 (3) 5 (0) 17 (8)
21 (6) 10 (1) 21 (9)
18 (0) 9 (0) 27 (2)
28 (1) 8 (0) 25 (2)
!8 (1) 7 (0) 20 (2)
24 (2) 7 (1) 20 (2)
16 (2) 11 (1) 24 (1)
16 (4) 11 (9) 21 (4)
5 (17) 10 (7) 31 C2)
6 (15) 8 (1) 21 (3)

Subject #4 Subject #5 Subject #6 S

29 (5) 28 (6) 23 (2)
31 (1) 29 (6) 35 (1)
32 (3) 15 (8) 32 (3)
32 (1) 13 (7) 33 (2)
25 (6) 31 (2) 34 (3)
24 (7) 32 (2) 36 (1)
33 (5) 23 (3) 38 (2)
29 (12) 31 ( 3) 31 C1)
25 (7) 26 (7) 34 (4)
27 (7) 22 (5) 34 (2)
14 (13) 33 ( 1) 26 (4)
17 (11) 21 ( 0) 30 (5)

TABLE 2: Total number of sequences and frequency of the dominant
sequence for six of the seven subjects at each of the
12 50-session trial blocks in Experiment 2.
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TI T2 T3 T4 T5 T6 V7 T8 T9 TI0 T11 T12

SI 6 18 46 24 9 0 4 5 34 0 16 14

*S2 3 0 5 2 32 41 39 23 25 32 29 28

S3 27 4 0 32 20 17 30 27 25 31 19 22. 4

S4 14 24 15 31 41 19 46 17 0 50 49 48

S5 14 31 27 22 29 34 4 12 37 39 31 22

*S6 23 25 40 40 32 29 28 17 41 37 44 32

S 7 14 22 11 6 12 7 5 17 18 16 8 6

TABLE 3: Frequency of dominant sequence for each of the seven
subjects at each of the 12 50-session trial blocks
in Experiment 3.
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HOLD R50 VT50 VTNL50

10 11 8 7
16 7 5 6
13 7 3 13
11 15 9 6p11 12 10 16
12 12 9 12
10 15 9 6

7
15

--------------------- ---- ---

TABLE 4: Trial block number on which the rule was correctly
stated for subjects in the four conditions in
Experiment 4..
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ABSTRACT

In the classical formulation the aerodynamic loads depend on 5

the instantaneous motion of the vehicle. For example, the lift at

time t is modeled as a function of the velocity components at time

t but not on any previous values. However, it is well known that

the aerodynamic forces depend to some extent on the flow in the 6

wake behind a lifting surface so that some memory effects are

expected. The inclusion of these effects in flight-mechanics

problems lead to a model including functional differential

equations of neutral type. We establish the well-posedness of a

class of functional differential equation which have been proposed

as a mathematical model for a two-dimensional model for an

aeroelastic system. The well-posedness of these equations is not

guaranteed by the previous theory because the difference operator

here does not have an atom at zero.

I. INTRODUCTION: 

In recent years there has been an increased interest in the

development of so called state space model for aeroelastic systems

in unsteady aerodynamics (see C2), C31, C43, [71). The
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formulation of control and identification methods and the

evaluation of potential design establish the need for mathematical

models that faithfully predict the dynamic behavior of the -

aeroelastic system. The inclusion of memory effects in the

aeroelastic forces lead to a model that includes functional

differential equations (see (3], C7]). Recent advances is the

area of functional differential equations make it reasonable to

include these memory effects in the mathematical model.

Although the actual model involves three-dimensional,

unsteady, viscous, compressible flow we choose (for this research

effort) to consider the two-dimensional unsteady flow of an

invicid incompressible fluid. In particular, we choose to -

consider the model proposed by Burns, Cliff and the author of this

report (see (3]). The present project concerns the examination of ..-'-

the well-posedness of this model.

II. WELL-POSEDNESS FOR AN AEROELASTIC SYSTEM

The aeroelastic system described in [3] is of the form

AO"XM fA (s)x(t+s)ds] BOx(tt 8(s)x(t+s)ds, 0

(2.1)

x(s) = *(s), -r(s4O-

where A0 , Al(s), 80, and Bt(s) are Sx matrices satisfying the

following condition.

Condition A.

(i) A0 - diag (1,1,...,1,0)
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(ii) Sic.) is continuous on C-r,O3

Civ) A 18 (s) is continuous on I-r,0,, i-1,2,...,7

(v) A as(S) -alsI- 1/2+0(s), where a)G and B(o) is continuous on

I-r,03 and 9(0)-0.

We shall only consider the case where r(I.. Although wt believe

that the results that art described below can be extended to cover

the infinite delay problem (r-*e) found in 131, we have not

checked all details at this time.

Let A0 , A,, Bog 8, satisfy condition A and define

00
D#. A0*CO) + fA s)+CS) (2.2) -

and

L40 80#(0) + 1 1Cs)4(s). (2.3)

We can now rewrite system 2.1 as

*Oxt Lxt(.4
t.

and

X0 (2.5)

where xt, t~0 if defined on C-r,0J by xt(s) x~tes).

The goal of this research effort was to determine appropriate

state spaces so that the functional differential equation (2.4)

together with initial condition (2.5) is well-posed. We examined

this problem via semigroup theory for neutral functional

23-4

%9



differential equations. Since A 0  is singular and A (s) is

i ntegrabi e, the operator D def ined by (2.2) i s not atomi c at zero

and the results of 151 do not apply to the system (2.4)-(2.5).

Define the operator a by

on the domain

15(a) C(i*) (.)fW''P, D+-q), (2.7)

where W1'P denotes the usual Sobolov space (see [1]).

The operator a defined by (2.6)-(2.7) generates a

C0 -somigroup on RexL (-r,0) if and only if4 v(a) i s dense i n
p

R'exL (-r,0), the resolvent p(0) is nonempty and the Cauchy
p

problem

dazt a z(t), z(0) z-~ a (2.8)

has a continuously differentiable solution on [0,+w), (see 183 and

page 102 in (9]).

The following result is a corollary to Theorem 2 in (61

(which is included as an appendix to this report).

Theorem. If D and L are def ined by (2.2), (2.3) and

Condition A is satisfied, then a defined by (2.6)-(2.7) generates

a C0 -semigroup an R xL (-r,0) for all p satisfying 14p(2.
p

The well-posedness of the system (2.1) on the state spaces

R8xL (-r,0), 14~p(2, is an immnediate consequence of this theorem.
p

We plan to extend these results to include the corresponding
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infinite delay (r-+.) case. In particular, the specific system

found in C31 shall be studied. This study is essential to the

development of a framework for the study of efficient numerical -

approximating schemes.
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WELL-POSEDNESS OF FUNCTIONAL DIFFERENTIAL
EQUATIONS WITH NONATOM4IC D OPERATORS

** John A. Burns
Tirry L. Ilerdman
Janos Turi

Department of Mathematics
Virginia Polytechnic Institute and State University .-

Blacksburg, Virginia
U.S.A

We establish the well-posedness of a class of functional
differential equations of neutral type which have been
proposed as mathematical models for two-dimensional
aeroelastic systems. The well-posedness of these equations .
is not guaranteed by the previous theory because
the difference operator does not have an atom at zero.

I. INTRODUCTION

In this paper we consider the question of well-posedness for a functional

differential equation (FOE) that has been used to model the elastic motions of a

two-dimensional airfoil in unsteady flows. This equation is a neutral functional

differential equation (NFDE) for which the 0 operator is not atomic at s=0.

Equations of this type also occur in the theory of lossless transmission lines

and include many singular integrodifferential equations. It is often advantageous

to have a state space model for these systems when addressing certain numerical

and control problems. In Section It we present a brief summary of recent results

concerning necessary and sufficient conditions for neutral equations to be well-

posed in product spaces. In Section III we consider the well-posedness question

for the aeroelastic model and close with a discussion of more general equations.

Notation used in the paper is fairly standard. If X and Y are Banach spaces,

then the space of all bounded linear operators from X into Y will be denoted by

B(XY). The usual Lebesque spaces of IRn-valued "functions" on (ab] whose

components are integraple when raised to the pth power is denoted by L (a~b)

* p.
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L p([a,b]; jRn) for 1:p.:+-. The usual Banach space C([ab]; jRn) of continuous IR

valued functions will be denoted by C(a,b) and similarly the Sobolev space

WlP([a,b); jn) will be denoted by Wl'P(a,b). Throughout the remainder of the

paper r-,O is a fixed real number and we shall simply write Lp. C and W P for

L (-r.0). C(-r-,O) and W P(-r,O), repscctively. If x:[-r,t+.)__.Rn then we define%
xt:[.r,O]- n by xt(s)=x(t+s).

II. NFDEs ON PRODUCT SPACES

During the past few years considerable attention has been given to the study

of semigroups generated by linear functional differential equations (see (1,2,

5-9]). In 1969 Borisovic and Turbabin (2] considered the retarded equation

x(t) = Lxt (2.1) 0

with initial data

x(O) = (, Xo(s) i(s) -r<s<O (2.2)

where (n,t(.))E RnLp and L was a bounded linear operator from C into]Rn, i.e.

LEB(C, They defined the operator

A ,( ) (L (.), (.)) (2.3)

on the domain
i V(A) = ( ,,( ) l l )W ' , , O = i(2.4) "

and noted that A was the infinitesimal generator of the CO-semigroup S(t) on

Rn L defined by
p

= (x(t), xt(.)) (2.5)

where x(.) is the solution to (2.1)-(2.2), This result was established for a -'ore

general L by Vinter in [15] and later Delfour [8] showed that the result remained

valid for any LB(Wl'p, Rn). In fact, Delfour's result was necessary in that if

A defined by (2.3)-(2.4) generated a CO-semigroup on lRn=L , then L must be
bounded as an operator from W into R . Therefore, Delfour has established

the largest class of retarded hereditary systems defining CO-semlgroups on product

spaces of the form Rn Lp"

In [6] and [7] Burns, Herdman and Stech extended Delfour's results to a class

of NFDEs of the form

dt-- Dxt  Lx t  (2.6) "- ,--

with initial data •

Dxo(') "1 x0(s) 4(s) -r-sO. (2.7)
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Definis cne operator

on the domain0

V(A) {(nA-())I0(.)CW1'p, 04(.)-ni (2.9)

it was established in (6] that L and 0 must belong to S(W1'P, R) if A defined

by (2.8)-(2.9) generates a C'-egru on .1.n . Moreover, it was shown that

if LES(W1  " n c(.D" has an atom at s=0, then A defined by (2.8)-.

(2.9) generates a C 0-semigroup on llR xL 0 Recall that Dc8(C, f)is tmca

s0O if there is a matrix valued function 1u and a non-singular matrix A 0 such that

for *(.)cC
0

D~( A0~(O) + f dp(s)-%(s) (2.10)

where ~()is of bounded variation on (-r,0] (we shall always assume u(.) is

normalized to be continuous from the right on (-r.0) and u(-r)'0) and
0

I im+ Idii(s)j= 0. (2.11)

The sufficient conditions cited above lead to the well-posedness for a large class

of hereditary systems and allows one to define generalized solutions to the NFDE

(2.6)-(2.7) for Linitial data.

Although the assumption that 0 belongs to 5(C,I Mn) is not very restrictive,

the assumption that D has an atom at s=O seemed to rule out a number of equations,

including those that occur in certain models of aeroelasticity. It was shown in

(63 that the assumption that D be atomic at s=0 is not necessary. Let O~ca.:l and

consider the integral equation

f Ist'"x(t~s)ds = n~ 0-t (2.12)

where x(s) s (s). -r s 0. If L and D are defined by
* 0

then (2.12) can be viewed as a neutral equation of the form (2.6)-(2.7). Note

that DcB(C, IR) and D is not atomic at s=0. However, the following result may be

found in (6].

THEOREM 1. Assume L and 0 are defined by (2.13). If pdl/(l-Q&), then A

defined by (2.8)-(2.9) genreates a C0-semigroup on M~xL defined by S(t)(n,*(.)) a. -

p
(inx (.)) where x(.) is the unique solution to the Abel equation (2.12). If

p%.l/(l-a), then Abel's equation has a Unique solution for each (n,() in a

dense subset of DIR-1, . However, A does not generate a C0-semlgroup an IlxL

Theorem 1 above lead Kappel and Zhang (12, 17] to consider more general

necessary conditions for well-posedness in C of problems of the form

23-10
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oxt = 04 t-O (2.14)

with initial data

Xo(s) - o(s) -r~sO (2.15) .

where *(.)cC and D is not atomic at s=O. For the scalar case only, they defined

an operator 0 to be weakly atomic at s=O if for real x

limx £O(A) = (2.16)

where

A() = D(e). (2.17)

Any 0 operator that is atomic at s=O is weakly atomic. However, the 0 operator

defined by (2.13) is not atomic at s=O but is weakly atomic at s=O. Zhang [17] ',..-

proved that if (2.14)-(2.15) is well-posed in C, then it is necessary that 0 be e

weakly atomic at s=O. It was shown in [7] (see Theorem 3.2) that if (2.6)-(2.7)

is well-posed in] RnxLp, then (2.6)-(2.7) leads to a well-posed problem on C. It

follows that if (2.6)-(2.7) is well-posed in RnLp, then D must be weakly atomic

at s=O.

For the scaler case considered in [12] and [171, the assumption that D be S
weakly atomic implies that for all real A sufficiently large the operator A has

X in its resolvent. This is true because Lt()0 and )q,(A) if and only if

A() 0D(eI) - L(e I) (2.18)

is nonsingular (see Lemma 2.3 in [63). However, for vector equations the problem

becomes much more complex. In particular, condition (2.16) does not imply that

-(A) is not empty.

EXAMPLE 1. Let L,,(.)O and DE.B(C, IR2) be defined by, .

0j ~0 )
Note that ). Ao0(')II +

° but A(k) k ,.0(N) is singular for all x. Consequently,

A defined by (2.8)-(2.9) can not generate a Co-semigroup on RxnLp

In the next section we consider a special problem that occurs in

aeroelasticity and establish the well-posedness of this problem. A complete S

treatment of more general systems (including infinite delay problems) will appear

in a forthcoming paper. .-.. 1 :

Ill. WELL-POSEDNESS FOR AN AEROELASTIC SYSTEM " -

We consider the FDE O
I~~ 0 0 .. -..

-[Aox(t)+ AI(s)x(t+s)ds] B0x(t)+ f B (S)x(t+s)ds (3.1)
dr -r

2 3- 11 " .
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CONDITION A.

1) A0  dia (1, l,.,,0),

ii) B() is continuous on (-r,O],
iii) A. (s)=-0 i-1,2,....n, j:1,2,3...,n-lij
iv) Am(s) is continuous on [-r.0), i=l,2,...,n-l

v) Ann(s) =alsI-'+B(s), a>0, O~cx~1 and B(s) is continuous on [-r,0)

and B(O)=O.

Note that the aeroelastic system described in [4] is of the form (3.1) and

satisfies the above conditions with cxzl/2, n=8 and r-- Although we are only

consider.ing the case where r<+-. the basic ideas below can be extended to cover

the infinite delay problem described in [4].

Let, AD, A1(.0, 809 B() satisfy CONDITION A and define

0
D 2o A0, (O) + f A1(s)(s) (3.2)

and

0
= - B0;,(0) + f B 1(s)4(s). (3.3)

-r

Since A 0 is singular and A I(s) is integrable, the operator 0 is not atomic at

s-0. For D and L defined by (3.2)-(3.3) we denote by A the corresponding operator

(2.8)-(2.9).

Recall that A generates a C0-semlgroup on Rn Lc if and only if D(A) is dense,O_ p
the resolvent set ,o(A) is nonempty and the Cauchy problem

d
dt z(t) =Az(t) z(0)=z 0 c(A) (3.4)

has a unique continuously differentiable solution on [0, 4)(see [11) an~d page

102 in [13]). We shall use this equivalence to establish the following result.

THEOREM 2. If 0 and L are defined by (3.2)-(3.3) and CONDITION A is
satisfied, then A generates a C -semigroup on Rn .4 for all p satisfying

Proof. The proof that the Cauchy problem (3.4) has continuously differentiable

solution on [0, -~) can be found in (14]. Since it is fairly technical and we

are limited by space, we shall not repeat it here. It remains to show that A

is densely defined and has non-empty resolvent.

Let 8 F .nW"P.R be the linear functional defined by

23-12



n0
where e i-1,2.....n is the standard unit vector inR~n  The domain of A is equal

to nn  V(Bi), where V(BI) denotes the null space of B1. It follows from [3] that
v-Bn1 "

V(A) is dense if and only if each non-trivial linear combination A=Z w. B is
1=I 0

unbounded onRnxLp. If any of the wi, 1=l,2,....n-I are non zero then the proof
p*

of Lemma 2.2 in [6] can be used to show that A is unbounded. On the other hand
if wi=O, i-, 2,... n-l, then A=wn n However, since p<l/(l-n), it follows that

w nB n(n,()) = wnn-wn r A nn(s)on(s)ds is not bounded on IRn4Lp (note that Ann(s)

IfiniLp, where l/p+l/p'=l). Therefore, D(A) Is dense in .L
p 

.*

To establish that )(A) is not empty, recaill that ,(,(A) if and only if

A()W-O(ek I)-L(e 'I) is nonsingular. Let F(.,) denote the nxn diagonal matrix

F(A) 1a 1,  -l and observe that (for l<-p<l/(l-a)) as -+--

where atO and

F(x)L(e'I) *. -_

Therefore, as A-+- the matrix F(A)A(A) converges to a non-singular matrix and
hence for sufficiently large x, A(x) must be non singular. This completes the
proof. "

We conclude this paper by noting that the above ideas can be extended and - -

applied to a larger class of equations than those considered here. A detailed .0
treatment of the more general problem will appear elsewhere.
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INTRODUCTION

It is generally accepted that large space systems will be deployed

in the near future. In comparison to the predominant type of space-

craft in operation today, the characteristics of importance will need

to be reordered for these new systems. One of the most significant

is flexibility which brings with it a large number of attractive rew

options for design and applications. However, it generally needs to

be much better understood before an acceptable level of confidence in

our ability to design flexible systems is reached. Besides just flexi-

bility, the large size and lightweight structure itself are also making

new approaches necessary.

With work proceeding in all areas of the design of large space

structures, interest is growing in the attitude control system. Besides

the on-orbit functions of attitude control, which includes cancellation

of disturbances, pointing and maneuvers, the system will also contribute

to stationkeeping and the new requiroment of shape control. To meet

the increased demands, the control system will likely consist of a

number of devices including sensors and actuators which may be some

combination if secondary propulsion units and non-propulsive devices.

The interaction of these elements with the structure will be very

important.

Control law design for a large, flexible structure touches on

many areas including the selection of sensors and actuators, i.e. the

appropriate type, number and distribution to effectively control the

system. This research effort has had the objective of considering the

effect on the selection process of certain actuator characteristics.
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Much of the control theory necessary to deal with selection of sensors

and actuators is still in development. In most analyses so far, the

appropriate number and location of the control elements has been done

using sophisticated models of the structure with "generic" and "perfect" g

sensing and actuating devices assuming they have no contributing

dynamics, instantaneous response and unconstrained amounts of torque

and/or force available. This effort, then, has involved examination of . -

some interaction of the actuators with the structure by modelling some

of the contributing dynamics.

To gain some insight into the effects of actuator characteristics

required, the following steps are part of the analysis:

(1) Determination of a method of actuator selection to use in the study.

(2) Determination of a structure and development of its dynamical

model.

(3) Choice of an actuator characteristic to be examined and its incor-

poration into the dynamic model. -

(4) Implementation of cost decomposition as a tool to evaluate

actuators for their effectiveness.

(5) Comparison of the selection process with and without the consider-

ation of the iiven actuator characteristic.

Each step in the analysis is examined more thorc.ghly below.

ANALYSIS . .

A. Actuator Effectiveness Determination

Of a number of methods that have been studied to select an

appropriate number of actuators for a system and the best locations for

24-3 -. .

.... o

. . . . . . . . .. . . . . . . . .



those actuators, cost decomposition with component cost analysis was

chosen to use in this analysis. This was not an attempt to test com-

ponent cost analysis. Rather it was used only as a tool to evaluate

if the results concerning the best or most effective actuators in

controlling a structure might be influenced by certain actuator

characteristics.

1. The Selection Problem S

The goal of designing a control system always begins with a

dynamic model of the structure. Classical dynamic analysis will lead

to partial differential equations to describe the state of the structure.

As part of the model, the measurements to be made and the controls ®R

available are usually designated. From here a controller is designed

either directly from the partial differential equations (PDE) derived

or by first converting the system model to a set of ordinary differential

equations (ODE). Rather than the separate steps, the selection of the n

most useful measurements (sensors) and controls (actuators) should

ideally be couplt-d with the control law determined. Also common, in

both the POE and ODE approach is the assumption of "perfect" sensors

and actuators which is implicit in the controller design, i.e. sensors

and actuators with infinite bandwidths and no phase shifts. The

resulting controller is frequently too complex to be implemented which

lcds to controller reduction. •

The theory used here is one now available to aid the selection of

the best sensors and actuators during the controller reduction process.

It determines the best out of a possible set of m actuators and the

most useful [ of a possible finite t sensors. [1, 2] The work done

24-4
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to date, however, does not include any of the possibly significant

dynamics associated with the available sensors and actuators. This

work included a model of a particular actuator characteristic to

consider how it might affect the selection results. 0

In exploring approaches to the problem, it was noted that sensors

and actuators which are available can, at best, usually be described

only in terms of finite dimensional models written as ordinary

differential equations. In augmenting the structure dynamics, it

might also be considered that without partial differential equations to

describe the sensors and actuators, modeling the structure over an

infinite spectrum with PDEs is unnecessary. Therefore, in preparation 40

to assess the ef-ect of sensor/actuator dynamics, a number of methods

of sensor/actuator selection were examined with emphasis on ODE

approaches [3-10].

One of the recent approaches to the selection problem involves the

application of linear-quadratic-gaussian (LQG) control theory with

cost decomposition [11-12]. Rather than immediately obtaining a

lower order dynamic model and then designing a controller, in the cost

decomposition approach, with component cost analysis (CCA), the control

input can be included as part of the reduction process. An open-loop ..-

cost decomposition method will first reduce the problem to a higher-

order evaluation model for which an optimal LQG controller can be

designed, but which is still of an order larger than desired. The key

then for this application is the controller reduction process again

using cost decomposition and CCA.

24-5
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2. The Control Problem

Cost decomposition requires a linear model of the system. The

system equations may originally be derived as PDEs or ODEs. But

assuming that the initial linearized reduced evaluation model is

available (or derivable), it is written in the following general form

= Ax + Bu + Dw , xeRn, ucRm , wcRp

D =[B Do]
y=Cx yeR.

z =Mx + v , zcRn

where x is the state and y is the vector of outputs to be regulated [6].
0

The elements of z are the measurement (sensor) information available,

v indicates unmodelled or noisy sensors, and u the actuator signals.

Dew represents unmodelled system behavior and Bw is the unmodelled

actuator noise. The unknowns x(to), w, v are all assumed as random,

zero mean processes with int..nsities W > 0 and V > 0. To date,

perfect sensors and actuators have been assumed in such a model, but

in actuality, finite dimensional models of the auxiliary equipment are,

at best, the only thing available. A low-bandwidth sensor is represented O -

as

n
= Asxs + Bs6 , xR s

",- xs , zeR 5S (2)Z M Ms Xs  , e . =_

where xs is the sensor state and 6 is a column vector whose elements

indicate deflections of the structure. A finite dimensional actuator

appears in the form

24-6
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n
A x + B u eRxa aa a a

m (3)
aYa :CaXa YacR

where xa is the actuator state, u is a column vector of ma signals to

ma actuators. The output forces of the actuators are reflected in Ya"

These models can, of course, be made more complex by including coupling

with each other as well as other system components, the addition of

disturbances, etc. The equations in (1) are to be augmented by those

in (2) and/or (3). The general form of Eqn. (1) will not change,

however, the system order will be increased.

Once the dynamic model is prepared, the goal is to find the sensor/

actuator combinations to meet output specifications, by minimizing the

sum of normalized input variances. To keep the output and inputs

(controls) with the specified ranges, which are designated as 0

-ai <  Yi ( t )  <  Ci i I. . . k " ''.. _ .

-Lui  < ui(t) < Ui  , i 1 . . m Z'-'-'-'

the following variance constr ints are placed on the variables th,'cuch-

out the procedure,

2 2 2
lim E ui(t) = E yi _ i ' i 1 . . . k . -.

lim E E u2  2

where E is the expectation operator. The selection problem then .'-

becomes, in the simplest terms, one of using m out of m possible
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actuators and t out of t possible sensors, to find the combination

which produces the smallest values for

k 2 2 2 2
SE- y.Ia. subject toE. u.i=1 1 1. .-

in the input constrained problem or

m 2 Y2 2
m E. u2/ui subject tot,,Yi = .i=i 1

in the output constrained problem.

3. Component Cost Analysis

Once the problem is established, a nontraditional approach is

taken to solve the selection/control problem. Performance is measured 0

through a cost function V, defined as

V E. (yTQy + uTRU) (4)

. . .
where the weighting matrices Q and R can be chosen to match the problem

specifications [13). Rather than make calculations for each possible

combination of sensors and actuators, however, the process of component

cost analysis decomposes V into a sum of component costs, Vi ,

n
V vi

where

v E [AXi  x i ]  .

2 3x. i

Components can be ranked by comparing their "effectiveness values",

so that

V 1- V-
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Differential equations associated with components x. having the largest

component costs are retained in the model.

As components, each possible sensor and actuator may be assigned a

component cost, 9.

act 1 [ Q ui] i = ... m
1 ,[ ( 2 U .] 1

I =g E ui  1.

JT
V sen i a(y Qy) - 1=g F® [ ziY zi ] .. Z-

Cost decomposition reduces the number of control and measurement devices

by retention of only those with the largest Viact and Visen

This method has been well developed and has shown significant

results. It is much more efficient than methods which rely on testing

all possible locations of measurement and control devices. Although . " -

the final result may or may not be optimal, a good indication of

performance degradation as a function of sensor/actuator number and

location results.

The primary objective now is to determine if the selected locations

of the m sensors and 2 acts are affected by inclusion of the above eqns.

These will, of course, add to the system order initially. Ho,.;ever, any

unit deleted through component cost analysis will also mean deletion

of its associated differential eqns., so not only will u and z be

reduced but the system order as well. Besides locations, any change

in conclusions regarding the number of sensors/actuators would be

significant. There may possibly be a range of /m and/or Z/Z over %

which the effects are more pronounced.

24-9
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B. Dynamic Models

To make comparisons and draw conclusions from the above theory, it

was necessary to detail a particular structure for study. Besides the

structure, it was determined to, at least initially, model actuators 4

only and assume that the sensors and actuators would always be colocated.

The models were developed as shown below.

1. Dynamic Model of a Flexible Structure
S

Although there are some very sophisticated models available of large

structures currently being evaluated, a simpler model has many advantages

during analysis. That includes a higher degree of confidence in under-

standing of the natural motion of the structure and a better interpre-

tation of the results. Therefore, an unrestrained beam in a nominally

circular orbit was selected as the basic structure to be controlled.

It has a specified number of actuators and their possible locations

were identified. 0

The nonlinear dynamics of such a structure have been studied

previously, most recently by Kane and Levinson [15, 16]. The structure

is modelled in terms of variables and coordinate systems introduced

in Fig. 1. Assume that the beam orbits the Earth in the plane of the

paper and that all subsequent motion of the beam occurs in that plane.

Let point 0 represent the center of the attracting body, i.e. the Ear th, -

assumed spherically symmetric, and assume 0 is fixed in the inertial

frame N. To describe deformations of the beam, introduce the inter-

mediate frame R defined by perpendicular unit vectors r and r which

intersect at point R*. Note that r2 is always directed from R* to

24-10
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point Q at the end of the beam. The unit vector r1 is 900 from r2 and

in the plane of motion. rI thus defines the angle O. The deformation

of a generic particle P of the beam, located at a distance x from point

Q, is described in terms of the variable y. It was additionally assumed. _

Vat the beam had a uniform cross section and that the mass was distri-

buted uniformally along the length. Also, the beam longitudinal

defor-nations were neglected in favor of the lateral deflections.

As is the usual practice, y can be written as a combination of

functions of position and time,

V

y(x, t) = (x)qi(t) (5)
i =

where I < v < =. ¢i(x) are the mode shapes and analytic expressions

are known for a free-free beam. Retaining an infinite number of modes

is required for a perfect beam representation, but a selected finite

number is, of course, the practical alternative. The shapes of the

first three modes appear in Fig. 2. The functions qi(t) are not known

and will become state variables whose solution is sought.

To actually write the equations of mction for this structure,

generalized variables have been chosen in the following manner. The

first three state variables, uI, u2 and u3, are defined in terms of

the velocity of point R* in the inertial frame and the angular velocity

of the reference frame R with respect to the inertial frame,

NR* ulrl + u2r2  (6)

N-Rw u3r3  (7)
!0
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The first additional generalized variables are the changes in the time

functions, one relationship for each mode selected to be retained for

our model,

U3+ i i .... (8)

It will be necessary to add o dnd D to the list of state variables

since they are nonconstcnt but required for our numerical solution,

so S
u 4+, (9)"

u5+,, 0 (10)

Finally, is added the time functions themselves 5

k
• = q1 ~ = 1,.. (11)•'" u5+,+i qi i I

Therefore, the dynamic model for the structure would be expected to -

consist of (5+2v) first-order differential equations in terms of the . -.

state variables uZ, = 1, ... (5+2v). Recalling the actuator

locations along the beam have been specified at the positions xk, the -

equations governing the system appear as follows: .

24-14
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-mBu2 +u UUlB + mBsnO 3 n(3cos -) na 0"1)-M +U u u + Y C- cos + F (x) 0! ~(x )q1B- 3 2m8  3 B 0i ( K1 I K

DK 1Q ..1
na ; ""-_ [e( sin e  3sinecoso na

B +2 eBu3 u3ulmB+ D' D -e B + K iXFK(xK) =0

na
u e u -u ue +1- [esino - (x F (x-2 B3 B 31 B 02 B K21 K c K

vV * ( na
G U2 Gijq Hi____+_ G. .q]+ 2 (x )F (x)O
u= j3, 3iG~~q -~ D2~q += iSfO, K=1 j K c K

u4 vu 3  (uisinc + u2cose)/0 12

U5+' UlCOSO u2sin.

--+p q

where mB = mass of the beam

e B xcdx

"B fL x2 odx

L =beam length

p beam density per unit length

y = gravitational parameter

Fc(X K) = force due to actuator located at position xK
c KK

.j(x) = /x evaluated at xK

Gij= 6ij

= functions of modal frequencies, known for an unrestrained

beam

na = number of actuators

24-15
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These equations must be solved numerically to provide a solution for the

motion of the beam.

2. Actuator Model

To evaluate the effect of actuator characteristics, the initial

choice was examination of a time delay in the response of a typical -

actuator. Each actuator would then have an associated differential

equation. The new additional state variables are the actual forces due

to each actuator so that

u Fc(XK) , K = 1, .... na (13)

The differential equations representing the response delays appear as 0

u -- u +- f14U+2v+K K 5+2v+K K (14)

where aK = slope of response curve

fK = the desired force in a given actuator determined from the S

control law.

It is noted that this equation represents the response to a unit step -

' a.:t as seer. in Fig. 3. The larger the .alue of Le slope aK, the

LA-S

Time

Figure 3. Actual Force in Actuator in Response
to a Step Input
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closer the Kth actuator approaches the ideal instantaneous reaction.

This set adds one first order differential equation for each actuator

in the system.

3. Linearized Models

Much of the control theory developed to date for large, flexible

systems has used linear dynamic models. For small perturbations and

deformations, they provide good approximations to the motion of the

structure and practical methods from which to design control laws.

A linear model is required of the form in Eqn. (1) to employ the cost

decompositon technique. In reducing this rodel to a linearized version, " -

decoupling will frequently occur between the rigid and flexible modes.

For the unrestrained beam in orbit, it will occur for a number of

problems in which the ability of the actuators to control the shape in

response to small disturbances can be studied. Consider the following

case. Assume the nominal motion of the beam center of mass to be a .

circular orbit with the beam aligned so that its minimum moment of

inertia is directed parallel to a radial axis. For a beam of reasonable

length it can be assumed that the attitude will not affect the orbit of - -

the center of mass. For small deviations from that nominal solution, -

the equations in (12) will simplify such that the significant remaining

equations will appear [17] .- -

3 eB na Kna

o mBlI eB K=c mBIB-eB K= 1 (15)

V V na

--iGiju3+i + (2U3 u3  u ) G iq1 -iiHq1  +K =1 iXK)Fc(xK) 0
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u5+,+i =qi ",""'

where u -:nd D are values in the nominal motion. For beams in which
3 03

the natural mode frequencies (T) are much larger than the orbital

angular velocity the flexible mode equations completely decouple from

the system [17] resulting in state equations

V . V na
-i1Giju 3+i - iHijqi + K (K)Fc (xK) = 0 (16)

Us+,+i =qi " """

These of course, actually represent a set of equations, two for each

mode being retained in the model. This constitutes our linear dynamic

model for the structure. Augment these with the actuator differential

equations in (14) when desired. Thus there are (v + na) first-order W

differential equations in the linear system.

RESULTS

A. Example

To study the effects of nonideal actuators, that is, actuating

devices with a finite response time, a beam was arbitrarily chosen with

the following characteristics. The beam is of length 20 m and possesses

2a flexural rigidity El of 20 N-m and density p = .8 kg/m. The assumed

circular orbit about the Earth (y = 3.986 x 1014 m3/s2 ) is at an

altitude such that the distance from point 0 to the beam ,-nter of mass

B* is 7 x 106m. Mass characteristics include m = 16.0 kg, eB = 160.0 kg-m

24-18
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and 1B = 2133.3 kg-r The beam was oriented initially as in Fig. 4,

for 0 = 50 and 0 = 0. Note that the beam was initially undeformed.

The desired final state included o = 0 and no beam deformations. This

implies that the beam neutral axis should be straight and parallel to -

a radial vector.

It was assumed that four actuators were available to provide the

necessary torque. There were six possible locations at which to place

the four actuators, which included x values of 0, 3, 6, 14, 17 and 20

meters. The objective was to: i) Determine the best locations at which

to place the actuators and ii) Use those positions to provide the

torque necessary to achieve the final state.

B. Actuator Location Determination

To determine the four n,,st effective positions for the actuators

from the six locations available, the component cost for each was

calculated. Cost decomposition requires use of the linear model, which

is good for our initial conditions. Three modes were used to describe

the beam. Note that we also used equal weights in the cost function.

The actuators were ranked by comparing the cost effectiveness values,

Vi. and the f jr with the largest values are retained. In Fig. 5 those

costs are shown, calculated on the assumption of "perfect" actuators,

i.e. instantaneous response. Since the possible lof tions are

symmetrically distributed about the t am center, it is not surprising

that the cost- are also symmetric about the center. Note that, as

expected from the mode shapes, the outside actuators are more effective.

In Fig. 6, the same analysis is done but now the differential equations

24-19
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for the nonideal actuators have been included. Although the actuators

selected remain the same, the delayed response has made the actuators

at x = 3 and 17 nr "less effective". To explore this further, the
0

response speed was varied by changing the variable aK in Eqn. (14). A

comparison of resulting costs is shown in Fig. 7. The larger the value

of aK5 the faster the response. It is of interest to note the following.

If only two modes had been considered in the dynamic model, the actuator

positions chosen would have been different. Fig. 8 shows costs for

only two modes and aK = 1.0. Now the most effective positions are x 0,

6, 14 and 20 m. However, given a specific number of modes to use in the

model, the actuator model is clearly seen to affect the costs but does 0

not affect the choice in this example.

C. .Xstem Response to Actuators

Initial interest concerned the system response to forces at the

specified actuator positions. Although it is an ultimate goal to

design an LQG controller, a ;uch less complex controller was initially

used here to observe the system response.

1. Control Law S -

The simple control used is derived from that used in [16]. It .

appears as

F = 1o + K 2

where 0 is defined in Fig. 1. It is the angle between a line tangent

to the beam at point Q and a line parallel to r1. The angle 0 itself

was not chosen because it can never actually be measured. The gains

qS.

24-21
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K1 and K2 are arbitrarily selected to reflect a reduction in e to half

of its initial value in approximately 10 seconds. The value F is a

representative force and reflects the torque (F times length) needed

from the actuators to return the system to the desired state. The -

total force F is distributed among the actuators depending on their

location.

2. Response Histories

Four actuators were used with the control law above in the example.

Three modes were used for the beam. In Fig. 9, the amount of force

F required for the torque is represented for two combinations of

actuators. Also compared, dynamic models of ideal actuators and models

which include actuator differential equations with aK = 1. Clearly

there is a difference in the force history when the actuators are a

little slow to respond. In all cases, the actuators at the ends of

the beams were utilized since they are indeed the most effective.

But also compared is the use of actuators at x = 3 and 17 m or using

x = 6 and 14 m as the locations of the second pair. Although there is

a p.rceptible difference, it is less pronounced. Curves #1 and #3

reflect the results of the chosen positions based on cost decomposition

and they are seen to be slightly better than their counterparts.

In Fig. 10 the plot shows ,(t), which is the variable of most ._-

interest. The same four cases are precented. All combinations

eventually bring -. to an acceptable level. Curve -I1 could be inter-

preted as the most effective although the differences are small. One

point is seen in the numerical output and is not obvious in the plot.

24-22
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Curves '3 and #4, i.e. the nonideal actuators, oscillate for a signi-

ficantly longer time before settling out. Finally in Fig. 11, the

deflection of point Q, the near end of the beam, away from the neutral

axis is plotted. An interesting observation is that the delayed response

of the actuator made the maximum deflection of the beam (at approximately

5 seconds) at point Q smaller than in the ideal case. Maximum deflection

may or may not be a problem depending on mission requirements. The

deflection pattern is different, however, and again curves #3 and #4

take a significantly longer time to settle out.

CONCLUSIONS

it is obvious that much work is yet to be done cc- cerning the

attitude control systems for large flexible space structures. Even on

the example used here, inclusion of an actuator dynamic characteristic

did appear to affect actuator cost as well as system response. Although

it did not affect the selection from the cost decomposition in this

example, a different result cannot be ruled but for other cases. More

study is required on this problem, as well as similar examination of

actuator characteristics. Because dynamic effects can be seen, the

. . .. . .
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Curves '3 and #4, i.e. the nonideal actuators, oscillate for a signi-

ficantly longer time before settling out. Finally in Fig. 11, the

deflection of point Q, the near end of the beam, away from the neutral

axis is plotted. An interesting observation is that the delayed response •

of the actuator made the maximum deflection of the beam (at approximately

5 seconds) at point Q smaller than in the ideal case. Maximum deflection

may or may not be a problem depending on mission requirements. The

deflection pattern is different, however, and again curves #3 and #4 .

take a significantly longer time to settle out.

CONCLUSIONS

It is obvious that much work is yet to be done cc-icerning the

attitude control systems for large flexible space structures. Even on

the example used here, inclusion of an actuator dynamic characteristic

did appear to affect actuator cost as well as system response. Although

it did not affect the selection from the cost decomposition in this

example, a different result cannot be ruled but for other cases. More

study is required on this problem, as well as similar examination of

actuator characteristics. Because dynamic effects can be seen, the

question concerning actuator-induced instabilities is also still open.
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ABSTRACT 0

The periosteum is the dense connective tissue coat which covers most of

the outer surface of a bone. A similar coat, the endostew., lines the inner

bone cavity. The periosteum and endosteum play major roles in normal bone
0

physiology. The periosteum is the major source of osteoblast for bone growth

and bone repair (8).

The rationale for this research consists of three simple hypotheses.

I) During the process of bone demineralization, there are coincident and re-

events occuring in the periosteum and endosteum. 2) The putative deminerali-

zation related events are manifested as structural changes in the constituent

elements such as cells, fibers and blood vessels. 3) The anticipated peri-

osteal changes can be visualized using the scanning electron microscope. S

This research has been a continuation of studies done in collaboration

with the Biodynamic Effects Branch in the Biodynamics and Bioengineering Di-

vision at the Air Force Aerospace Medical Research Laboratory. The subject of

the prior study was periosteum from normal rats and Rhesus monkeys. The aim

of that study was to obtain a baseline picture of normal periosteum which

could be used in analyzing periosteum removed from bone undergoing deminera-

lization.

For reasons of optimazation (details given in the objective section),

the baseline studies have been continued in this phase of the continuing pro-

ject. Several new methods have been tested.
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I. introduction 0

In a live human, a boe nad suha the fasir, for exampl, is a living

organ. It has three main mpartments: the matrix, whih onntains a

labyrinth f d mmls the prictem; ad the eriosteal appwndgas, the

osteocytes, which derive from the periosteuam but reside in matrix diamin -

spaces called lacunae (1,2).

When most people speak of bones they have the matrix in mind. It is

the most obvious and massive portion (3). The bon matrix, however, is a

nonliving secretion product of the perioteum (1, 2). By ontrast, the

periosteum is a thin unobtrusive tis= whic hovers the outer surfac of

the matrix of a boe. In fact, except for the articular surfaces at the

joints, the exterior bone surface consists in the periosteum. Thoug in- .0

conspicwxus, the periosteam is coeed of living oalls and their secretion

products, the meet prominent of which are the ooneu. q s fibers (1, 2).

The living periostewu and its appendages, the osteocytes, manufacture and

maintain the non-living bona matrIx (1, 2).

Interestingly but distressingly, most of the research on bone has been

and, even now, is devoted to the characterizatio of the bowe matrix. See -

for exapl references 3, 4, ad 5. Thus only a minr portion of the

massive literature on bon is mcon d with the periosteum. This point of

view is danging, however, as more and ore scientist realize the need for

an intense effort to unover the ciplete story of periosteal influence on

bone function.

Many normal essential Air Foae activities place human bones under

-onsiderable stress and risk of injury. For example, the three main bone - -

25-3.
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functions in humans; protection, support and calcium homeostasis are placed

under stress by such activities as: parachuting, jection from aircraft and *" -.

space flight. Bone injury is usually diagnosed and understood in terms of

chances in the matrix. Accordingly, the Air Force has a considerable in- -- "-

volvement in the study of bone matrix. In light of the evidence that the

periosteum and its appendages, the osteocytes, manufacture and maintain the

matrix (1), it is clear that a profound understanding of the periosteum is

essential to a successful program of bone health, injury prevention, and re-

pair.

The normal or unstimulated structure of the periosteum has been studied

by scanning electron microscopy (SEK) during the tenure of a 1983 AIR Force

Sumer Faculty Research Fellowship. In the two species studied, rat and Rhe-

sus monkey, five distinct morphological regions were discerned, although

sharp boundaries were not visible. The top-most fibrous layer is a coherent

layer of fibers in an interknitted array. Intermixed with the fiber bundles

are many blood vessels. Below the top layer is a second fibrous layer in

which the fibers aremore loosely arranged and mixed with a few cells. A

third region contains cells, fibers and blood vessels in an apparently random

innominate distribution. Cells are plentiful in this region. The fourth la-

yer is highly cellular. In the monkey, the cells are sratified in layers

with each layer separated by network of fibrils. The fifth region which is

justa-matrix is apparently one cell layer thich and in which the cells are

strongly attached to the subjacent bone matrix.

25-4
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In both species, there are certain thick fibers vhich are composed of

thinner fibrils in parallel array. Because the fibrils which constitute the

fibers exhibit a lengthwise structural periodicity, these fibers &.a tenta-

tively called collagenous fibers. The fibers characteristically are covered

with a meshwork, also composed of fibrils, which usually contain pariculate

structures of unknown composition. The collagenous fibrils appear to show

slight differences in the two species. The differences may be due to the

slightly different SEM preparation procedure. In both species, many of the

cells contain numrous cytoplasmic processes.

25-5
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ZI. Object ive

The overall objective of this project is to investigate the possibility . ..

that the osteogenic region of the periosteum plays a significant role in the

bone demineralization which is induced by hypokinesia or immoblization.

This goal is being approached in two stages. Stage I was carried out in

the sumer of 1983 at the Air Force Aerospace Medical Research Laboratory at -

Wright-Patterson Air Force Base. The stage I studies consisted of a scann-

ing electron microscopical (SEM) study of normal periosteum of long bones,

such as femur and tibia, from both rat and Rhesus monkey. The specific aim .

was to obtain a baseline description of the structural organization of normal -

periosteum. The baseline description is prerequisite to any attempt to detect

experimentally induced changes in periosteal structure.

The hypokinesia studies will be conducted in stage II. Rhesus monkeys

will be immobilized according to a protocol developed by Mr. C. Oloff of the

Biodynamic Effects Branch of Biodynamics and Bioengineering Division at the

Air Force Aerospace Medical Research Laboratory (AFAMRL) The hypokinesia or

imobilization experiments are expected to induce bone demineralization. Mr.

Oloff will give me periosteum biopsy samples from the treated animals. Sub-

sequent to submitting the Research Initiation Program proposal, the Biodynamicb

Effects group revised the total project as described below. 1) Improvement and

refinement of the biopsy procedure. While this has resulted in a delay in

starting the hypokinesia experiment, it will improve the reliability of the

sampling procedure and sampling speed. 2) Reconsideration of

bone model. The presently preferred model is the vertebral column which is

the major weight bearing axis in man and Rhesus monkeys.

25-6

-N-'-.. ......"-.

. . . . . . . . . . . .



- ,O-o .-.....

As a result of these changes in the project design, stagel has been S

prolonged and stage 1I has been deferred. The stage I baseline study has been -

continued because of the possibility that periosteum of vertebral bone is

significantly different from that of the long bone which we have already studied

and described in 1983. .

Because the biopsy procedure was still being perfected during the tenure

of the RIP grant, Rhesus samples did not become available until May 24th. Con-

sequently, the grant period has been devoted to testing and improving four of

the analytical techniques which we hope to use in studiying the Rhesus material.

The approach, the procedures, and the results obtained will be described in the

"RESEARCH PLAN" section of this report.

o .
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II.Research Plac

I The Approach

The baseline studies were continued using rat femur because as already

stated Rhesus monkey specimens were not available. The strattsy being to test

and improve the methods of interest using rat femur. Subsequently the methods

can be applied to other specimens when they become available. One old method and

three new methods are being adapted. The new methods are: 1) freeze fracture,

2) enzymatic dissociation to survey the cell population, 3) differential Enzy- S

matic hydrolysis as a device to characterize the three types of fibers which

have been observed in scanning electron micrographs.

In the method being revised the feasibility of using iso-amyl acetate

as a to substitute for ether as the solvent for the collodion solutions in

the procedure for stripping the perioste.m from rat femur was studied. The

method is outlined in the summary of methods section called "modified proce-

dure for rat femur."

The usefulness of freeze fracture for viewing the internal structure of

periosteum was studied. The details of the method are listed in the summary *-. .

of methods section called "new methods."

One way to study the cell population in a tissue is to use a high yield

tissue dissociation technique and barvest-the isolated cells. The cell

suspension may be studied by a variety of techniques. In this instance the

cells were studied by light microscopy as well as SEN. The method of isolat-

ing cells from periosteum in described in the summary of methods section called

cell isolation procedure.

25-8-.. -
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As a result of our previous studies which are suumarized in the last -

two paragraphs of the introduction section, three distinct types of fibers

were described. One type, the largest,contain thinner fibrils in parallel ar-

ray . Because the thin fibrils exhibit a lengthwise structural periodicity,
6

the fibers are tentatively referred to as "collagenous fibers". in order to

obtain an independent and second line of evidence that the fibrils contain

collagen,periosteum specimens were treated with collagenase,an enzyme which

hydrolyzes collagen. The reasoning being that if the collagenase were shown

to disrupt the fibers, this would be independent evidence that the fibers do

contain collagen . The method of enzymatic characterization of the fibers is

described in the section called chemical characterization of fibers by enzyme

treatment. 0
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2. Sksmiary of Method

In ordar to achieve the stated ojective, st&Aard scanning electron

mio Coia procedJUres (4, 8) haw been slightly modified to suit the

Veriostem. Theu sequMM of stesp In mmsey ame the foladgg )

cbtainin the specimen. 2) preservatimn Of natiw state by fixation. 3)

dehyratioc. 4) preparation for SE. 5) oheervatirms and producing a

peuzaaunt record.

Cbt&iJM the soln The rats ware sacrifie and the femurs ware

dissected ot a wanshed in buffered saline. i2w Reus monkey periostes

were obtained by biopsy. They were not uastod before fixation and

unfortunately wers ontminated by adiweing red blood cells. -

Fiain The speciments wae fixed in 2% glutaradehyde in PHI 7.3, 0.2 1 9

phosphate from 3 to 24 boor.

Deyrain A graded series of ethyl alcohol was used in the dehydration,

3S%, 70%, 95% and 100%.

Preparation for SEW; Nomally after the dehydration, specimes are

transferred to iso-uimyl acetate in preparation for the critical point

drying procedure. Carbon di'dds was used for the critical point drying.

Next the specimens were attahed to the stubs with a conductive oument and

covered with a gold coat estimated to be 20 m thic. The observations

wae made on an E= Autoecan Sce-ning Electron Microscope. Unifonnly,

the aclerating voltage wan 20 Ky. A perhanent record wan obtained upon-

Polaroid 55 P/M film. The negatitves were used to utake the prints exhibited

in thin report. 2.e Printing Process resulted in an aditional enlargement

of 2.2 iX. This factor should be used in estimiating the total magnification

In the prints. This proccdure was modifiled slightly for rrt specimans.
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Ho~d gaceurefor rat fae!w: This procedur was developed for the rat

fwsu, but it probably should be used uniformly since it eliminates certain

artifacts, e.g. dissection injury and shrinkage artifacts due to fixation

and dehydration. 7he sequence is as follow: 1) the whoie fmw is f Iu

2) the dehydration was the sme as above, but a subroutine to separate the

pericetan from the matrix 'as inserted before the critical point drying

procedur. 3) isolation of the periostem by embedding it in a coLlodian

mumbra. The details of this procedure are listed below. 4) critical

point drying and ontimation with the standard SE procedure.

VAdetails of the procedure for isolation of the perionta are the

following:

1. The b ere placed In a 1:1 mixture of absolute ethonol

and ayv-acetate, two dhancjes, 15 min each.

2. Next, the bonm es're placed in 1.5% ollodion (dissolved

in the ethanol /anyl acetate solvent) for 15 min.

3. They 'ae next transferred to a small container of 5%

ollodion for S minutes.

4. The top of the containers were than reimoved as the solvent

evaoraedfor 5 min.

5. The bne were removed and hold in the air for a minute or

nvre until a definite solid film cold be sean, and the

small of solvent had decreased. Caution: do riot allow it -

to dry opletely, rotate to insure a uniqore film.

6. 'fl-. semi-dry sample 'as placed in a contairer of distilled

water for 5 min.

7. A circular cut (through the film diem to the mtrix) was

made at each end. One longitudinal cuat extending between

the tocircular cuts wa~s tads.

S. The ban 'as split alongi the longitxUnal line.

9. The membrane was peeled off the split bone, either as one or

two pieces.

25-11



Omena go methods described &ano wenre dm~lcped diringr the tft of

the 1983 SEW1. 7he following section consist of additioal modification

and new methods.

Modificatioa: ra order to determine if the use of diethyle other an

a collodiai solveant produce surface artifacts in calls

and fibers, the procedure for rat tamor will be mrod'i 1*

in only ons aspect. The Clodionw will be dissolved in amyjl

acetate rather than ethmol and diefthlether.

New Metods Th frieeze fractuxe procedure (18)

1. The tissue is fixed as usual.

2. Processed through ethyl alcohols

3.* After the final 100% ethyl alcohol tratmnt inset specimns into

smal cylinder of paraflm contains 100% Ethyl Alcohol.0

4. Crinp shuit both ends of the cylinder.

5. Hold cylinder under liquid nitrogen until frozen.

6. Place the frozen cylinder cCMtaing the frozen tissu o

a metal block precooled in liquid nitrogen.

7. Fracture the cylinder with a precooled, razor blade.

8S. Thaw the specimn~ in fresh absolute ethein1, and remov from the

parafilm cylinder.
JO

9. Dry sample by critical point procedure using 100% ethmiol, rather

then amyl actate.

10. The1 dried tissue fragments are glued onto specimen stubs with silver

ccnductive ceent. The fractured surfaces (which are distinctly

saothe and shinier when viewed under a dissecting microscope are

oriented upward.

11. Ooat specimen on a rotating stage by vaporizing gold to deposit a

layer ca. 20 na thick.
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The following two methods employ the enzyme collagenase, in one instance %

to release cells, in the second case to detect the chemical presence of col-

lagen in fibers.

New Methods: The cell isolation procedure (19,20)

1. Remove femurs as usual.

2. Use the diaphysis,discard the epiphyses.

3. Cut the femur lengthwise and wash the halves with 0.00I M NaEDTA at

pH 7.4 to remove blood and marrow cells from the medullary cavity.

4. Place the washed diaphysis in six ml. or less of dissociation fluid

(2.5mg/ml. collagenase). *e

5. Incubate at 37 degrees C for 30 min.

6. Vortex at intervals and leave in the dissociation fluid for a total S

of two hours.

7. Collect the cells on millipore filters.

8. Fix the cells attached to the filters.

9. Dehydrate the cells. •

10.process for SEM.

When Rhesus biopsy specimens are used begin at this step, cut the

specimen into several pieces. ,- "
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New Methods: Chemical characterizat ion of fibers by eazyme treatment

1. To six mli. of enzyme solution (2.5 mg/al enzyme), add small pieces

of fresh monkey periosteum or fragments of fresh femur.

2. Incubate at 37 degrees C.

3. Fix samples at intervals of two min., four mini., 8 min.,16 min., and

32 mini.

4. Dehydrate specimens.

5. Process for SEM.
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IV. Results ,

I. Modification of the stripping procedure

Substitution of iso-amyl-acetate as solvent for the COLLODION,

did, as expected, make it easier to detect the banding pattern in

the putative collagenous fibrils of rat periosteum.

2. Freeze F-acture

Ideally, freeze fracture seems the best device for opening up

the interior of the periosteal mass without at the same time imposing

artifacts. The two outer surfaces are very easy to study. In the

past when we attempted to study the interior regions, there was a real

problem of how reliable the the observations were.. As of this S

writing, the freeze fracture process has not been successfully used.

The problem is technical, in that the fractured material was lost dur-

ing the critical point drying step. It is expected that working with

the larger Rhesus samples and some minor changes will overcome these

problems.

3. Enzymic treatments

The enzyme collagenase degrades native helical collagen fibrils.

Commercially available collagenase exists in several grades. For

tissue dissociation, mostresearchers employ either crude collagenase

or chromatographically purified collagenase. Both of these forms con- -

tain non-specific proteolytic activity. The highly purified types

are very specific for collagen, containing zero to minimal amounts

of non-specific proteolytic activity.

25-15
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In these experiments , crude collagenase was used in the cell isolation

experiments, Sigma type VII, substantially free of non-specific protease,

clostripan and tryptic activities, was used in the fiber digestion experiments. .

Cell isolation

The cell yield was actually quite good and a variety of types were

visible by light microscopy. During the processing for SEM most of the

cells were lost from the filters. The cell loss occurred during the

critical point drying step. Figure I shows examples of the types of

cells which remained on the filters after the critical point drying step.

It is clear that a way must be found to retain a more representative

sample of the cell types indigenous to periosteum.

Fiber dijestion

Figure 2 shows two of the three types of fibers which have been de-

tected in periosteum. The small arrow indicates a portion of the u-

biquitous meshwork of fibrils which cover and enclose the periosteal corn-

ponents. An example of the putative collagenous fibers is also seen in

figure 2, it occupies most of the field, and is indicated by the large

arrowhead. The putative collagenous fiber seen in this field is actually

composed of bundles of fibrils which are in parallel array. Notice that

the fiber is covered by the meshwork. The highly specific collagenase

attacks both the meshwork and and the putative collagenous fibers. Pre-

sumably, both types are composed of collagen.
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CYCLOCONVERTER MODELING FOR VARIABLE SPEED DRIVES

by

Medhat A. H. Ibrahim

ABSTRACT

A mathematical model of a cycloconverter was developed. TOe model

was developed for the 36-SCR converter as well as the l8SCR converter.

The output frequency can be changed and the SCR's5 conmduction angle can

be controlled between 0-1200. A three phase static load mad. of resist-

ance in series with an inductance was used for testing the model and

the results of simulation were given. A model of the brushiess dc

motor was suggested for dynamic loading of the cycloconverter. Sug-

gestions for further research in this area, are offered.
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I. INTRO-UCTIO.

The constant speed drive represents the lowest installed cost, but my

not provide the flexibility or operating efficiency which can be - -

attained from an adjustable speed drive. Adjustable speed drives are

needed in aircraft systems as well as countless industrial applica-

tions. 1 6  An adjustable speed drive can be accomplished by prime

movers such as: I) gas turbine, 2) constant speed electric drive with

slip coupling, 3) dc motor with adjustable voltage or adjustable field

control, 4) ac motor with adjustable voltage or adjustable frequency

control. The dc commutator machine is suitable for variable speed and

variable torque operation; but due to the brush mintenance and other

problems, the machine is not suitable for aircraft applicatiom.

Fortunately, the brushless dc motor offers the same desirable speed-

torque characteristics as the dc commutator machine without the

disadvantages. The most common configuration of brushless dc motors

is the polyphase permanent magnet synchronous motor with pr supply

conditioning :ircuit which is capable of bidirectional power flow.

This circuit is a static frequency changer which converts a source

frequency to another frequency corresponding to the motor rotation and

is called cycloconverter.3 7  Through the use of the cycloconverter W

the speed of the motor can be changed by the triggering frequency of

the SCR set, and the motor torque is controlled by controlling the

length of on-time of the SCRs. The use of cycloconverter as the power

conditioning circuit is preferred compared to the use of a dc link.5

From the above it is obvious that a good model for the cycloconverter

is needed for the simulation of, steady state as well as transient - -

behavior, a generator-motor set coupled through a cycloconverter
circuit.

II. OBJECTIVES 0

The main objective of this project was to develop a model for repre-

senting the cycloconverter circuit which is linking a variable fre-

quency variable voltage supply to a passive load made of a resistance
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and inductance elements or a permanent magnet brushless dc motor. Due

to the research period frame, the loading with brushless dc motor, was S

left for further studies in the future. In this study the 18-SCRs model

as well as the 36-SCRs model were considered and the conduction angle

was extended to cover from 0 - 120 degrees.

The specific objectives that were pursued are given:

1. To choose a mathematical model to represent the

cycloconverter.

2. To write a computer program to represent the mathematical

model.

3. To load the cycloconverter by a passive load.

4. To suggest further studies to be conducted.

III. MATHEMATICAL MODEL USED FOR THE SIMULATION OF THE CYCLOCOIE ER..

The cycloconverter is a nonlinear device made of switches, SCRs or

transistors, which are either closed or open according to a prescribed

function to shape the output wave from the input wave. If the SCRs

are triggered and have forward bias, it conducts and continues to

conduct after the trigger signal is removed until commutated.

With this in mind, the cycloconverter works like a conditioning

function which transforms the supply wave into a desired output; or in -'-"-,

mathematical terms

" m F (vy,i ) (1) ..... :.

where vm the output wave from the cycloconverter

V s the input wave to the device

i the output current from the .m
cycloconverter, i.e.; currents in

the different SCRs

F the cycloconverter transformation function

which depends on the triggering function and the

commutation in the SCRs.
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Because the large number of SCRs used in the cycloconverter, 36-SCRs

as in Figure 1 or 18-SCRs as in Figure 2 for the three-phase input

three-phase output case, the use of matrices in the formulations is

very useful. For the case of the 36-SCRs shown in figure 1, and the

18-SCRs shown in figure 2. transformation function F given in equation 1 "I-_.
can be represented by the mtrlx D given in equation 2 for the 36-SCRs,
while in the 18-SCRs case the upper right 313 submtrix and the lower left
3X3 submtrix elements are put to be zeros.

d11 d12 d13 d 4 d15 d16

d21 d22 d23 Id24 d25 d26

D d3l d32 d33 Id34 d35 d36  (2) .

41 d42 d31d44 d45 d46

d51 d52 d53 Ids4 d55 d56

d61 d62 d63 Id64 d65 d66
Z p A

The elements of this matrix are related on a one to one basis with the

SCRs in the circuit of figure 1 for the 36-SCRs, and figure 2 for the 18-SCRs
case. Assuming that the SCRs are ideal switches, the elements of theesrix di j  ..

are either set to "1" when conducting or "0" when not conducting or open. '.....

The state of each element in this matrix depends on three factors which are:

1) that the trigger signal is on or off

2) that the bias on the SCR is positive or negative

3) the commutation state of the SCR after the trigger signal

is removed.

Thus it follows that the matrix D can be written as a function of three

matrices, D1  D2  D3, which are dependant on the three criteria listed above

by the following equation:

D D 1  D2  + D3 (3)
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In equation 3 the ()designates corresponding terms inltiplications
of the two matrices. The elements of these matrices are either "* or -.

"I" only and the values are set according to the following rules:

Matrix D I The elements of this matrix are set to 01 if' the

corresponding SCR in the cycloconverter is triggered, and
"0" if there is no trigger signal applied.

Matrix 02 The elements of this matrix are set to be 01" if biased

in the forward direction and to be tm0" otherwise.

Matrix 03 The elements of this matrix for which the corresponding
SCRs are still conducting, after the trigger signal is

removed, are set to "I".* These elements are then set to

"0" following commutation.
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The values of the elements of the matrix D. at any given timre, are

determined by the prearranged control signals to give a specific output

voltage wave. From the matrix D and the knowledge of the circuit.

a matrix C could be formed:

IS laj (4)

where Is  represents the input current to the cycloconverter
I represents the output current from the

cycl oconverter

C : the connection matrix which is constructed of the

elements of the D matrix

From equation 4 and the power equation the output voltages

can be obtained:

m = CTV (5)

where V : the output voltages
Vs : the supply voltages

CT : the transpose of the matrix C.

The matrix C formation will be demonstrated in the next section for a

particular cycloconverter circuit.

IV. CYCLOCONVERTER LOADING AND SIMULATION

A. System Description- A 36-SCRs cycloconverter shown in figure 1,and

18-SCRs shown in figure 2, were simulated by means of a Fortran program. In

this simulation the SCRs in one group are simultaneously triggered for a

certain portion of the wave. By this method a three-phase output voltage

waves, which are 120 electrical degrees apart, were produced. The output

voltage frequency and magnitude are determined by the control signal

and the input voltage.

26-9

........... .°

-. . . . . .*..C..:. I.. -• .-.-



B. Cycloconverter - For the circuit shown in figure 1 the matrix C

could be written as in equation 6, and for the circuit shown in figure 2,

the absent elements are always put to be zeros in 6 .4

d11  d14 1 d21 -d24 1 d31 -d34

-d4 1  d4 I-d d -d6 1  d4 .. -
4 44 51 d54  61 4

C_. d12 -d15 d22 -d2 5 1 d32 -d3 5  (6) 0

-d42  d45 -d52  d55 1-d62  d65

d1 3 -d 16 d23 "d2 61 d3 3 "d36

-d43  d4 6&-d53  d56 1-d63  d66

To demonstrate the choice of values for the di. of the matrix C for the

36-SCRs case : for motor angle O_.j€0(conduction angle) the elmnts d1j - 1

for j = 1- 6,in the matrix D and all the other elementsare zeros.

Also for a generator or supply angle of 126:s gc18ct vB is the most postive

and vC is the most negative, di 2 '1 for I 1 - 6, and d16 =I for i-l -6 fin

the matrix D2. From this information the matrix D can be obtained which indic-

ates that d12  dl6 =1 or IB b  
1C -Ib and va= vB -VC

S"

C. Static load - The load in this case was made of simple resistance

and inductance in series connected to three phase output as shown in figure 1

for the 36-SCRs and as in figure 2 for the 18-SCRs,where the load is wye

connected with grounded neutral. This system is a nonlinear system because

of the switching operation by the cycloconverters SCRs. The load could be 0A

represented by three first order differential equations which are written in

the vector form

di R ) L (7)

where i the current in the load

R the resistance in ohms

L the inductance in heneries

v the voltage applied to the load in volts
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In figure 3, the flow of and the direction of the current in the different

lines will depend on the cycloconverter's SCRs connecting the source to the S

motor lines at a particular time. For this reason the motor angle between

0 - 360 electrical degrees should be divided in six or more segments, depend-

ing on the conduction angle, for the purpose of the simulation.

E. Simulation Results

Due to the time frame and the appropriated funds for this work, only the

static load simulation case was performed. The brushless dc motor case is

left for future study. The resistance in the load was taken to be 2.6 ohms

and the inductance to be 0.175mH. The ratio of input to output frequencies

was varied and also different values of conduction angles were considered.

The program was extended to include the 18-SCRs as well as 36-SCRs models

and the angle was extended to include angles above 60 degrees up to 120

degrees. The program was tested for several cases, some of which is included

in this report. Two cases were chosen for the frequency ratio of 2:1 which

are: -

Case 1: 36-SCRs, conduction angle 100 degrees

Case 2: 18-SCRs, conduction angle - 30 degrees

Two other cases for the frequency ratio of 4:1 were chosen, which are:

Case 3: 36-SCRs, conduction angle 2 59 degrees

Case 4: 18-SCRs, conduction angle - 75 degrees

The output of these cases are shown in Appendix D. An introduction to the

simulation program, flow chart, and Fortran source progrm are given in

Appendices A, B and C.

V. RECOMMENDATIONS

The program was extended to include the 36-SCRs as well as 18-SCRs and

the conduction angle was extended to be from 0 - 120 degrees. The extension

of the program to dynamic loading by a brushless dc motor was left for further

studies.

Also additional research is recommended regarding the following topics:

26-11
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A. To study the effect of parameter variation on the steady-state as

well as the transient behavior in case of the brushless dc motor •

loading.

B. To fabricate a model and verify the test results against the .

computer simulation.

C. To study in detail the control circuits needed for the cyclo-

converter, including the microprocessor selection or design to

best suit the purpose.

D. To investigate the conditions which might create a discontinuity

in the output current of the cycloconverter feeding the dc brush-

less motor.
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CGENERAL DESCRIPTION

"CYCLO" is a FORTRAN language program. It calculates output 0
currents and voltages for a frequency changing SCR circuit. The
program is designed for use with either an 18 SCR circuit feeding
a wve :=nnected load with a grounded center tap. or a -b SCR
ci-c.t,:t feeding a $ phase load. The program charts the conducting
conditions of the SCR's in a series of 6 X 6 matrices. The program
uses positive logic. ie.. a 'l indicates 'on" and a '0' indicates
off'.

E;:ecution of the program can be under four seperate sets of
conditions. The program is di.ided by the circuit type, 18 SCR or
6 F:. and acz-rding to the a angle. The cases are;

1 l SCR's conduction angle < 60 degrees
Z) 12 SCR's 6,.: degrees conduction angle 120 degrees
7) zb SCR's conduction angle 60 degrees
4) 76 SCR's 60 degrees conduction angle .. 120 degrees

The D1 matri.. determines which SCR's are triggered. It does so
by determininc the phase angle of the motor, then assigning Il's
to the approprite-, positions in the D1 matrix indicating the
triggered SC R's.

The D2 mat:.. determines which SCR's are forward biased. It does
so by cetermr-ing the phase angle of the generator, then assigning
1's to the ampropriate positions in the D2 matri:: indicating the - -

forward biased SCR's.
The D12 matr-.. is a combination of the D1 and D2 matrices

indicating which SCR's are triggered and forward biased. It does so
b', multiplyin g th-e element o- D1 by D2 on a one to one basis. Only
an SCR with a i in DI, indicat:ng triggered, and a '1' in DL.
indicating fc -"ard biased, will have a 'i' in D12.
Corsiderat1zn must now be made +or the SCR's ability to remain 'on'

once it's tri. -er has been remo..ed, as long as the current did not
go to zero. There~ore. each element of the D- matri:- is turned 'on'
when 1 's assoc ated SC. Is tU:--ed on. The e emerts of the D matri"-
are ten turned c+4 cnl. i+ the trigger is off and the SCR is

The ,r.atr.. =eterjirnes whi ch £R s are conducting. It does so . -

bv inspectin. the elements of Dl: and DZ. 1f the element in either
D12 cr DZ is : 1'. then a '1* wil! be assigned to that element "
in t ' mat! -..

T7.e =-z-; - . . ta ,e so! .ed b,, '- are the :urrent ar-,-

a !, !e t. t .-e-- . t--. - eral toi"-" .".

'I a i.,oti-a 11iok...re ;.s a tm :itp-t the
mat ' -a z . e 1.4 .X r C . t!her a,-,ai,s s. cesaire . The

t -- zte .-. CLT" -or the .Ctages.
" ' " .'-,i .... ..-. .- er- .. ,6,-._ ~ 'r 

'  h.e .Tat -izes.

at-.. _ £, i 3 : a. -'aJ ;r .. tha zC:ecr,. a-d "  
t or, prlr ted out.

-se .-$ - ".-

7--,i---- Z
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7-

SCR* FIRING ANGLE?
Respond with the firing angle of the SCR's. in degrees. S

NUMBER OF SCRS (1S OR Z6)?
Respond with 12 or Z6. depending on which circuit you desire.

TIME BETWEEN OUTPUT LINES (IN MI-ROSECONDS)."
Respond with the time interval, in microseconds, that you -
desire between each output line. This is an integer number
and is simply used as a counter in the program.

FRECUENCY OF GENERATOR-
Respond with desire generator +requency.

FREQUENCY OF MOTOR-
Respond with desired notor frequency.

ENTER I IF YOU DESIRE MATRIX OUTPUTS
ENTER 0 IF YOU DO NOT.

Respond with a I or a 0, depending on If you wish to
utilize the matrix output option.
'The net three questions are asked only if you have
indicated a desire for matri;: outputs.)

TIME BETWEEN MATRIX OUTPUTS-
Respond, as above, with an integer number. Again, this
is used as a counter.

STARTING TIME CF MATRICES (IN MILLISECONDS)?
Respond with a real number, the time of the first matrix
output.

STOPPING TIME OF MATRICES f.IN MILLISECONDS)-
:.'espond with a real number.

STARI:~TIME (IN MILLISECONDS)-
-FRespor:d with the time you wish the voltages and currents
to te rLLtEd to thier respective output files.

ST:PF.'NG TIME !111LLISECCNL'S).
!;e-p= d wit! a real number, the time y'u wish the program

" .-. a ,n ip~, the t t, .tack to t . user, allowing
t:e .ser to check the a~a bet.ore the program tody runs. The
r ,-a7 then as s:

IF TH!S IS : m TFr-E 1'

IF .' T -E .'
Respon.,i - -t a i., wi 11 repeat the entire input section.

alnwirg the User tz change the data, otherwise the program
..proceed mith s zprat r,.
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OUTPUT DESCRIPTION

FILE .OLTS:.
'his +ile lists: %
TI.EMOTOR ANGLE.AVBV'. Cv.,VYVZ
• .,...'A. '.' aVnd VC are motzr phase voltag.es,

and VX. V'Y, and .- are generator phase voltages

FILE _URENT:
This file lists: "
T:MEMCTOR ANGLE, X.(1),.X (2) Y.3) XS(1),XS(:!),'-S(,3)

where 2.X), and X(Z) are motor phase currents
and x3.:.S.2 . An ZS(7- are generator phase currents.

F !LE MATRIX:
Tis file gives the matrices:
Di. 02. Di2. D7. D

in each case preceeded by the time and %otor angle.

L'T OF VARIABLES

RPM = SF'EE: OF MOTOF: IN RPM

PPMG = SFEED OF THE GENERATOR IN RFM
WM = ANGULAR VELOCITY OF MOTOR IN RAD/S

P = NUMB ER OF POLES OF MOTOR
W = ELECTRICAL ANGULAR VEL. OF MOTOR IN RAD/S

WG = ANGULAR ',.EL. OF GENERATOR DRIVE IN RAD/S
1;S = ELECTRICAL ANGULAR VEL. OF GENERATOR IN RAD/S .--.

THETA = START OF CONDUDTION ANGLE IN RAD
THETM = MOTOR ELECT. ANGULAR DISPLACEMENT IN RAD

THETMD = THETM IN DEGREES
T -I- = 3ENEFATF: ELECT. ANGULAR rOISPLACEMENT IN RAD

_ JF:ENT !N HE DIFFERENT MOTOR PHASES IN AMPS
• .S CU'F . l.N THE DIFFERENT GENERATOR PHASES IN AMPS

F = nEF: !-'.' E OF THE CURRENT r
F: = FHkSE F.EcESTOR IN OHMS

XL =PHESE :NDUCTANCE IN H.
''M= MOTOR V 'LTAGE RATING

. . , PHASE ;.,'OLTAZES
.. '. .'.': = T..F >--.,SE JVOLTAGES

. - '. _AGE , ND T -: EOF:K. .2-ZF: C. RC!. T)

". EET - = AL'H - F1..Z FOR :"-!rF'H D0,C.:GF:cEE-= -...-

""~ ~ ~~' 7T,',.R = .',:-= - 'UTF'U"TO 7- IlLE '" ""iTT ''-' :;'UIF'U ro FILE

-E :E-TWEEN OUIFU L!N "-S
-C C: F"',F: 2JrF'UT TO F L-.ES-

, = '-'£ ULTF'UT TO MATRIX F.E
' -'D ,. FU I 1 M T I:.', ILES

,'" M~~~:"E = I'-" .ETWE r'ralF:Ix UUT'-LI "--i "-

F: 0 I_.Tk,1 j U ' ' I

-: -,.-W~F- ~*J~i.' ~ uTFLTS
".L HE DEI,-rr -L: rl-1iGER GOiE AWkY " ""

- -- J LR-.I F: U R . .- ' :HE DAIA
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APPENDIX 6

COMPUTER PRDGRDJ4 FLOW0HART
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STA~tS

I'.tfA, PT M,~fa sXL cAE~W; ) ,
X(.) 2) x~) x.c(I),AZ) ()0

MIPV CNotr TCE'CT P4AAje

VV.

xf cos~owe Po fim~o

SCAU YES.3 5 cit'

AN** ..

,6019 120'



coNs-rAwuT 012eF~r A I

ceso rot4T P mp P

Lcomfue F.M CALL I (IA F1aM FAM

To TWie r- LF.4VOLT

koricFootCALL SrAFA~v

TO TE IILF:CL 6-20

T.1
. r . . . . . . . . . .

sr . .

. . .. . . . . . . . . . . .
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001ic PROGRAM CYCLO3
.002CC C PROGRAM FUN LOADING T4E CYCLOCONVERTER
OU030C C
4O044C C0
00030C C RPM - SPEED OF MOTOR IN RPM
O00"C C RPPG a SPEED OF THE GENERATOR IN RPM
0007 C C W. - ANGLLAR VELOCITY Of MOTOR IN RAOS
0OO80C C P - NUMPER OF POLES OF MOTOR
0060c C V - ELSCTRICAL ANGULAR VEL, OF MOTOR IN RADIS
003CC C vG - ANGLLAR VEL. OF GENERATOR DRIVE IN RAOSIS
0011C C vS - ELECTRICAL ANGULAR VEL. OF GENERATOR I1 RADIS
0012zC C THETA - SIART OF CONDUCTION ANGLE IN MAD •
00130C C THETM a MCTOR ELECT. ANGULAR DISPLACEMENT IN RAO
U014;Z C THETPO - TIETM IN DEGREES
0013C C THETG - GENERATOR ELECT. ANGULAR DISPLACEMENT 114 $AD
0016CC C X - CURRENT IN THE DIFFERENT MOTOR PHASES IN ARFS-
00170C C XS - CURRENT IN THE DIFFERENT GENERATOR PHASES IN AMPS
0011CC C F - DERIVATIVE OF THE CURRENT
00194C C N - PHASE RESISTOR IN OHMS
COZOOC C XL - PHASE INGUCTANCE IN He
0021C C VM " NOTCH VOLTAGE RATING
0OZZOC C VNPVYPVZ - GENERATOR PHASE VOLTAGES
00230C C VA*VBVC - MOTOR PHASE VOLTAGES
0024 C C VN a MOOE VOLTAGE (Y INDUCTOR AETVORKP 18 SCO CIRCUIT)
OZSCC C ALPHPALPHA w TRIGGER ANGLE (DEGREESPRADIANS)
00260C C BETA - ALPHA - P/I (FOR ALPH ) 60 DEGREES)
0OZ70C C
00280C C TSTART a STARTS OUTPUT TO FILE
00290C C TSTOP w STOPS OUTPUT TO FILES AND STOPS PROGRAM
00300C C TTIME - TIME GETVEIN OUTPUT LINES
0031CC C TCOUNT - COUNTER FOR OUTPUT TO FILES
O3ZOC C MSTART - STARTS OUTPUT TO MATRIX FILES
00330C C PSTOP * STOPS OUTPUT TO MATRIX FILES
0034CC C "TIME - TINE BETWEEN MATRIX OUTPUTS
003SOC C MCOUNT - COUNTER FOR MATRIX OUTPUTS
00353C C
00354C C Fl a
00353C C F2 - FLAG FOR THE INSTANT THE TRIGGER GOES AWA.
0035 4C C F3
00360C C
00370C C
00300C C PROGRAM DEVELOPED BY, MEONAT A. N. IBRAHIM
00390C C
00400C C
C041CC C DATE, NOVENER 1 9 a 4
00420C C
40430C C
00440C C
00450C C ***********e,*****t*********** ******* *******************
00460 DIMENSION Cl(6,6),02tb.6),O(6,6),C(3,3),CT( 3.3.I
00470 DIMENSION )(6),XX(6).03(6,61,lZ(8b6),F(3),XS(31
00460 REAL VM, Vie Vso VCD VW, VY, VZo THETA, THETH. T'4EIG
CO490 REAL MSTA47PMSTOP
00500 INTEGER SCRPFIFZ.'3
00510 DATA VM/15C.OITHEA/30Q.O/TCOUNTl/
05ZO DATA P 1/3. 2413SZ6536/t COMT/C.O/ aT/O.O/p N I /10/oI1-/l.OE-O6l
00530 DATA00530 DaTA X(1)/C.0/,X12)/O.O/,X(3)/O*O/.1X113)/O.OIXZ(ZI/G.C/,X113)1e/0"'.0/.

00540 OPEN(UNIT- 9, FILE-OCURENTI# STATUSe*NEV.)
0000 OPEN(UNIT-1O, FILEa'VOLTS', STATUS-W'm )

* 00560 CPEH(UNIT-Il FILE-'MATRIX', STATUSa'NEV')
00565 OPEH(UMIT-12, FILE-'ORCRNT*, STATUS-NEV)4"

*00570C Co****e**e* ..*.e.**.*...o.....e*******.. *******e
0050C C THIS SECTION READS INPUT VALUES FROM THE SCPEE-

..................... . .....
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Uocio 04 PQINTS, ' C4 FlaING ANGLE'
00610 READ*# ALPhI
00620 DATA P/4.OCJP'q13/,R/Z.60/,XL/0.000175/
40630 PQINT*, I NUMBER OF SCRS (16 OR 36)'
00640 READ0. sca
00650 PRINTs, ' lIME BETwiEN OUTPUT LINES (IN MICROSECONCS3'
00b60 PlEAOS, TTIPE
34J670 PAINT~s, I FREQUENCY OF GENERATOR'
C0680 READs, 40MG
00690 PitINTS, I FREQUENCY OF 4OTOR'
00700 READS, RPM
00710 PRINT', 'ENTER 1 IF YOU DESIRE MATRIX OUTPUTS'
00?ZO PAINTS, 'ENTER 0 IF YOU 00 NOT*
C0730 REA&DSFl
0074C IF(Fl*EQ.01 GOTO 06
007160 PR INTS, I lIME BETWEEN MATRIX OUTPUTS (IN MICROSE:CmDS)'
030760 READS, NTIPE
C0770 PRINT*, I STARTING TIME OF MATRIXES (IN4 MILLISECOMOS)'
00780 READS, NSTART
00790 PRINTSp I STOPPING TIME OF MATRIXES (IN NILLISECONDS)'
00800 AEADS, MSTCP
008110 06 PRINTS,# STARTING TIME IN MILLISECONDS'
00620 PRINTS, (NORMALLY 0.08'
00830 RiAD*,TSTANT
0084C PRINTS, ' STOPPING TIME IN AILLISECONOSt
00550 AEADSTSTOP
0086C C5,S.SSS5SSSSSSSSSSSSSs ss*

00670C C THIS SECTION REPRINTS ALL ENTERED DATA* ALLOWING
00680c C FOR AN ACCURACY CHECK PRIOR TO RUNNING THE MAIN
0039CC C BODY 13F INE PROGRAM, AND PROVIDING AN OPPONTUNITY
00900C C TO CHANGE THE DATA.
0091C ~~SS.SSSS5SSSS5*SSS*SSS**S
00920 PAINTS, 'TRIGGER 4NGLE' ',ALVA
00930 PRINTS, 'NLNSER OF SCRS' 1',SCit
00940 PRINT', 'TIME BETWdEEN OUTPUT LINES (MICROSECONDS)' 'PTTIME
00950 PRItI N T, ' GENERATOR FREQUENCY' ,RA
C0960 PAINT',- 'MCTOA FREQUENCY% ',pH
00970 IF(F1.E0.0) GOTD 03
00980 PRINTS, 'YCU HAVE REQUESTED MATRIXES'l
00990 PRINTS, I STARTING$ ',PSTART
01000 PRINT*, I STOPPING' ',MSTOP
01010 PAINTS, INCREMENTS j- ATIPIE
C1020 03 PAINTS, 'YCU HAVE REQUESTED THE PROGRAM TOl'
01030 PRINTS, START OUTPUT' ',TSTART
01040 PRINTS, STOP OUTPUT' ',TSTOP
olo050 PRINTS, 'IF T4IS IS CORRECT# TYPE 1'
01060 PRINTS, 'IF NOT, TYPE 0'
01070 REAOSF3
0106.0 IF(F3.EQ.O) GOTO 04
010C c5SSSSSS*S'SSSS

01100CC INITIALIZING VARIABLES
OlllrC CS*S*S*SSSSS''SS

4;1120 PCOUNT a MlIME
C1130 ALPHA - ALFH 5 PI / 180.0
01140 WM - RPM 5 2.0 5 PI / 60.0
01150o 06 - RPMG 5 2.0 * P1 / b0.0
01160 THETA *THEA 0 PI1 180.0
01170 W PIZ. C *WM
01180 WS -2.0 5 WG
01190 TP *2.0 * PI / W
0120C C*S'~SS SSSS55555SSSS

0121cc C INITI4LIZES 0,01,02,03 MATRIX TO 0.0

ii12id 00 9 I11, 6



0120 5 ; J-ip t
01.250 D(Is.) j * 0.0
01200 O1(I#J) 0 0.0
01270 02(IpJ) c .0
02.230 03(IJ) C.0
01290 9 COAT INUE
0120CC C**...e*4.s***e**..
01310C C PRINTS DATA INP39MATION TO
Q13ZOC C OUTPUT PILES CIJREMT AND VOLTS*

01340 WRITE(9v7l SCRvALPHpAPMDpRPMG
014350 WRITE(1OPY) SCloALPNRPolvRPNG
01340 7 FORMAT15XvISCA * *,12 ,'ALPH a IPS*ISX#*RPN *FDPTl,5i* -

01370* RM ,T1

01390C C THIS BEGII#S THE LARGE LOOP OP THE PROGRAM
014000 C AND IS WHERE THE BOTTOM ROUTES BACK TO.
01410C C*w*********e****.*.ees*..
01420 01 INDEX - I
01430 02 THETA W 0 T
01440 IPRIIO - 1NI(THETM / 2.0 / P11
01450 THETA a THETA - PLOAM(PRIH) * 2.O0 *PI
a1408 THETG - WS It T
01470 IPRIN - INI(THETG I 2.0 / P11
02440 THETG w THETS - PLOAT(PRIN) 0 2.0 * I
01490 VX - VM * SIN(THETO + THETA)
01500 VY - VM * SIN(THETG -2Z.0 * Pt1 3.0 + TH4ETAD
01510 VZ a yRt * SINITHETG -4.0#P * III 1 3.0 + THETA

01930C C THE POLLOWING ARE BRANCH COMMANDS BASED 0N.
0154CC C THE ANGLE ALPI4AIRAOIANSI
0199CC C THE NUMSER SCR (Sd'S IN THE CIRCUIT)
01560C C********.*************,
42576 IF((SCR.E0.36).A%0.9ALP4A9LE. P11390)) SOTO I"O
01390 IF((SCR.EO.36).ANO.(ALPt4A.LE.Z.0*PI/3.011 6070 300
41394 Z(SCR.fiEl.1).ANO.(ALPNA.Lfe. P1/3.0) 01 0 000 6
01000 IF((SCR.EO.16).AHO.IALPNA.LE.2.0*PI/3.0)) GOT0 706
01610cC .*.*..**...*..*.*.**.*.e.ew~
01620C C CONSTRUCTICH OP THE 01 MATRIX FOR ALPHIA LE 60 DEGREES
01630C C A0D 36 $CRIS IN THE CIRCUIT
01644C C
01600 C THE VARIZABLE THETAS IS DIVIDED INTO 12 PORTI ONS
61666C C EASED Ohs
01070C C AULTIPLiS OF P11390
01694C C ANO (PULTIPLES OP P1/3.01 + ALPH4A
01094C C
01700C C THE FLAG F2 IS USED TO DETERMINE THE INSTANT
01710C C THE TRIGGiR GOES AWAY# INDICATING THE
01720C C HOMEMI TO CRATE THE 03 MATRIX.
0173C ****.*.***S**************~
01740 ZOO XPCTHETM.L7.ALPHA) COTO 240
01750 IF(TNETA.LT.PI/3.0) COTO 295
01760 IF(TIETl.L7*lPI/3oO4ALPHAl) GOTO 250
01770 IF(Tt4ETN.Lle2o0*PIl3oO1 60T0 295
01730 IF(ThETM.L7.fZ.O*PI/3.0.ALP4A)) COTO Z0
01790 IP(TN4ETM.LI.PIl GOTO Z95
01600 IF(THET4.LT.(PI+ALvHA)) GOTO 270
01810 IF(TNETA.L7.40P1/3o0) COTO 295.
01320o IPITHET4.LT.(4.o*P113.OeALPHA)l GOTO 260
01630 IF(TIIETISLTo5.o*PI/3oO) GOTO 299
61644 IF(TNETM.LT.(3.O*PI/3.D*ALPHA)) COT0 290
101850 IF(TNETMoL7*Z.C0PI) GOTO 299

070 240 P2 1262



(j~8SC 0I2 24Z J,106
u1890 01(1,J) 1.0_
016QO Z2 CONTINUE
01910 GOTO 70
sU1920C
01930 250 Fl - 1
01940 00 2.2 J1,6
019 0 1l(6pJ) - 1.0
31960 232 CONTINUE
01970 GOTO 70
019sUC -
01990 260 F2 - 1 0
cZOOO 00 26Z J-2,b

02010 ol(2,J) ..a
02o2o 26! CONTINUE
02030 GOTO 70
G204C

02050 270 F2 - 1
02060 00 272 J"Ip"
C2070 01(4pJ) * 1.0
OZa8c 272 CONTINUE
02090 SOTO 70
021 3OC
02110 280 F2 - 1
2120 . 00 282 J-3,h

02130 01(3,J) " 1.0
02140 282 CONTINUE
0.150 GOTO 70
02164C S
02170 290 F2 - 1
02180 DO 292 J,6
02190 0C(5,J) * 1.0 -
CZZ00 292 CONTINUE
02210 GOTO 70
0220C-
02230C Co*..**9**********~
02240C C THIS CAEA7ES T4E 03 "ATRIX THE INSTANT 5
32230C C ThE TRIGGER GOES AWAY# THEN CLEARS
0ZZ60C C THE 01 MAiRIX.
02270C *******s*** ******** 9********
02260 293 IF(F2.EQ.1) THEN
02290 00 297 I-1#6
02300 00 297 J*T,-6
02310 03(1#J) - D(IJ) "
02320 297 CONTINUE
C2330 FZ " 0
02340 ENDIF
02350 00 296 1-1#6
02360 DO 295 J.1.,"
02370 01(I J) -0.0
C2380 296 CONTINUE
02390 GOTO 70OZ0 '.OOC

0241cc C*,*see*,*...**s**e**********$**
OZ4ZOC C CONSTRUCTION OF THE 01 ATRIX FOR ALPHA 60-120 DEGREES
02430C C AND 36 SCR'S IN THE CIRCUIT
02440C C
CZ24OC C THE VAR IABLE T'ETM IS DIVIDED INTO 6 PORTIONS
v2460C C BASED ON MULTIPLES OF PI/3.0
02470C C
024680C C THESE APE THEN SPLIT BY AODING IN THE VALUE BETA*
02490C C (WHERE ETA - ALPHA - P1 / 3.0) S
0250CC C
W5Z1lOC C LESS TwAN BETAS INSURE TWO LINES IN 02 TURNED ON

. °.



025.z0c C tI0RE IMAM ST&a TUaN APP*.)PRIATE LINE [N 02 OFF
0233C C

02150 300 OETA *ALPOsA -PI 3.0
0256C
020.71 IP(Ti4ET04*Ll.ETA) C0T0 340
025810c
402390 IP(THETf..QfP113*3) COTO 34

02614C C TNETMq 1S NCWd GE BETA ANO THETM LT P1/3*0
0Z620: C 30 01(5# ) IS NOW ZERO

0i2646 00 302 J-1#6
02850 03(59j) -0450j)
02660 01450j) * .
02670 302 CONTINUE
02680 6010 70
0269C
02700 304 IF(TMETA*L1.EPI/3.O.SETA)U COTO 350
0271C
02720 IF(TN!TA.Gf*Z*0*PI/3*O) SOTO 310
@2730 00 308 J-1.8
02740 03(1,J) *041*J)
02750 01(1.JI a .
02760 300 CONTINU!
02710 COTO 70
027600
@2790 310 IFtTHETP*LI*(2.0*PIi3.**ETA3) C0T0 380 4
0200
02610 IP(TNETM*GE.PI) C0TO 318
02320 00 314 J-1#6
02630 D3(8,J) *0(hJ3
02640 01(60j) a C.0
02650 314 CONTINUE
02380 40T0 70
0287C
02600 316 IF(TNETN*L1.(PI4IETA)) COTO 370
02890C
02900 IF(TIETN.Gf*4.0*PII3*O) 60T0 322
02910 CO 320 J1.968
02920 D3(ZPJ - O Qv)
02930 D1(Z#J) - Go0
02940 320 CONTINUE
0D2950D COTO 70
0296CI
02970 322 IF(TIETM.LT.(4o0-0PI/3.0.BETAJ) COTO 380
02911C
02990 IF(TNETN.GE.5*0'PI/3.0) COTO 328
03000 00 326 J.1,6
C3010 D3(4pJ) .O(AD-J)
030Z0 01(40j) - ce0
03030 326 CONTINUE
03040 C010 700
Q3025CC
03080 326 IF(TI4TN.LI.(5.0*PI/3*0*SETA)l 60T0 390
C307C
03060 00 332 J.1,&
03090 03(3,JJ *043,JI
03100 01(3&J) w CA0
v31lG 332 CONTINUE
03120 C0T0 70 26-26
0313C
03140 340 00 342 J-2#6
c3i151C 01(1,JR 1.0



03160 01(5#J) *1.0

0317C 342 CONTINUE
,j31SO GOT'J 70
C3190C
03200 350 00 332 J- Is.6
03210 01(60j) - 2.0
03220 C1(IsJ) - 1.0
U32310 35Z CONTINUE
03Z40 GOTO 7U
032.OC
03260 36C CO 362 Jl1#6
03Z?,0 01 (ZRJI 1.0
03280 01(62-J) 2 .0
03290 36Z CONTINUE
ra330O GOTO 70
0331C
03320 370 00 372 J,1 #6
03330 01(4..I) - 1.0
03340 O1(2.-J) - 1.0
03350 372 CONTINUE
03360 GCTO 70
0337C
03360 390 00 362 .JQ1#6
U3390 01(3#J) - 1.0
03400 01(4pJJ * 0
03410 392 CONTINUi
03420 GOTO 70
0343CC
03440 390 00 392 .1.1,6
43450 01(30j) - 1.0
03460G 0213&J) 10

iCa3480 40TO 70
%)349OC
03500C C.*******4*****
03110C C SEE PAINT STATE?!ENT BELOW*

0353CC

03540 600 IF(THETMoL1.ALPHA) 6070 650 N

03550 IF(THTA.L7.PI/3.0) GOTO 695
03560 F(ThETM.L7.(PI3.+ALP4A)) 6070 635
03570 IF(TWETM.L7.Z.0*'PI/3.01 GOTO 695
03560 Zr-cTNETM.LT.(2.0*PI/3.DoALPN4A)) 6070 660
03590 ITHhLIP)GOTO 695

03600 IF(TkETN.L7.(PI+ALPIA)) 6070 670
03610 IF(THETM.L7.4.0*P1/3.0) 6070 695
id36Z0 lP(THSTM.L1.(4.0*PI/3.0+ALPNAH) G070 660
03630 IF(THETM.L7.5.0*Ptf3.0l G070 695
03640 IF(THETM.L1.(5.O0PI3.0*ALPNA)) 6070 690
03630 IF(TmiTt.L.2.00PI) GOTO 695
03660C
0387C 65C Ft I
03680 'UO 652 .1.1,3
03690 01I1,j) - 2.0
0370C 6ti2 CONTINUE
03710 6070 70
0372CC
0373C 653 92 - 1
03740 010 658 J*4#6
03754 DIt6mJ) 2 .0
03760 656 CONTINUE
0370 GOT0 TO 26-27
03 780C
0379r, 661 92 -1



0350C- 00 b6z J6103
;3l IQ 0 1(,) -1 10
03820 662 CONTINUE
03830 G070 N0
6540 6C Z - I.-

03650 00 672 J.,6
C3464 01448j) - 1.0
C3970 672 CONTINUE
W388g GOTO 70
03890C
c3qua 680 P 1
03910 00 bSZ J-193
03920 01(3,J) 10.
03930 68Z CONTIAUE
03946 COTO TO
03950C
03960 690 F2 - I
03970 00 692 J-4,6
03980 01(50,j) - .0
03990 69Z CONTINUE
4000 OTO 70
04010C
04020 69! IF(FZ.EO.I) THEN
04030 00 697 1-106
04040 00 697 J-1,6
04050 03(iJ) a 0(I.J"

04080 697 CONTINUE
04070 F2 a 0 0
04080 ENOIF
4)4090 00 696 I-1#6
04100 00 696 J6106
04110 D0(IJ) 0.0-

041Z0 696 CONTINUE
04130 GOTO 70

04140C
04150C 600 PRINT4,' TIfE 16 5CR CIRCUIT WILL HAVE NO OUTPUT'

04160C PRINT*,' UNDER A TRIGGER CONDITION OF LESS THAN.

C4170C PRINT*p, 60 OEGIEES, SINCE A MOMENT DOES NOT EXIST.
60418Cc PRINT*,' W-EN TWO SCRS ARE TRIGGERED TOGETHER TO'

0419CC PRINTO'P PfOVIDE AN INITIAL PATH FOR CURRENT.'

0420CC GOTO 999
00#210C
0$220C C.*-'."+"-.**
04230C C CONSTRUCTICH OF THE 01 4ATRIX FOR ALPHA 60-120 DEGPEES

04240C C AND 16 SCR'I IN THE CIRCUIT

0420C C
04Z6CC C THE VARIABLE TPIETM IS DIVIDED INTO 12 PORTIONS

04Z70C C BASED 001

04180C C MULTIPLES OF PI/3.0

04Z90C C ANO (MULTIPLES OF P11301 * BETA

04300C C (WHEiE BETA - ALPHA PI I 3.0)
0431CC *********@************

043Z0 72C BETA - ALPHA - P1 / 3.0
0433CC

04340 IFITNETM.LT.aETA) GOTO 74-+
043 SOC
04360 IF(THET4.Gk.PI/3.O) OTO 704

0437C .**.*e***~*
04380C C TMETM IS NCW GE %ETA AND THETM LT P113*0

04390C C So 01(3# I IS NOW ZERO
04400C *************

04410 Do 702 J1. 6

k4429 03(3#J) C(5oJ) 26-28

................ _..

..................... *

.. .......... . . . . . .........



C4430 01(5,4)l C.
04410 732 CONTINUE
04430 GQTU 70
04466.C
04470 704 IF(THETA.Ll.(PI/3.0*5U&TA)) COTO 790

C4490C IFITHETM.Ge.Z.OOP113.0) SOTO 7L0

04100 00 7Qd J*L.8
04510 03(1*JD - C(1.Jl
045zC ul(jJ, - C.0 p..

04930 708 CONTINUE
045400 SOTO 70
04330OC
04560 710 IF(TIETN.L1.(Z.0*P113.0+SETA)) COTO 760
0457C
04580 1F(T~iITM.GE.PIJ COTO 718
04590 00 714 J-1.8
04600 0316,41 a CIO.J)
04610 01(6#J) a C.0
4046Z20 714 CONTINUE
04630 COTO 70
04640C
04850 716 IF(THETI4.L7.(PZIETh)) COT0 770
046C
04870 IP(THfTR.GE.4***P11390) SOTO 722
04480 n0 720 J0106
04690 03(2pJ) aC(2#J)
04700 01(2*J3 a C.0
04#710 720 CONMTINUE
44710 S0T0 70
0473C
04740 722 IF(THETM.LhI(4.G*FI/3*Q.SETA)) COTO 780
0475C
04780 IF(TI4ETM.Gf.5.0*PI/3*Ol COTO 726
04770 00 728 J1*.
04750 03(4.43 a CI*pJ)
34790 D1(4,41 - C.0
04800 726 CONTINUE
04810 COTO 70
0482C
04630 726 IF(THET~eL7.(5*0*PIi3.0#$ETA)) C0T0 790
~ 644C
04850 00 732 J'1.-6
4.4860 0313pJ) - E13,J3
04870 01(3&J) - C*0
C4680 732 CONTINUE
04690 COTO 70

04910 74C 0O 742 J-2,3
04920 01(1,43 - 1.0
04930 01(5#J+3) - 1.0
i44940 742 CONTINUE
u4930 COTO 70
0496C
04970 75C 00 732 J-1#3
4*94c 0111#.J) - 2.0
04990 D1(6p4.3) - 1.o
0500C 732 CONTINUE
05010 COTO 70
450C
05030 760 00 762 J-1#3
05040 01(2,4) - 2.00
C0500 01(8,4.3) - 1.0 26-29
C 068 762 CONTINUE



71iI 17107

05090 770 CO 772 J-1#3
(i5190 0 1(zpJ) - 1.0
05110 01(4*J*3) - 1.0
03120 772 CONTINUi
J5130 GOTO TO
£ 5144C
05130 780 00 76Z J-203
%J5160 01 (3 pJ I * 1.0
%5170 Dl(4.J.3) - 1.C
U31IC 7a2 CONTINUE
03190 COTO 70
0320C
CSz1O 79 00) 792 J*1,3
03220 O1(3,J) - 1.0
05Z30 01(5*J+3) v 1.0
G3240 792 CONT INuE
05250 GOTO 70

OS28@C C CONSTRUCTICH OF THE 02 MATRIX
05Z90C C THE 02 MATRIX SHOWS WHICH OF THI SCRIS
C5300C C ARE FOPUARD SIASED AT ANY GIVEN MOMENT
05310C C
05320C C IT IS SASED ON THE &NGLE OF TI4ETG AT
09330C C THE GIViN MOMENT
053400 -

03350 70 IF(THNETG*L7,P113*O) GOTO so
05360 cPTNTG*LT.Ze09PI/3v0) COTO 90
J.6370 IF(THE7G*L7.PX) BOTO 100
G5380 IF(ThETG.L7.4*Q*PIII.0l GOTO3 110
05390 LF(TI4ETC.L7.5e0*PI/3*Q) GOTO 120
05400 IF(TNETG.LI.Z*O*PI) GOTO 130
0541C
05420 so Do 92 IsI,6
05430 02(1,31 *c.o0P

05440 0(13-1.0
C5450 02IopS) *1.0

05460 82 CONTINUE
05470 60TO 144

05490 g0 00 92 1-1.6
0550C 0Z(XS) *C.0

05510 02(1,1) * 0
0520 CZ(Iv6) 2 .0
05530 92 CON4TINUE
05*6C GOTO 14J
055 SOC
05562 low 00 102 1-1,6
05570 02(1,1) *C.0
C38 02(1,2) *1.0
05590 02(1#6) 2 .0
0.4600 102 CONTINUE
05610 GOTO 14a
C562C
05630 110 00 122 le1,6
01640 02(I,61 - C.0
05650 02(Ip2) - 1.0
05660 02(1,4) - 1.0.*
05670 112 CONT INUE
42660 &OTC 140
G5690C 26-30
U3700 120 00 122 1-10-6



!35730 CZ(Z,4) 2 .0
05740 122 CaNTINUi
05750 G070 1ItO0
05760C
05770 130 00 132 1-3pb
05750 OZ(1D4) C .0
03790 021,#3) - .0
05600 02(103) 2 .0
05810 132 CONTINUE
05620 144 CONTINUE
0583C
0584CC C TURN OFF PORTIONS 03 01ATRIX
0565c ~.a.**..*.**.***********
05860C
03a?0 IF(ALPHAaL1.PIl3.31 GOTO 550
058acc
0569CC C.****4..**e****e*e******.*~
059000 C TURNS OFF PORTIONS OF 03 MATRIX FOR
05910C C 60 DEG 4( ALPHA < 120 DEG
0592CC C
05930C C THE PROGRAP DIVIDES INTO 6 PORTIONS#
0594CC C EACH PCRTICN THEN CHECKS FOR REVERSE CURRENT*
0595CC C
05964C C IF REVERSE CURREhTv 03 MATRIX IX ZEROED
05970C C
09500 C IF NOIT, THE APPROPRIATE 03 LINE FOR THE COMODUCTING
05940C C CURRENT IS LEFT 0o.

06010C

06020 IF(THETM.LT. -PI / .4+&L P4AJ I60O0 545
06030 IF(TMETN.Llo P113.0 I S0T0 520
06040 IF(THETM.LY. ALPHA) 6070 520
06050 IF(THETM.LI.2.o*PI/3eO S OTO 525
06060 IF(THETN.L7. P113.*+ALPHA) S0T0 525
06070 IF(THETMoLl. P1 S OTO 530
06060 IF(TNETM9LT.2.O*P13.OALP4A) SOTO 330
06090 IF(THET".L1.4sO*P1I3o0 S OTO 535
06100 IF(THETA.Llo PZ *ALPHA) S070 535
06110 IF(THETM.Llo5*O*P113eO SOTO 540
001z0 IFfTHETM.L7.4.G$PI/3.O*ALPHA) SOTO 340
06130 IP(THETA.L'T.2.00PI GOTO 545
4614C
06150 520 IF(X(Z)*GT.0.0) THEN
06160 00 521 J-106

06170 D3(5#Jl - 0.0
0615000 121 I11,3

06190 D3(!PJ) *0
C62&PC 521 CONTINUE
06210 ELSE
06220 DO SZZ I-'.3
06230 00 522 J-1#6
06240 03(IoJ) 0.0r.
06250 522 CONTINUE
06260 ENOIF
06270 GOTO 150
062suC
06290 5ZS IF(X(11*LT.Oo0I THEN
06300 00 526 .5-106
C63L0 0341,.JJ - 0.0
36320 DO 3ze 1-4,6
06330 03(IJI - 0.0 26-3L
063*0 5Z& CONTINUE

49



(03 6C 00 527 1,406
J64370 00 527 .1o1.
04380 03(ZJJ - 0.0
G6390 527 CONTINUE
044 ENDIF
06410 6070 150
0.42C
0443ft !30 IFIW(3).GT.0.01 THEN
0440 00 531 .1-1*6
450 03(6#Jl a 0.0

0640 00 331 1-1&3
06470 Di(IpJ) - 000
06460 531 CONTINUE
06490 ELSE
04300 00 J32 1*1#3
04310 00 532 Jo1,b
04520 D3(I,J) a 0.0
06330 532 CONT1INUE
4540 ENDIF
06550 6070 150
06360C
04570 535 IF(X(2)*LT*0.0) THEN
040 00 336 J-1#6
04590 03(2#J) - 0.G
06600 D0 $36 1.4*6
06410 D3(1#Jl - 0.0
044204 536 CONTINUE
06630 ELSE
04440 00 537 Ia4,4
04450 00 937 J%1*6
06660 03(IPJ) *0.0

06670 537 CONTINUE
06680 ENOIF
06690 GOTO 150
06?QoC
04710 140 IF(Y(Ih6GT.0.0) THEN'
06720 C0 541 .1.1.4
06730 03(4,J) - 0.0
04740 DO 541 1-101
04750 03(I.J) - 0.0
04740 541 CONTINUE
08770 ELSE
06760 00 542 1*193
04790 DO 542 .1.1,4
04800 D3(11J) *0.0

04610 542 CONTINUE
0620 ENCIF
0630 GOTO 150
068 40C
06850 545 IF(X(3).LT*..O) THEM
04860 DO 546 .14,4b
04370 03(3,J) - 0.0
06860 Cc 544 1.4,4
06690 0341#J) CO0.
669Q06 346 CONTINUE
06910 ELSE
00920 00 547 1.4ob
04930 00 347 Ja.P6
04940 03tlPJI 4 .0
0495C 547 CONTINUE
04940 E*401P 26-32

059 Soc



a-0U Co TURNS OFF PORTIONS OF 03 MATRIV FOR
Q7010C C aLPHA < 60 DECaEES
370too C
07030C C THE PROGRAP DIVIDES INTO 6 PORTIONS,
C7040C C EACH POATICN THEN CHECKS FOR REVEMSE CURRENT
0?05oc C
C7060C C IF REViRSE CUIRENTo THAT LINE 15 ZEROED IN 03
O077C C
470810C C IF NOT# NCTI4ING CHANGES.
0?090C C
07100C C (NOTE, SHCULO THIS5 CHECK LAST TWO LINES?)
0711c C

* 0712C
*07130 550 IF(THETM.LI. ALPHA) COTO 38C

07140 IF(THiTM.Ll. P1/3.0 S OTO 555
07150 IF(THETN.LY. PI/3.0*ALPHA) SOTO 555
07160 IF(THlET4.L7.Z*0*PI/3e0 C OTO 560
07170 IFfTHETM*L7*2*0*P113.0,ALPNAl COTO 560
07180 IF(THET4*LI. PI ) COTO 3$65
07190 IFITHETI.L I* PI +ALPHA) C0TO 565 9
GUIDO IF(THETMeL7.4.00PI/3.0 ) C0T0 170
MIDI0 IF(THEiTI.L7.4*0*PI/3.0*ALPHA) COTO 570
07220 IF(THiT%.Ll.5.0*PI13.Q C OTO 575
07230 IF(THETM.L1.5.O*PI/3.0.ALPMA) C0TO 575

*07Z40 IF(TMETMoLT.2.0*Pl CO1 607 58
* u7Z5oC

07260 55! IF(X(1).LE.0.O) THEN
07270 Do 556 J-106
@7280 03410j) -0.0
07290 356 CONTINUE
471300 ENDIF

*07310 GOTO 150
Q?32C
07330 560 IF(X(3).GE*0.01 THEN
07340 00 561 J*6
07350 D3(6pJ) C .0
07360 5bl COPTINUE
07370 ENDIF
07380 COTO 150
0739C
07400 565 IFIX(2).LS.0.0) THEN
07410 00 566 J-1#6
071#210 03i2oJ) *0.0
07430 566 CONTINUE
C?4*0 ENOIF
07450 SOTO 150

* 0746C
07470 5703 IF(Xfl)*G-.O.3)J THEN
0740C 00 571 J-106
07490 03 (A JI 1 0.0

*07501C I71 CONTINUE
07510 ENDIF
fi7520 COT0 1!0

* 0753C
037540 57 IFMX33.Li.tu.O) TNEN

*07550 D0 576 J1#6
*07560 03(3,Jl 0.0

0,770 576 CONTINUE
u7560 EMOIF
07590 GOTO 150

07610 564 lF(X(Z).GE.QO0 TH4EN 26-33
.7620 00 581~ J-1*6



'764CJ 5e1 C 1)NT 1NUdt"
0?654u ENOIF
076.0 60T0 1.1j
o 76C
0765CC 548 00 54; 1-1,6
C7690C 00 549 J-l,6

* 07700C 031J) -440
*07710C 549 CONTZNUi

%0772&C 60TO 150
0773C

0773CC C CONSTRUCTIO16 OF THE 012 MATRIX
07760C C
07770C C Ia 010* CZ
07730C C (TIAN BY TEAM)
07790CC*e***..*,*.*.e*...
07860 150 D 1!1 10206
07610 00 151 JUl,6
07820 DIZ(IPJ) a 01(I#J) 0 2(l#J)
07830 131 CQMNU!
076 'OC
4.7650C C**.***.*****.*.********
07860C C COP4STRUCTICH Of THE 0 AND 03 MATRIXES
077Oc C
0736CC C 0 a 1.01DM) WHEN EITHER 012 w 1.O(ON)
0769CC C OR 03 a 1.01CM)
0790C c
0791CC C IF 0 - 2..110h) THEN 03 - 1.01DM)
0792CC C IF 0 - C.O(OFF) THEN D3 LEFT ZERO
0793C C***#*4**b***4********@*
47940C
07950 172 00 169 1-1,6 *

07960 00 169 J6l06
07970 XF(0121Z,J).EC~O.1.O.OR03(IPJ).ED.1.O) 71406
07960 Ot1aJ3*l.0
07990C D3(1#J)e..
06000 ELSE
06010 D( Ij) 0.0
0840210 END IF
08030 169 CONTINUE

0060CC C TO COMSTRUCT THE MATRIX C

406060 150 Ct1,1) - 0(1#1) - 0(1.4l - 0(4.1) + 0(4#4)
08090 C(1,21 - 0(2,11 - 0(2,41 - 000.1) # 0(.414
06100 0(1,3) - 0(3p1) - 0(3p4) - 0(6.1' + 0(6#41
08110 C12,1) a 011PZ) - 0(1,3) - O( ,2l + 0(4,51
06120 C(2*21 - 0(2,2) - 0(2,5) - 0(5#2) + 0051
06130 0(2p33 - 043#2) - 0(3#9) - 0(6#2) + 0(6#5)
06140 C(3,1) - 01,o3) - 0(1#61 - 0(40)3 + 0(4,-6)
06150 C13p2) a 0(2#31 - 0(2,61 - 0(5p3) + 005#61
48160 0(31 w 0(3#31 - 0(1,6) - 0(6,3) # 0(6,6)
0617C * *********S***O***S

481l80C C TO CONSTRUCT THE C TRANSPOSED MATRIX

06200 170 00 171 1-2#3
06210 011 171 J-1#3
08220 CT(IpJ1 a C(Jpl)
06230 171 CONTINUE

062S00 C CALCULATE IME MOTOR PHASE VOLTAGES FROM THE EQUATI~m VM *CT SVS



CR270O 13u VA a CT(is 11 0 VI * CT41o 2 1 VT WY CT (It31 0 VZ
?36Z60 VI a CTIZt1) 0 vX + CT(2.2) * VT + CT(2#31 0 VZ

0829C VC CT(3v1) 0 V1 * CT13*2) * VT # CT(3#3) * VZ
06300cC eee..ssae...s.ee* eee ee0
00310C C CALCULATi rl-E FIRST DERIVATIVES OF CURRENT .
063ZCC C.4e..**e***ebe*e*See**

00336. IF (SCO.EQ.361 COTO 650 O URN *-

1.8350C C 10 SCA CIRCUIT' FIRST DERIVATIVES O URN
08360C C
0637cc C TNE CIPCUlI IS IN A WYE CONFIGURATION.
08360C C
00390c C
06400C C
064LOC C
09420C C
08*30C C
06440C C
06450C C
0846C
G3470 IFITNETN.Ll. P113.0) COTO 6310
0460 IF(TNETM.Ll.Ze0*P113*O) 6070 632
06490 IFITHETA.L 1. PI C OTO 633
08500 IF(TI4ETA*LT.4.a*P[/3aG) COTO 634
06510 IF(THfiT.L7.5*O*PI/3.#)) SOTO 635
08520 SOT0 636
08530 631 IF(X(3).GT90.0) COT0 643
08540 X13) - 0.0
06530C C P11)-I VA-VR6-2.0*RI)*t)l(2.A*XL)
00560C C F(3)-*OI3)
06570C C FZ) -(FI)+F(1)
06560 FI1).(VA-XI1)*RIIXL
08590 FCZ.-(VI-XIZ)00)IXL
06600 F(3)- 0.0
06610 GOTG 637
06620 632 IPIX(Z)LT.4.0) COTO 643
08630 5(2 - 0.0
0964c C Ftl).IVA-VC-2.0.x11)*4)/ (l.0*IL)
0860C C F12).-R*XCZ)
08660C C FM3)-[Ft1)+F(I)
06670 F11)-I VA-K 11)*R)/%L
0660 F12)- 0.0
06690 F(3)-I VC-X13)011/XL
O67CC COT0 637
(68710 633 IP(xIL).GT.0.*) COTO 643
06720 5(1) - 0.0
Q673c C FM1)-201( )
0074CC C F(Z1.1'V8-VC-2.O*X(2)*I)/12.O*XL)
08TSOC C FM3)-(FIZ).FI1))
C9760 F~l)- 0.0
08770 P12)-I V&-XIZ)*R)JKL
08730 FIJ).(VC-E13)00)/XL
06790 COTO 637r
0600 034 IF(13.LT.O.O) GOTO 6430
06610 X(31 - 0.0
086201C C ()16V-.*12*t/(.KL
0830C C F(3).--I.X(Z)
09040C C PIl)--(FIZ).P(31)
08650 FII)-(VA-xtl)*N)iXL
08860 F(Z).1V§-XtZloI)IEL
068710 F(3)- 0.0
Os6e0 C0TO 637 26-350
06690 63! IP(X1).GT.0.0) COTO 641
06900 X(21 a .0 .



CM914C C F(31 -t VC-VA-i.C*X I )*9M 12..)*10
08920C C F(Z).-0*1(2)
0S930C C F(l).-(I)#F(2)
089##o FfX).IVA-X(1)$lllXL
08930 P12)- 000
08960 F13)-CVC-X13)*N)IXL
08870 GOTO 63?
08960 636 IF(X(1)oLT.Q.0) SOTO 643
04990 XMI w .
09000C C FC1)--k'.XI3)
09010C C F1-IVC-V I-2.0*X(3)*UI (Z.Q*XLI
09oZ0C C F(Z)--(F(3)+F(1))
09030 P(I)m 0.U
09040 FlZ)-(Vl%-XlZI*RIIEL
09050 F13)-(VC-X(3)*R)IL
09060 SOTO 637
094.7C C*4**,**9**** *~

0906c C 36 SCMt C1RCUITS FIRST DERIVATIVES OF CURRENT*
0909C ******.*9***********
09100 630 F~l) - VA i SL - A I XL * Xli)
09110 FM2 - V9 I XL - Kt / XL * XM2
09120 FM3 - VC 0 XL - ft 1 XL 0 X(31
09130 SOTO 637
09140C C638 VN-VS-X(2)04RP12)*XL
09130C C SOTO 643
09160C C63q VM-VA-X(i).ft-PI1*XL
0917CC C SOTO 643
09184C C641 VWeVC-X(33*R-F(33'XL
09190 643 F(3lw(VC-Xf31*AJ/X.
09t0@ FIZ).(V4-X(ZI*R3/XL
09I1 F(l)-(VA-Xti)/XL
09220 63? T1L - T * LCO0*0
09230 CALL OEAK(Po Xv Ft Tv Ho INDEX)
09240 IFPIINEX *E~o 2) SOTO 02
092WC
0920C
0927CC C LOGIC fOR CECIDING WHEN TO WRITE
G9280C C TO VOLTAGE OUTPUT FILi.
0929C W*********** 555*

09300 ZFIT1.LT.TSTART) SOTO 195
09310 IF(TCOteNT.EO.TTImE) SOTO 193
09320 rCGUNr - rCOUNT I
09330 6010 195
M9401C.
09350 193 THETPO-(IC*Q * THEM" I PI
09360 WRITE(10,14) Ti. THETMOP VS. VS, VCP VX# VTP Vi
09370 190 FORMATIBIOPF10.4))
09374 WRIM(.Zolq63) TlTI4ETNO. lFI1JC)pF13)
09375 196 PQPOAT(U(3),F1O.43.3131. P13.4))
C9380C
69390 TCOUreTw1
0940c
09410C 0 RETURNS TCOUNT TO I
C19420C
09430C
09440C C LOGIC FOR lImI"s6 OF N&TRIx OUTPUT
09490C C*****S ****S**@**S@**

09460 19. IP(FX.EO.0) 6070 194
09470 ITl.LT.M3TART.OR.MSTOP9LToTlI SO3TO 194
09460 IFIRCOUNT.LT.MT!rE) GOTO 142
09490 CALL AATRI)(DI.U01Z,O3,DTlTMETN)
09500 MCOUNT-1
09510 SOTO 194 26-36



* - r r r r - ~ .. . . ..

i0953 OC

09532C C COMPUTE CLRREhT OERIVATIVES AS
00533C C 0
QS34C C CHANGE IN4 CUqRPNT / CHANGE IN TIME

C9535C -
09540 194 F13) (X(2) - 11(13 j H
09430 FIE) - (X(2) - H1(2)) I "-

09560 P13) * (X(!) -3X(3)) H "
09570 00 199 KK-1,3

09500 X1(KK) - XIK)
09590 199 CONTINUE .

09592C
o9591C ..i-.--'*.
09592C C CALCULATE SUPPLY CURRENTS.
C9593C C*..**..********b**
09600 XS(1) - C(3,1l * X(1) * C(1,Z) * X(Z) + C(1#31 * 1(3)
09610 XS{Q) - C(o1) 0 X(I) C(jZ,2) * XC!) + C(Z#3) * X(3)
09620 XS(3) - C(3jI1) * X() + C(3#Z) * X(2) + C(3,3) * X(3)
09630C
09640C C.***********
09650C C WILL ONLY URITE TO FILE IF TCOUNT - 1.0
09660C C AND ALL 7LMING PARAMETERS ARE MET#
09670C C WHICH OCCURS DURING THE SAME PASS THROUGH
09680C C THIS SECTION WHEN THE PROGRAM PRINTED
09690C C TO THE OLTPUT FILE VOLTS.
09706c.C C*~******.**
09710 IF(T1.LToTSTART) GOTO 113
09720 IF(TCOUNT.GT.1) GOTO 113
09730 WRITE(9p19C) TIo THETMD. X(l), X(2)p X() ZS(I), IS(Z), XS3)
09740C
09750C
09760 113 IF(T1.LE.TSTOP) GOTO 01
09770 999 STOP
097o8 END
09790 SUBROUTINE DERN(M, Xv F, To Hp INOEX)
09800C C0
09810C C OERK IS A FOURTN--O4DEO FIXEO INCREMENT
09820C C RUNGE-NUTTA INTEGREATION ROUTINE.
09030C C
CQ64OC C A - NUMBER OF SIMULTANEOUS DIFFERENTIAL EQUATIONS
09650C C X - ARRAV OP DEPENDENT VARIABLES

C9S60C C F - AARAV OF DERIVATIVES OF INDEPENDENT VARIABLES
09870C C H - INCREMENT
09800C C T - TIME
C9890C C INOEX - IADICATO.
09900C C
09910C C 1. IF EXIT WITH INDEX-Il SOLUTION FOUNO AT T-TH-
099z0C C 2. IF EXIT ROUTINE WIT4 INOEX*2. GO BACK TO RE-EVALUATE OERIVATES

S09930C C
09940 I2IENSION )(6)p P16), 0(400)
C9950 IF (INGEX .EO. 2) GOTO 19
09960 16 KXX - 0

09970 INDEX - -
09900 00 35 I1IP
09990 J - I * 30C
10000 33 0(J) * X(I)
10010 19 XXX - KXX 4 1
•.10020 GOTO (1. Z. 3. 41t KXX.

10030 1 00 5 -, ,-

10040 0(1) * F(I) * M

10050 5 X(I) * XlI) + 0(13 I 2.00
10066 T * T + H I 2.00 26-37
10070 RETURN
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i.ooec 2 00 6 -Ia
10090 J - I # 1OC
la1aG K -I +3jc
lOliC 0(J) - FMI * H
10120 6 X(I) - 0(K) + C(J) I2.0
10130 RETURN
10140 3 00 7 I-PP
10150 - I +zoc
10160 K - I + 30C
10170 0(J 0 (I1 0 H
10180 7 X(I) * (K) * G(J)
10190 T - T + N 1 2.000
10200 RETURN
10210 4 Do a I-lipP
102210 J I * 1.z
10230 K I ZOC
10240 L *I + 300
10250 8 X(I) *QCL)+((GCI) *2.00*0(J) *2.00*0(K) * P()*K) /6.00)
10260 INDEX - I
10270 RETURN*6
10280 END
10290 SUSNOUTINE MATRZXfDI*DO0ZvD3.OvT1,THETN)
1030C DIMENSION 01 (6.6),fl2(6.b)O12C6.6)pO3(6,6)e0(6e6)
10310 INTEGER NI (b,6),-N216,6),NIZ(6,b),N3(6,6),M(696)
10320 Cc 20 1-126
10330 c0 20 J.1,o
10340 M1CXJ)-01(I#J)

10330 NZ(I*J)-0ZCIPJI
10360 "1ZCIJp)01z(Xjl
1037c N3 CIJ)-03(l PJ)
10380 MfIj)-O(IJ)
10390 20 CONTINUE
1040G ViITE(119111T1,THiTN*57.2950
104110 11 FQRMATC1Xp212X#F1O.4))
10420 00 10 1-1,6
10430 WRITE (11P13) NJ (I v) NJ(1CZI,1#I,3) PN1CI,4 NI1*5,1 -1(161 p
104404 NZ(I I10 MgtIIZ) a12 (It 3)*NZ f 14),N2(I,5J, a 14 f Ip)
10450* PIZ(1 11CIMP ),vN1ZCIv 31 PM12t lo4)v YI12CIs5),vN2( Is-6) v
10460+ ,3(1,1).N3(I,2),N3(1,3),N3(I,4),N3(lo5 -3(1#61#-
104704 . ,)PC.)NI3)NI4,C.)NI6
.0489 15 FORMAT(1s,5(1X,6(I3)*1X)l
10490 10 CONTINUE
10500 RETURN
10510 ENO

26-38
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APPENDIX Dl. ~ --

CURREN APPENDI2 X InDlee

CASE Joa

THEOUPU RPREMT TE IM6ATON4O

36S. . CODCTO ANL . .0 .f . .'. 2



SCR 36 ALPH * ICC.3 RP 10000.3 R G - ZOCCO.o
.C540 6040 -46.0434 GC

.10tiv 12.000 74.1415 -74.1415 .0000

.150C 18.0300 87.5615 -87.5615 OOC 3

.2CCO 24.0000 92.6637 -92.6627 .3003
• 3a .C300 91.5795 -91.3755 00000
.3CC0 3.0000 91.6106 -91 .61-6 000400
.33CC 42.0000 94.8696 -94.86 6 00000
• q t; 4e.oa0 97.4230 -97.4230 0000

.45C4 54.€000 97.3554 -97.3554 .0003 . -.

.50cQ 6C.0000 93.8116 -93 .116 -.2143 . -

.!50 bt.0300 92.6725 -B6.933U -45.143a

.60C 72.0000 95.3748 -75.65;0 -74.1900 -

.65G0 78.0300 97.6633 -61.5570 -87.5846

84.0000 97.4697 -44.8046 -92.6747
.7500 QO.0000 93.8660 -26.1129 -91o5847
.9000 9e.0000 9Z.6984 -6.z8q0 -92*6131

.830C 102.0000 95.3572 .0520 -94.8708

.50r0 13.e0000 97.6692 .0248 -974236"
,9"G# 114.0000 97.4723 .0128 -q7.3556

1.0COO IZGOOOO 93.5673 oz.29 -93.8117 ..
1.Z5c0 126.0000 86.5647 48.14t0 -92.6725
1.1CC0 13Z.0000 75.6716 74.192Z -95.3749
1.150 138.0000 61.5630 57058!2 -97.4634
1.2Ceo 144.0000 44.8074 92.67.0 -97.4667
1.2500 15.,o00 26.1143 91.5849 -93.6660
1.3000 146.0000 6.2897 91.6121 -9Z.6984

1.35c0 1b2.0000 -. 0517 94.8708 -95.387Z

1.400co 168.0000 -. 0246 97.42 6 -97.6692

1.50174.0000 -.0117 97.3556 -97.4723
".1.00 18040000 -.2199 93.8117 -93.6673

186.0000 -46.1460 92.6725 -86.3547
1.eC0O 292.0000 -74.1912Z 9!.3749 -7.6716

1.650 198.0000 -87 .582 97.66-4 -61.5630
1.7300 Z04,0900 -92.6730 97.4657 -44.8074
1.7!00 ZC.0000 -91.849 93.86e0 -26.1143
12600C 216.0000 -91.6131 92.6914 -6.2695 7
S1.8500 0ZZ.000 -94.8708 9.3872 .0317
1.0c0 Zz.0000 -97.4236 97.6692 .0246
1.o500 Z34.0000 -97.3556 97.4723 .0117 - -

2.COCO 240.0000 -9s.8117 93.8673 .2199
2.0500 Z46.0000 -92.672 66.5647 48.1460

Z.1000 2520000 -95.3749 75.6716 74.1912
2.1300 258.0OO0 -97.6634 61.1630 87.5852

26.: Z14.000 -97.4697 44.8074 9Z.6750 0
2.23C" 27:.0300 -93.8660 Z6.1143 91.5849

2.3000 276.0000 -9Z.6994 6.297 91.6131

262.3#. 202.ooo -91o3872 -.O517 94.8708
2.4occ zee.ooo0 -97.6692 -.OZ46 97.4236
2.454;C 294.C300 -97.4725 -. 0117 97.35!6

2.500c 320.0000 -93.8673 -.2159 93.8117
2.5.0 306.0000 -86.5647 -48.14t0 92.6725

2.6000 312.0000 -75.6716 -74.1912 95.3749

2.6,% 31b.0000 -61.5630 -87.58 2 97.6634

2.70CO 324.0000 -44.8074 -92.67.0 97.4697

2.75cO 33C.G34)0 -26.11*3 -91.586 93.8660

2.6coa 33b.0000 -6.2697 -9i.6131 92.6984
Z.8:C 342.0000 .0517 -94.a8 95.3872

2.90c0 348.0300 .2.46 -97.4236 97.6692

2.950C 354.0000 .0117 -97.35!6 97.4725
3..C3 .0042 .199 -93.8117 93.0673
3.C,00 6.0000 46.1460 -92.6725 bb.5547
3.10[, 1.CO;O 74.1912 -95.3749 7!.6716

............................. .... .. . •- ' •".
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3.2GQ0 Z4.0000 92,6750 -Q7.46 7 44.8074
2.ZGO 30.0000 91.5649 -93.3690 2,.1143
3.390c 36. 0-0 91.6131 -9Z.6914 6.2647 0
3.3500 42.0340 94.8708 -95.3872 -.0517

. , .o• Co .4Z36 -97.6662 -. 0246 -
3.4Ca 54.CWGO' 97.j53b -97.4725 -.0117
3.50C0 6Q.0300 93.5117 -93.0673 -. zq9 -.
3.soo 66.0 00 92.6725 -96.5647 -4.1460"
3.6000 72.0000 95.3749 -75.671b -74.191Z
3. 65;U 78.0000 97.6634 -61.5630 -07.55Z
3.7000 84.0000 97.4697 -44.8074 -92.67:0 -O
3.7500 90.0000 93.8660 -26.1143 -91.549
3. o0 96.00413 9Z.b904 -6.28;7 -91.6131
3.6500 102.0300 95.387Z .0537 -94.870
3 .90C.0 108.0000 97.6692 .0246 -9"7-4236
3.9500 114.0d800 97.47Z5 .0117 -97.3556
4.0Coo 1ZC•O.o0 63.8673 .219 -93.5117
fo.05o0 1Z6.0300 86.5647 40.1460 -Z.6725
4.1OCO 132".000 75.6716 74.1912 -9o3749 O
4.1500 131.0000 61.5630 67.58!2 -97.6634
4.2000 144.0000 44.8074 9Z.67!4 -547o4*9
4.2500 150.0000 26.1143 91.5649 -9-8660
4.3000 156.0000 6.2897 91.6131 -92.6984
4.3,&00 162.0000 -. 0317 94.&708 -95.372"
4.4c00 158.0000 -.0246 97.4236 -97.669Z
4.40.51 174.000D -.0117 97.356 -97.4725
4.500 160.0000 -.0056 93. 817 -93.8673
4.5500 196.0000 -47.9421 92.6725 -56.547
4.6000 192.0300 -74.0942 95.3749 -73.6716
4.6500 190.0000 -87.5390 97.66-34 -6.5634)
4.7000 204.0000 -92.6530 97.4 67 -44.S074
4.7500 210.0000 -91.5744 93.86t0 :  -Z6.114-
4.8000 216.0000 -91.6082 92.6914 "G.Z167
4.8500 222.0000o -94.8665 950311Z .0517
4.9c0o 228.0000 -97.4224 97.66%2 .0246
4.;50C 234.0000 -97.3551 97.4725 .0117
5.000 24.0000 -93.8124 93.8673 .0056 - -
5.0500 246.0000 -92.6724 86.5647 47.9421
5.1coo 252.0000 -95.3745 75.6716 74.0942
540 •258.0000 -97.6633 61.3630 87.5390
5.2co 264.0000 -97.4697 44.80"4 92.6530
.2=0 270.0000 -93.8660 26.1143 91.57"44
5.3co0 276.0000 -92.6904 6.2867 91.60&2 -
5o3500 282.0000 -95.3672 -.0517 94.860'
5.4440 28.oouo -97.6692 -.0246 97.424
5.4500 294.0000 -97.4725 -.0127 97.3531

. 300.0O -93.8673 -. 056 93.8114
!.94100 306.0000 -6S.5647 -47.9411 92.6724 "''

!.ao31Z.0300 -75.6716 -74.0942 95.3748
1.650#o 318.0000 -61.5630 -@7.5340 97.6633
5.7CCO 324.0000 -44.5074 -92.6530 97.467.
3.7540 33C.0000 -26.1143 -91.5744 93.8660
5.Oo. 336."00 -6.z97 -91.601E 92..6964
5.-.co 342.0000 .0517 -94.8625 93.3872
!.90CC S48.0440 .0246 -97.4224 97.6692
5.q 300 354.0000 .0117 -9.5197.4725
e.oCCO 3%0.oo0 .0056. -93.8114 93.9673

S. ]' ..
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CASE 1(b)

THE OUTPUT REPRESENTS THE SI MULATION FOR
36-SCRS CONDUCTION ANGLE *1001, f If 2

THE OUTPUT COLUMNS ARE AS FOLLOWS
TIME ( m s ). MOTOR ANGLE (Degrees ).MOTOR PHASE
VOLTAGES VA.VB.VC (Volts )

26-42
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~3. . . . . . .. . .. ..LU. i.r...- ' -

.45jlj 6 .030 247.3917 -247.0917 .GOCO

.14co 12.000 Z50.3644 -ZIS.38'4 ..0000

.1CO 18.000 258.3644 -250.3844 .0000

.ZUCC 24.0094 Z47.0917 -Z47.0917 ,OOCO

.Zco0 3C.CO000 2Z5.0000 -2Z5.00,0 .0000

.3C3 36.0000 247.0917 -247.0917 .0000

.354;C 4Z.0000 256.3844 -Z58.3044 .0000

.4000 48.0000 258.3844 -Z56,3944 .00'.0

.4.*Cc 54.0000 247.0917 -247.0917 .0000

.50f0 60.00*0 22M.0004 -zz5.oOLO -223.000
1500 66.0000 247.0917 -193.0747 -247.0917

.eooO 72.0300 Z58.3944 -15Z.7111 -258,3844 .0

.1500 76.0300 Z58.3644 -125.6733 -228.3a44

.7.00 84.0000 247.0917 -54,0170 -247.0917

.73C0 9C.0000 ZZ5.0000 .00Co -2Z5.0000

.8000 96.00 247.0917 5*.$gl 0 -247.0917

.6500 iOZ.0000 258.3844 .000 -258.3844

.900C 106.0000 258.384 .00co -Z58.3144
• 500 114,000 247.0917 .0000 -Z47.0917

1.4000 120.000a Z25.0000 Z5.OOCO -ZZ5.0000 0
1.0500 1Z6.000 193.0747 247.0927 -247.0917
1.10C0 132,C000 152.7111 238.344 -Z58.3844
1.1500 138.0000 105.6733 256.384 -258.3044
1.2.00. 144.0000 54.3170 24T.0917 -Z7.0917
1.25CC 150.0000 .0000 2230OOCo -225C,000
2.3000 156.0300 -14.0170 247.0917 -Z47.0917
1.35G0 162.0000 .0000 Z56.36*4. -Z38.3644 - -

1. 40G0 168.G000 .0000 258.3844 -Z36.3844
1.4500 174.0000 .0002 Z47.0927 -247.0917
1.5OOO 180,000 -225.0000 225.0000 -225.0000
1.551 186.400 -Z47.0917 Z47.0927 . -193.0747
I.Ccio 19z.G000 -258.3844 Z50.3844 -152.7111
1. a cc 191.0030 -258.384*4 258.3644 -1.05.6733
1.7300 204.0000 -247.0917 Z47.0917 -54.0170
I.750( 210.0000 -Z25.003 Z25.00co .0000 "
1.8&0 216.0ai -Zt4.9q27 247.0927 34.0170
1.8300 222.0000 -z58.3 4 z58.3644 .0000
1.9300 2280000 -2583844 258.3844 .0000
1.9. 234.03o0 -247.0417 2*7.09, .0000
2.0000 240.0000 -225.0000 22.O0(O 22 .000o
2.0 a0 246.0000 -247.0917 193.0747 Z47.0917
2.14C0 z5Z.0000 -Z.384 151,7121 Z58*3844
2.1,00 258.0000 -256.384* 105.6713 258.3844
2.2000 264.0000 -247.0917 54.0170 Z47.0917
2.2500 270.0003 -225.0000 .00(0 ZZ .0000
2.30Q3 276.0000 -247.0917 -54.0170 2479C917
2.35 282.0%100 -258.36*4 .00 cC 258.38*4
Z,4COo 288.0000 -258.384* .00(0 z2e.384•
2.4100 294.0300 -247.0917 .OOCO Z47.0917
2. 5 C? 300.0000 -225.3000 -225.03(0 225.0000
2.!500 306.0000 -193.0747 -Z47.0927 Z47.0917

212.000 -132.7111 -25.3844 25.3844
2.65u 318.0000 -105.6733 -250.3844 Z8.3344
2.70C5 324.0000 -54.a170 -247.0917 Z47.0917
2.7!p%; 330.0000 .030 -22!.Doev Z2!.DQCD
Z.ec09o 336.0000 54.0170 -247.3917 Z47.0917
2.6"0) 3 42. 300 .0000 -258.38,4 Z58.364*
2.gC;0 348.0300 .0000 -256.384# Z58.3444
2. (0 3r34.0000 .0000 -247.0917 247.0917
3.!OC3 .0ooo Z25.0000 -ZZ5.OOCO Z25.0000

3.c .O 6.0000 247.Oq7 -247.3937 193.0747
".1.:0 12.0000 2!6.3844 -258.3844 152.7111

105..67 33

. . . . . .. . . . . . .. .



3 .ZOau 24.0300 247.0917 -Z47.9;.17 94 -*.. .-
23:.0000 225.0000 -22! O00(0 .00

3.3J00 36.0000 247.0917 -Z47.091? -54.0173 0
3.35(0 4Z.0OO0 258.3644 -Z58.3844 .0000
3.,LCO 4e.LOOO Z56.3644 -235.3644 .000
3.4500 54.0103 Z47.0917 -247.0917 .0000
3.1000 6G.00O ZZ5.0-.00 -ZZ5.OCD -ZZ5000. '.
3-11110 66.&000 247.0917 -193.0747 -247.0917
3. Coo 72.0000 255.3644 -15Z.71O1 -Z36.3344 .-

3*6103 78.0000 238.3044 -105.6733 -Z58.3644
3.70(A0 84.0030 247.09L7 -54.170 -247.0917
3.7"00 90.0000 225.0000 .COCO -229.0000
3.9000 96.0300 247.0917 54.0170 -247.0917

3*65CO 202.0000 Z36.3844 .00E0 -258.3844
3.9300 108.0000 258.3044 ,OOGD -256.3844 - -
3.vSCO 114.0000 247.0917 .00co -247.0017
4.0000 1ZO.0000 22U.0000 ZZ5.OOC.O -2S.000
4.5OcG 1Zb.32A 193.0747 247.0917 -247.0917
4.10.0 132.000 1SZ.7111 258*'4 -25646.44

4.1500 138.0000 105.6733 250.3944 -2593644
4.2000 144.COOQ 54.0170 247.0927 -Z470927
4.2500 15c.0000 .0000 22.Oo0 -U125.0000
4.3000 136.0000 -04.0170 247.0917 -247.091.
4.35:0 i&2.0000 .0000 258.3544 -25&.3844

4.4000 16600000 .0000 258.3844 -258.3844
4.4500 174.0000 .0000 247.0927 -Z47.0917
4.5000 180.0000 .0000 22.00CO -ZS.0000 S
4.5500 186.0300 -Z47.0917 247.09T -193.0747
4.600% 192.0000 -Z58.3844 258.3844 -1Z.7111

4.6500 198.0000 -256.3844 Z55.3544 -105.6733
4.70 O 204.0000 -Z47.0917 247.0927 -54.0170
4.75uC. 21C.OOO -ZZS.0000 Z22.00CO .0000
4.800 216.0000 -247.0917 247.0927 54.0170
4.8 00 ZZ.0000 -ZS5.3644 Z8.3644 .0000
4.900i; 228.0000 -28.3044 Z56.3844 .0000
4.950C 234.0000 -247.0917 247.0927 .0000
!.0000 240.0300 -225.0000 Z23.00= .0000
5.050C 246.%00 -247.0917 193.074T Z47.0917
-.1000 252.0000 -Z56.3844 152.7111 238.3844
.,1200 3e.4000 -Z58.3844 10..6723 250.3844 - -

.2000o 264.0000 -247.0917 54.0110 247.0917

.2100 270.0000 -223.0000 COCO 225.000O
5.3000 276.0000 -247.0917 -54.0170 24?0917

282.0000 -29.3844 COCO 250.3644
5.4006 286.Wo0 -258.3844 .00(0 25.3844
5.4500 294.0000 -247.0917 .30C0 247.0917
3.5CCO 300.r000 -25.0000 .000 Z5.0000

!.!!00 306.000 -193.0747 -Z47.0927 247.0917

,ico 312.0000 -152.7111 -255.3844 25e.3844
..tc 31 e.3300 -105.6733 -Z5.384 Z35.3844
..7CC00 324.0000 -54.0170 -247.0937 247.0917
5.75Co 33C.0000 .0040 -2Z5.OCCO 225.0000 -
!.0co0 336.0100 54.0170 -Z47.;397 Z47.0927
5.e5o0 342.0000 .0000 -26.3644 Z50.3844
..qooo 348.0300 .0000 -258.3844 258.3844
.;9co 354.0000 .0000 -247.0917 247.0917

6.0COZ 360.C000 .0000 -225.00(C 225.0000

)S

. ..-.. . . . . . . . . . . . . . . .

,-. .. .. . .. -. , . .:. .... _.. .. ,. ,.. . . . . . . . . . . ... .... ...



Xl,. X2, X3 MOTO PHAS CURRENTS

VX, Y, V SUPLY HAS VOLAGE

VX, Y, Z AR TH SAM FO ALL fs , - AN

VA, PBEAK MO PHASE VOLTAGES E OBE10VLS

XlX2,X3 OTO PHSE6URRNT

VX Y ZSUPYPAE OTGS-



PLOT OF VA

-5 -15 - 15 Z5 Y(UZ I,

I I I I I A I .ZZ462E*Oz
I I A I .Z3,b9E+OZ

I I I I I A T .z3489EOz

I I A I .ZZ463E+O
I I I A I .Z3489E+02

I I I I I A I .Z31'89E*G"
I I I I I A I .ZZ463E+OZ

+.--A-* ZAEO
I I I I I A I .ZZ463E*OZ
1 I I I I A I .Z34 QE*OZ
I I I I I A I .2Z34 9E+OZ
I I I I I A I .ZZ463E+0Z
I I I I I A I .ZOA55E+ot
I I I I I A I .2Z463EO"Z
I I I I I A I .Z3489.DZ

II I I I A I .13469E+OZ
I ; I I I A I .Z2463E+O2

ZO+ - - ---- ' .Z0455EOZ
I I I I I A I .l7SZE*O_
T I r I Al I .13E83E+02
I I I I A I I .96C67+Ol1
I I I A I I .4910bE01
I I I A I I I .O3COOEO".
I I A I I I -.49206E+01
I I I A I I 1 .ooCooEo-+
I I I A I I I .O0O00E'00
I I I A I I I .OOGOOE+OO

+-.Z04!5E.OZ
I A I I I I I -.ZZ463EeOZ
1 A I I I 1 I -. 134 eE+OZ
I A I I I I I -. Z34'9E+OZ
I A I I I I I -.ZZ463E.OZ
I A I I I I I -.ZO45E OZ
I A 1 I I I I -.ZZ41E*OZ+
I A I I I I -.Z34SE"OZ
I A I I I I I -.Z349EOZ-"
I A I I I I I -.Z24b3E*OZ

SC,"-- A--+-- + < -- -.2045'.E+OZ

I A I I 1 I I -.ZZ463k*OZ
1 A I I II I -.23 e+oz
I A I I I I I -.Z3*S9E+*Z
I A I I 1 I I -.Z2463E+OZ
* A I I I I I -.ZOA4O0Z......

A I -.ZZ463E#OZ
I A I -.234 E*I ."3 ."
I A I I I I I -.Z3489E+OZ 0
- A I I I I I -.ZZ463E*OZ,, -. ZO'5. CZ

I I I -.17!ZE*OZ
I IA I I I I -.13E6!E+OZ

I A I I I -.4Qo36L£il
I I A I I I DOCOOE.Oo.49106E*01~ '

.: I I I I .QOoOOE+ 0O

,. I I £ I I r O C b ; ".'. '' .

. .-.. . . . . . . . . .



IA I I A .ZS"j9E-*OZ
I I I I AZ I Z'Q~
I I II A I .ZZ463E+OZ

III I I A I .ZZ463E*02

I I A I A .23'.B9E*0Z
1 1 I ILI Z3AB9E.ol

I~ I I A .Z2463E*OZ
A-+ .Z0455E+02

I~ 1 III A ZZ463E'oz
z I I A 1 1Z3 4S9 E OZ

I I A I .73',SQE.02
I I I AlI .ZZ'63E*02

I 1I II A I .2A'455E*OZ
IIIII A I .Z2463E.OZ
IIIII A I .234S9E*OZ

t I Al I .Z34&OE*@Z
III I A I ZZ2463E*GZ

A-+ .ZO45sfi*Z
r I A I .75Eo

I I Al I .13tME+OZ
IIII A I z .9I9b7E.o1
I I IA II .49106E4O1

I I I A I II .00
I IA III -*49306E4*Ol
I I ~I A I II .04fO
I I ~I A I II .OOEO
I I I A . DI.OPOOO0

I A I II-ZZ 3E. '
I A I -.Z3489E402

I A I r -.ZZ*63E*GZ
I A IIII -.2O455f*OZ
I A III I -.Z24636*02
I A IIIII -.Z34S9E.oz
I A IIIII-.Z3419E.oZ

I A I II I -. ZZ46AE+02
40 .- A -4-4 .Z45fO

I A I -. ZZ462f4oz
I A III I -. Z3469E*OZ

I £I II II -. Z3469E*OZ
I A II I I -. ZZQIlE+OZ

I A I Ir -. ZO'SSE*02
I A r I -.2Z463E*OZ

I A IIIII -. Z34S9EIjZ
1 A III i -. Z3469E*0Z

~ h I II II -. ZZ~b3E*0Z

I A II I-.13fiS!E*GZ

I 1 AI I I -. 4Q.1O6E*01

I I IA I I .492066#01
- II A I II *0C(,OE*00

I I I A I (OLOOE*0

- -------------------------- ---. L E 00



PLOT OF VS

-25 -15 -!5 is.Z Y(1, 1

I A I II I I -.ZZ463E*02
I AI II II -.Z3469E+02
I A zI I I -.ZE*69e.Oz

I A I I I II -.ZZ*a63E4OZ
I A I I II r -.z04,55E.oz
I A I I I II -. Lb eO

I & I II I -.Z3469k*oz
I A I I I I I-.23'6E.02z
1 A I I I .Z6EO

-.2055SE.OZ

I A A I I II -.96C7E+OZ
I I IA I -.432S3E.ol
II A I A I I -96Lo7E*O1
1 AI I -4920bE*0l

III A I I I .OOCOOE.OO

III A I II .ODOOE+00

I IIII *A I .ZZ463E*02
IIIII A I .23489E~oz
IIIII AX I Z34bSi+Ol

I I I 1 1 Al1 .ZZ'b3E+0Z
I I I I I A I .ZO'uSSE+OZ

I II II A I .2Z463E+CZ
I II IA 1 .z34696+0z
I II IA I .Z3',O9E+02

I I I I I Al ZZ4b3E+OZ
30 -- A- .ZD054oz

IIII A I .ZZ463E+02
I r z I A I .Z3489E*02

I I I I I A I Z3469E*02
r I I A I .ZZ4b3E*OZ

IIIII A I .ZOAua5EGoz. -
I II I A I Z*63E+02

I II A I .23409E+02
I II II A I .ZZ4b3E*02

404------*---*--4-----4-+-A-+, .Z0455E+OZ
IIII A I .17!52E4oz

I At I .13e83E#OZ
II I I A I I .96,C.67E*Ol
II I & I .4910&E*O1

i I I A I II .OOCDOE+00
I AI I -.49;06E+01

I I I A III .OOr*0E+oo
III II I .00kOcE*G*
III I I I .OOLOOE*00

I A I -*Z2'4b3E+OZ
I A 11III -24 Q C

I A IIIII -.22463E+32
A I r I -.ZG4!5E*oZ

AI -. 22 -L- 3 E -. Z oZ
1 II -. Z3'kbqE*CZ

L I : -23'~ #0O



I A I A A 43EC

I A I II II -.Z3403E+OZ

I A II I -. 234e9E*OZ

I A IIIII -. ZZ463E.O2

I. * I I I I -. ZOA5Sa.OZ

I A IIIII -.zZ41e.OZ

1 A IIII -. ZR'.69E402

I A IIIII -.Z243' E*CZ0
I A I II I -.Z0453E+02

I A I II II -.1715ZE4OZ

I IA IIII -.13ESUE*OZ

II A I I II -.9bCb7E.Ol

* IIA I II -949206E+01

AII A I II .00=OE+00O

III A II .4cvIO6E+O1

* 11I A I II .O0COOE+OO

III A I II .OOCDGE*O0
I I I A I II GOCWOCE+00

_____*--* .ZO',505E*0
I II I A I *ZZ463E+OZ

I II IA I .z3*G9F4oz
I~ I Z Z .34e9E+OZ

.1I II A I .ZZ'b3E-OZ
I II I A I .ZO'sS!E*OZ
z II A I .ZZ"63E+O2

r A I .Z)48QE+CZ
I IA AI Z3489E*OZ
I II A I .Zt#63E*OZ

I II I A I .ZZ46b3f.oz
I~~ I I .Z3469E+02
I~ I I A .234SYE*OZ
1 II I A I .ZZ463E*Ot

L A I .2O455E+OZ
IIII A I .ZZ463EOZ
I IA IA .Z3'89E.oz
IIII A I .23461E.OZ

I II I A I .ZZ4s3E.oz
______-A- .2O'556+0Z

r III A I .17!BZE+C2 .
r Ai I .13*83E+OZ

r I A I I .96tb7E*0l
I II A II .49306E+o1

I I I A I I OOCOGE#00h
I IA I I -.49306E+01
I I I A I II .~ oee

II I A I II .ODCOOE+OO
1 A I II .OOLCOE+CU.

AI I I -. Z'b3ECiZ

A I I --Z369i+. oZ

A I I II -. *6EO
I III I -. ZZ463E*OZ

1 III I -. 2Z'e3E.OZ

I III I -. z3,'tQE#CZ

I~~ 1 -. 23&69E.CZ
I 11I I -. U'63t +0z



PLOT OF VC

-25 -15 -5 ..... S 15 3 Y(1. 0)

I I I A I I I .•3COOOE+O

I " I A I I I .000C00E.Oo
I I I A I I I .00rDO OO

- 1I A I II .ooCooE*Q*
III A I II DaOCoo+Qa

. E I A I GDCOOE.OO
I I I A 1 I 1 .oOOEOO 
I I I A I I I .00 QCEOo
I I I A I I I OOO*Oi- .

I I I I I I -. 2'43E+o2
I A I I I I I -.23AS9E oZ
I A I I I I -. Z3469E+OZ,
I A I I I I I -. ZZ4b3E.OZ

I A I I I -. Z045iEOZ .

I A I I -. ZZ463EO2

I A I I I I -. Z34Q9EOZ

I A I I I I I -. Z3499E+OZ

I A I I I 2 I -. ZZ4b3Eo2-
20+--A,---+- +- +,"-.ZO455E+02

r A I I I I -. ZAQ3E OZ

I A I I I I I -.23di+EZO"

I A I 1 I I I -. Z34 9E OZ

I A -. ZZ463E OZ

I A -. zo205,Eoz
I A I I I I I -. ZZ463EOZ"

I I I I I I -.Z3469E O.

I A I I I I I -. Z3,OQE.OZ

I A I I -. ZZ4b3E4OZ
30+--A-- ,+ -. ZO455E+OZ

I A I I I I -. 1T.5ZE+,O*Z -
I IA I I I I -. 13e83E 0

1 1 A I I I -.96(,7O .o-
I I A I I I -. 426E 0E1

I I I A I I I .OOCDCEi.o.
I I I A I I .49206E+O1
I I I A I I I .O0C0CEt.sO
I I I A I I I .DOPOOE Oo

I I I A I I I .CDCOOE*O0qO+ l -- ,, ZD'45 .'E+ OZ "-

IIII A I .ZZ463EI.OZ
I I I I I A I .23469E OZ
i I I I I A I .Z34e9E+o
-I I I I A I .ZZ463EOZ"

I I I I A I ZQA55E02.
I I I I A I .ZZAb3E+*CZ
I I I I I A I .Z3ArE*OZ
I I I I I I I .Z3ia9E*GZ S
I I I I 1 A I .ZZ463E+oZ

I I I I A I .224'6 E#GZ
I I I I I AZ .Z34rBE+OZ-

S1 1 I I A I .2369BE+OZ
z x I I A I .Z2b.o*"Z

III A I .2OA5k~oz
II I I A I .ZZ463E+o 2
I I I . I A I .Z3'B E"0i2", .-. "

I I Al .Z3'8E#0Z

A
..-

.- ".•. . .

.......... - ,-



-25 -' is Z.

I 1I 1 A I .9Z063E.oZ
.-- A- .420E.oZ

A I I £ I .OCDZE.oZ
A I -. 49 I .l ,tEl+.;

A I A I I .Q01OT&,ck.
III A I I GG9106E*00

.1II A I I I Q.CODOE~oo

I I I II -. Z4 .6!E+O1
A I I A I I I *OO34OOE*OO

I II A I II -.OOOO9EDE.o
A I -.OOCOOE.00

A I I -.ZO4!5E+02
A . I I I -.ZZ463E.OIZ

A IIIII -.Z34La;E+oZ
* IA I I I I -.Z34EE*Ot

I I I -. ZO'6E+O2
IA I r 1 -. 2Z.3 E+C2

IAIII I I -. Z3469E+02
A I r I -. Z3'eQE*02
I A I I I I I -. ZZ413E+OZ

I A I I I I -.22463E+02
IAIII I I -. 234'31.VZ

I aI II II -.Z3rB9E.O
I III I I -. ZZ'.b3E+0Z

I A IA r r I I -.23E83E*OZ
A I I 21-.Z24b3E.oZ

I IIA I -. Z490E4oZ
I A I~~~ I -Z)8EO

I IIA I -. 49103.oZ

I A I I .1T05ZE.(A
I AA I I I -. 1 COGE+00

II A .1 1 1 - CODbEV00

I AA I -. 246E*02
I A I 34#Sq~.E+OO

II I A I 3'91E+02
I A. I A I .O2*6OE*OZ

I I AA I .OOCOOE*02
I A . I .OO*63E+OZ

r A I .23469E+0
I IIA I .Z340SE.OZ

1 I A I .ZZ463E+OZ

IIII I A I .ZkA63E+OZ

r I A I .z3&OQE*02
IIIII A I .zz3E40Z

I II I A I .ZO4e!E4oz

I II A I .z2k3E+OZ
I II II AI .Z3-469f*OZ

I 1 I IA 1 Z3A6;E+OZ

- A ~~ .224tE +0.L2 -



PLOT OF VX

-15 -5 5 15 ZS 01

I I- I A II *92,Eo
xzII A I r 1lC3ZE*02

IIII A I I .1Z45TE+CZ
11II Al I .1313SE+CZ
IIII Al I l23t3tE+CZ
IIII A I I .13!j3SE+OZ
I A I I .l2457&.oz

I I I A I I lX1C3ZE*02
I II I A II .91Z',SE*o1

* II I Ai I *4Zl39E4o2
III A I II .14254E+01
I II I I I -.14Z:'tE~o1

II IA I I I -.4ZIJ9E~o1
II Al I I -.68lBZE+O1

I I I II I -.91245E+01
II A I I II -.1.13ZE*CZ

I A I I I I -.1Z'57E4OZ
Z A I I I I -. 13!-3eE*oZ

i I I rI I -.13:3S140z
I I A I I I -.1Z'i7E~oZ

I I A I I II -. llCSZE+OZ
II A I I I I -.9li45E.o1
II A I I I I -.6elsze4ol

1Io I -.4Z2396#01
II I A I II -.l'm254E4ol

I I I A r 1 I .14254s~o1
I I I &I l I .42139E.ol

IIII A I I .9li45E.ol
I I I I A I I .11C3ZE+OZ

IIII A I I .124,57E+DZ
I I I I A I I .13z3bE*OZ
I I I r Al I .23t38,t+OZ
I I I I A I I .13--3UE+Oz
II I A I I .ZSEO
II I A I I .1CSZE.0z
I I I I A I I .91245E.ol

I I I Al I I *4Z139E*O1
III A I I I .14254E+01
III A I I I -. 1.ZSAE+ox
IIIA I II -.422.39E+01
IIA I I II -.6SI5ZE.o1
1 1 A I I -. 912',SE#01
I II I -.1143ZEioz

II A I I I -. IZ57k+oz0
A III -. 133tlE~iiZ

~ A II I I -. 13636E+cZ

II A I II I -.1Z;57E*GZ
II A I II I -.1ZC.3ZE+oz

I A r I -. 91i4!E.O1
*IA I II -.08;62E.o1

I IA I I I -.4Z3 QEf+1



IIIAl I .4Z1rpE*01

-2~ -~ -55 1, V5 Y1X

IIII A I .912',5E4Q1

zxII A z I .12457E+0Z
A I I A I .1333SE+OZ

I IIA l I .13i3E -Z

x I I A I .1245?E+02

I I I I A II .11U32E-ot

I I I I A .9 *1245E+01

I I IAl .4Z139E*01

I I A I II .14154E*01

* I II A III -.1'.134E*01

I II A I -.4Z239E*01

A r -.6S28ZE+Gl

r A II I -.91i45E*O1-

I I A r -.Z1C3ZE+OZ

II A IIII-.12A57E.OZ
I I A IIII -.13--38E+02

I I A IIII-.13U3SE+OZ
I I I II I-.12'57E+02

I I A IIII -.I1CDZE*02
I I A II I -091245E401l

I I A II I -.6GME+Q*l

1 1IA III -.42234E+01

r I A 1II -.1424O1
I I I I I I .141.54E*01

30+~.6 
~ 0

IIII A II .91l.45E*01 -

1 I I I A I I CIUZE*02

I I I I A I tk1Z5TEl0z

I I I I A I I .331O

I II IA I I .13%361402

IIII A I I .1lc3ZE+OZ

I I I A I I .91245E-01

I I AX I .42239E+01

I I I I I I .14254E+01

I IIA I I -.42139E+01

I A I III -.682BZE*01

II A I III -.91245E+01

II A I I I -. lE3ZE*OZ

II A r I -.IZ4b7E*0Z
I I I II I -.11'381*0

-.l3t3bE1CZ

1 1A I II -.1313EE*CZ

I ~I A IIII .Z~iO

I A I i -.balszE*ol

1IAI I -. 4~z239E +01
I II & I II -.1425'.E*01

1 I A I l4I.i4'E+02

I .4 31E o

. ~~~ . . . . .. ... .. .



PLOT OF VY

I I A I I -. 133SE*Z
I I A I -. Z7EO

I I ~A I II .1 ZEO--

I I ~~A I -. S ZEO
IIIA I I I -. '.Z239E+O1

II A I I I -. 454E*O1
III A r r I .24-234E +02

&I IA I I .4Z139E402.

I I I ~I A, II .14EO
i I I A I I .1lC32E+OZ

IIII A I I .1z45?E~coz
I I I r A I 1~3EO
I II &I I .13636E+02

III I A I I *13l3&E*OZ 0
III I A I I 61Z457E*OZ

I I A I I .l1C3ZE+OZ
I I A II .9124SE+01

IIIAl I I .4Z139E-01
I I I A I II .lAZ.5AE~ol

III A I I I -.142324*01
IIIA I I I -. 42139E'o1

II A I III -. 68."DZE.Oi
II A I III -. 9lZ45E*01
II A I III -. 11l3ZE+O2

II A I I - I I -. 131-35E+OZ

II A I II I -.13%-38E*02
II A I I I I -. lZ457E*QZ
II A I II I -. 2CZE+OZ

I A I II I -. 91241E+01
II A I 1 -. 6820ZEIol
I IIA I I -. 4Za39il.O1

II A I I I -. 144~E.o1
III A I I I .14254E+OI

r I1 1 Z .42339E+01

III A I I .91245E.o1
T A I I IllC3ZE+02

z I I A I I .1ZA57f+GZ
I IA I .13B3GE.OZ

I II Al I lif36E+OZ
I II I AZ I .13!SSE4OZ
I II I A I I 17E*GZ

I I I A I I lE13ZE+C2
I I I A I I QIZ45E.o1

r A I II .1A2!4E+O1

IIA III -. 4Z!39E.ol

L * A II I I -. 912'5E.C1

I & I I 1 7[ +LI.3 . Z



U~~ A' E

I I A I I

-A -I I 15 I5 T(1,2ZE I

IIAIA I I I -.4Z39E*01
r I A I I I -. 124571.02N -

I A I I I I -. 11C.240Zo
II A I & I I -. 42419E01

----A---------- - .bSISZE*01
I I I -.91235E+01
II A I - I r-. 2E*OZ0
I II AA I .12457E+.02

I A A I .4131.01Q

IIII A I I .1245E+02
III A I I .11CZ2E.oz

IIII A I I .91245E+01

III I l I .4Z!39E*tZ
I II AA I .14254E*0Z

I I A I I -.1Z24E+71e0

I II I I -.412351.01
A I -.6852E*O1

II A X I -.4C2139101
I I I I I I .1245?101

II I A I I I r -.142541401Z
3 I; A- - + - II+ -.41336E+1

A I l I -.13%3ZE*01
II A I I I -.9124571*.
II A I I I I -.1iCEEoz

I I~~~~A IIII -. 2 7.0
SAIA I I I. -.1Z3361.02

I ~~ I A I III-14510
II A I A I I -.14CSZE.0Z

I I A I I -.912451.0 -

r I I -.6c1zE+O1

I I IA I I .133341.01
I AAI I .142541.02.
I IAlI I .42391.02.Z

I II A I I l91457E*1 Z
IIII A I I .11c3zE#Gz

IIII A I I .9124,E71

AI I IZ I .42239E#Oz

III A A I I .124i.0.2.
£ ~~ ~ I A I.142!Z6+01

IIIA I I I -. 4Z239E*01
I A II I -.6a2Ej41

I I IAI I I-.421391.01
A I I -. 68C2EE4z

II A II I I -.9124:TE*01

I A II I I -. 13!36SE*0Z

7:b



7, -T

PLOT OF YZ

-25 - -51 Z5 Yc.,Ij

I I A! I 4Z-'39E*01
I V A I .2I42~54E.*Dl

I I ~I A II -. A5EO
II IA I II -. 42139E*01
I I A I III . lZEO
II & I I -. 91245E+01$
II A I I I -. I1C3ZE*DZ
I I A I I r25EO
IZA I I II -. 13i-3SE+CZ

I C +-- - -.13t3eE*OZ
I1II I I -.13.3aE+CZ
I I A I I I -.12457E+02
I s A I I -13LE3 ZE OZ
I I A I II I -.9145E-oI
I I A I II I -.bBISZE.O1
I I IA I I I -. 4Z239E.O13
I I I A I II -.14234E#02
II A I II .14154E+01
II Al II .4Z339E4O1l

III A .9114,%E+01

I II I I .1Z457E+DZ
I I Al I .132SGE+OZ

I I I IAi 13t~bE*oz
I II IA I I .3S3GE.0Z
I II I A I I.Z45TE#02
I II I A I ll.1L3ZE+CZ

IIII A I I .91245E+01

I I I A I II .142S4i+O1
I I I A III -.14254AE+01

I I A z -.42239E+02
I I A II I -. Q1IObE*o1

I I I II I -.. 1C32E+OZ
I I A II -. 1Z*S7E4OZ

I A I I -. 13!38E*OZ
~~ -. 13tabE*oz0

I I A I I -. 1C32E.02

z IA III -. 4z13rE+c1

I I A I 11 .1-4254E4ol
I Ar I .42339E+01

------ ------ .66:52E+01
I II II rri4'E+Cll.

I I I A I I .1Z457E~oz

I I I I I .13t3CBE+OZ
I 7I AI I .13t8.%E0Z

I A. I .11316B402

IZ;5?E+O

A: ll 3;i~o



1 I I *I A I I .14EO

-15 - 3 5 YIII)

I I I A I II .~5EO
I-I A I II -. 14254F1j
I. IA I II -. 4ZIU96+034

- I I A! I -*6S15Zt~o1
I I ~A I I -. 14Ea

I I A III -.13zxE'Oz

A IIII-.lZ'57E*OZ
I A I I -.21331ODZ

A I -.93235E*01

I A IA I -. 18iI+*D

I I A I II -.IzASTE+OZ

I I A IIA -. 1C25E*oZ

IIA I 1 -.914546.03
Al l I -. 4213ZE.ol

1 AI A I -.9451E+03
A I I -.2C32E*02

A I I .12Z4?*o1
A IA I I .13339E+02

I IIAlA I .913636E+0

I I I I A I I .I3EO

I I A I I .1ZA57E*OZ

IIII A I I ll3zE1+DZ

IIII A l I .91313E*0Oz

I 1I II .12)E+aZ
I II A I I .l1C.3ZE+01

I r A I z I .214546

II IAA I -.4Zz39E*01

II I A I I -.bl8l54i031
I II A I II -. 12*E*C1

I I IAA -.4Z2J91*o1
I ~I A lIII-.1510
I I I -.Q245?IO

II A 11 I -.23:LRZE+0Z

40 A II -.13351.**

I I A II I-.13230E40Z

II A I I-.124571402

I I A I 1 1I -.11L32E*OZ.-
I I A II II -.91245E4.1

I IA Ir -.68182E+021

T I IA 42 II - ZI9E +C1I
I I A I I I -.14254E*01

III A I II *14Z54E403L
I I I l I I .42259E'o1

I II A I I .912'tSEo]L

I I II A II .XC3?E'oa

*III Al I .13t36kE+Z

* I I I A II .12371..Z7

x I 4 ~ :1L32E:o2

--7125E~o



*V 'Y 7*. wV ' r.._ -

PLOT OF XI

-Z5 -15 -515 Z. YI1,I)

I II I II .60052E.Ol
I I 1 I I I .9ZeY7E~ol

.1. IA I I .lO#',!E.oz
I I A I I .lZ!03E+02

I II I A I I .114iTE4OZ
I I I I A I I .15EO

zII A I I .lle59E.oz
IIII A I I .1ZZ78E.OZ

II I A I I .LZI69E#02

I I I A I I .11584E+OZ
I II I A I I . ZZE+OCZ

I I A I I .22OSE4oz
* I I I I A II .1ZIS4E*CZ

II A I I .11733E4OZ
IIII A Z I .l1!87E+OZ

I I I ~A I I .1zEO
I I I I ~A I 2ZOEO

II I I A I I .1ZIB4E.OZ

I I r A I I .1L2lE#OZ
I I I I A I I .94!9OE4ol
I A II .76!4EeO1
I I I IA II .56CO9E.Ol
I I I AX I I .3Zt'.1E4ol
I I I A. I I I .TSCZIE#00
I I I A I II -. M4t25E-O2

II I A I II 0.3075DE-01
I I I A I I -. 4Z -~.

3 C - -- A + -. Z74&SE-01
I I I I I -.60243E+01.1

II A I I II -. 927z9Eeol
II A I I II -. IO14Eoz
II A I I II -. 1!64E4OZ
II A I I II -. 114'.6E+01
I I A I II -. 1 Z.Z
I I A I -III -ll5~O

I I A I I II -.22272E+02

I I A I I II -.121b9E*OZ
_________ * -. 11726E.oz

II A I I I -. 1l ~zE~cz
II A I I II -. 1ZEOIE.OZ
11 A I I II -. 122O4E.Oa

I I A I I II -. 11133E+02
II A I I -.11!7E402
I I A IIII -. 11qz3E+02
I I A IIII -. 1ZzOQE~oz

I I A I r I -. 1ZIS"E#GZ

I I I II I -.11733E+02

II A I III -. Q',!90E-U1
I A I I II -. 76'54E'o1
i L I -46OQE.o1

i -. 3ZtE2E01
I 1 4 1 1 -. 7Z&4-oo

T 7 A II I .64t-Eoz

'- .



III A I II .14t.Z5E-@Z
60.-- --.-- - A-.4 - * .Z7 Al5E-02.

-2 -5 91.5 a5 y(1*IJ

I I I IA II .bO283EOO.
I I . I A II .92739E+01
I II I A II .10%4GE.oz

-l 1I I I I .11'4E*OZ

IIII A I I .11*92F402

I I I A I I .117&HE-O

IIII A I I .1164E+OZ
I I A I r .11iZZE*OZ

* 1I I A I I 1lz84E.oz
I I I I A I I .2*EO
I I I I A I I .13EO

* IIII A I I .11!17BE+GZ

IIII A I I .lZ209E+02
IIII A I I .lZI&4fi*02

IIII A I I .106Z1+02
I I A I I .94!9*E*O1

III IA I I .36009E+0O24
A I A I I .3Z&43E4.O1

11I A I I I .7&tZlE+OO
III A I I I -.64ASE-OZ
I II A I I -. 3075@I-OZ
I I ~I A I II -1ZEO

I I Ai -.599zOEO2

I I 1 7r -. ioZC1SE4oz
II A r I I -. 10292E02
II A r 1 -.114476+02

II A r I -.11451+02
I I A I I -. e9E+OZ
1 I A I I -.. ZI7SE+OE
II A III I -.1Z2b9E4OZ

40+ ............-.... -. 112Z6E.O2
I I A 1 -.1.1!6',EOZ
I I A IIII -1QEO
I z A r .ZOEO

I A 1III -.XZlIAE*OZ
I A II I -.11733E+02

1 1 I II I -. 1!G7E*02
I I A II -. 1123E+02
I I A II -. 12L09k.oz

I I A II II -.1Z1I5E#02
5u ---- - - -- -- 4 - *- * -. 11733E*CZ

I I A II II -.04!90E+01
I I I II I -. ?6S3OE.OI

IAl -. 56COQE*OI
I I AI I I -. 3Zt43k+Q1

r~s .,.r...,G

r -ft -



r0

6L k . - A - - 4-- * - 1ZEO
-25 -1 - 51525 Y (141

I ~I A -. 1 4EO
I ~I A IIII -lQ~ O

II A I I II -. 1ZZOIE*OZ

I I I II I -. 11567E.G2
II A I I I -. 11SZ3E*DZ

I I A I I I I -. 1ZZo9E.Oz
T I A I I I I -. 12264E*02

04-----A---e------+----4---- + -. 11733E.02
I A Ir I -. 13EZXE.OZ

I A I II I -. 94!905.01l

T I LI r -. sbcoqe.O1
I I I A I I I -. 3Zt43E*01
I I I A I I I -. SLZXS.00 0
i I I A I I I .64USZE-OZ

III A r I I .30750E-02*
III A r I I .X4LZ5E-0OZ

* T24$BE-01
I I IIA I .bDISIE*01
11II A I I .927395.01
IIII A I I 1OC*46E+02 -

IIII A I I .11S64E*0Z
III I A I I *114'.5E*02
III I A I I .1&zE+DoZ
1 1 I I A I I .1S S0

I I I I A I I .Z7E0
IIII A I I .12269E#02

3C+I A I .1178*E.0Z
I r I A I I .1Z50
I r I I A I I .1ZZE.0Z

III I A I I .122045.02
I I I I A I . I6334+Q
I I I I A I I *115u
I I I I A I I .1ZE0

IIII A I I .12q0954o2
I I I I A I I .2 .81 Z

I II A I I 1OZ8*fOZ

IIII A I r .94519OE*01
I r I A I I .7bq54E*C1

r IA I I .56Lij9E.O1
I A I I I .3Ze43E*01

i I A I I I TBSLZIE.oo
I II I I I -. 64tZ5E-OZ

II A I I I -. 30750E-OZ
I II A III -. 14(25E-Ot

I I hII I I -.70CZSE-03
I I & AI I I -. 2lE 1 .

I A II I I -.QztleE.OZ

1 A II I I -.11±6ZE4ciZ
£I A III I -. 11447E#OZ
I I A I I -. 1 1E 2
-I A I I -. l1E59E*O20

I . III I -. 1Z178E#0Z%
1 III r -. i12)bqE.c1



PLOT OF 12

I I I AllI -.bOC5ZE*ol
1 1 A 1 I I I -. 9Ze77E*CIZ

1I A I I -.10;45E.OZ
- I I A I III -l.SEO
II A I I II -. IA',7E*OZ
I ~I A IIII .15EO

I I A I r .1510
I I A IIII -. 1ZITSEGop

I I I 1I I -. 12176E.OZ
104--+-A -- 4-----a---4'--4 .1017IEoz

II A 1 -.94!746+01
I I I II I -.It4bt*O1

II Al I I I -.5 ol EG""
I 1 I A I -.3ze41E4o1
1 1Z A I -. 75a131.r4
III A I II .650WO6-OU
III A I II .31C00E-GZ

I I I I I I .147)c.E-QR

IIIIA I I .6018535,01
IIII A I I 09ZI39E~O1

r I A I 1 .20O4b*+CZ
I I I I A II X HEQ

II I I & I I .1144SE*O2
I I I I A I i .113AZE4Ci
I I I I A 1 1 .11159f~oz
II I A I 1 .1227SE+02

III I A!I I lZ169E+02.
30~~~~ ~~ .-- -- - 4 - - 4 A * *11 726E+02

III z A Z .1!94E+.Z
I III A! I .Ilvzze~oz
IIII A I I .1ZZOIE*02
xIII A I I .1226S*.0

A I I A I .11733E'oa
I II A I I .11-00E.Cz ..-

I I I I A II .1123Eot
I I A I A I .1Z209E+OZ

I II A I I .2ZISAE.OZS -

40---*---4----A- - + .117336+02
IIII A I I .1OfZIE+Qz

r I I A I I .94:90fE*O1
III I A I I .76q54E4ol

I I IA II .!5...9E+O1
IIIA I II .32eAIE.Ox

I I I A I I .StZIE .G
III A I I -. 64eZSE-02

II I A I II -. 30750E-oz
III A I II -. 14M2E-0Z

IIAl I I I -. 6053E+O1
II A I I I I -. 92139E'o1
1 I A II -. 1046E*LjZ

I A I r I .15i0



r2 1 - r-, is .- - -

I I I AI A I I .3ZI4E'o

III I A I -. 1O!Z1E'oz

II A X I I -. 32t'.IE.OZ

I I A II I -.2748SE-0Z
I I i A II I -.60283E+01

IIIA I I I -.92739E+02
-. ZTAS46E-O1

II A II I -.1OIS3E*OZ

I I A II I -. 1O145E*OZ

I ~~I A IIII-1Z~o
I I A III -. X1A4SE4oz

* I I A I I I -. 115bE*Oz
II A I 1 I -11 '84E-+Oe

I I A I I II -. 27EO
I I A r I I-1~EG

A -. 117ZaE+OZ

I ~~I A IIII-1~4-O
2 I A I I .1229*OZ-

I I A IIII -. 21zzr4E+02
30 I--A- - - 4- - + -.1173SE*OZ-

I I A I I I -. 106311.02
I A I I -.94590E*01

I A IA I -. T11231.OZ
I I I II I-.5Z209E~oZ

II A I A I -. 1Z243E*0Z

3O~ 4 A -* ~e-+ .117331.02

r A I I I -. 1 tZ5E-VZ.

I l A IA I I .49E0

£~ ~ A ! I I -5W1o
I~ ~ A A I I -3tUO

I A I I .24Z5E+OZ
I I I A I A r 375Eo
III A I I I lf4159E*OZ

I A II .1Oz29E*OZ
I I I A I I .11121.02--

IIII A I 1 .1 2069E0 SL-

T A I I i .1 O6E Gz



PLOT OF X3

-25 -15 -5 5 i5 25 rlz

III A I II .OOCQGE.oo

I II A I II .OOLD&Eoo
1II A I II *OOLODE~oo

z I A I I I 0(Ofo
1I A I I OQLDOE+00

T I OOCGQE*oo

II Al A II .60WOE+(oo
A I I -.9Z73&f~oO

A I Z I -.6Orr79E+02
II A I I I I -.92735E'01

1 I A 1 1 1 -.I11EOZ
II A I III -.llfB'.E.OZ
II A I III -.lle45E+02
II A I IXI -.11476f.Dz

I A I I I I -.lZ16SE.0z
I I I I+ -.1ZITUI~gz

II A I .Z&E0

II A I I I I -.L1;ZZE.oz
II A I I I I -.1220I6+Oz
II A I I -.1ZIS4E*OZ
II *A I I II -.11733E*oz .

II A I I I I -.11!67Eio2
I I A IIII -. lEo

I I A I I -. Z05c

I I A I IZI -12~D

I I A I I I I -. 94!9OE.01l
r I A I II I -. 76V54t.01
I I AI -.5b009E*01

I I IA III -. 32e43E*o1

I I I A I b1,tZ3E-OZ
III A I r .307506-0Z
III A I I I .11,tZ56-OZ

I II A I I .6;1IS3E+o1
IIII A 1 I .9Z739t&.01
IIII A I I .101,SGE+oZ

I I I I A I I .1 SEO
I II A I I .114',OE'OZ
I II A I I .I11,5Zf '02

I II A I I .11tsqE.C2z
I I .1ZI7EE4cz71
III A I I .1ltQE'OZ

I I I A I I .117S1,E*O2

II r A I I ll2 E0
*II I A I I -IZI'EE*oZ

I I I A I I .11#33~E+Z
I I I £ I .U.±7E+oZ
I I I a I I lqzB:.*Oz~

A K



APPENDIX D2

CASE 2(a)

THE OUTPUT REPRESENTS THE SIMULATION FOR
18-SCRs ,CONDUCTION ANGLE =30: fs / ,~. 2

THE OUTPUT COLUMNS ARE AS FOLLOWS

TIME (ins ), MOTOR ANGLE CDegrees ),MOTOR PHASE
CURRENTS xl,X2,X3 (Amperes)

26-54



SC; le 18 3C.3 *~p !.OOOU-Vj

.CSCO 6.COOD 18.0585 G0OL0 .0003

.100 12.0000 31.2855 .00(0 *OuCO

.ISCo 16.000 41.ZZ26 .00o .c0 Go

.20C0 Z4.0000 4.4430 .000 .000i

.250 30.0000 53.1108 .00( .oooo

.3000 3t.0030 55.zbQ5 .00(0.30

.3500o 42.0030 54.8769 00(0 .O0DD
. .Oa 4e.0340 5z.oeo .0op .=00

.45c0 54.0300 4b.9416 Oo0U, .000
".Socu b6.OJGO 3.7631 .OOCO -. 14Z9

p .50 66.0000 30.8417 .00 -30.050.

.6000 72.0300 20.5700 .00co -4Z.8860 0

.6300 78.03ao q.3981 .OOCO -46.3543

.70C0 84.0000 -. 0467 .000 -44.ZZ61

.75C. 90.0300 -.022Z .O0Co -38.4721

.8 L 96.0300 -. 0106 .OCO -30.Z275

.6500 0oz.0000 -.0050 .00L0 -Z0.2776

.9400 r.0300 -. 0024 .00co -9.2590

.9500 114.0300 -.0011 ,AM(0 -.021b

1.0o0O 120.0300 -.0005 .0714 -. 0103

1.05o 126.0000 .0000 la.0925 -.0049

1.1000 132.0000 - .0000 31.3029 -.00Z3

1.1500 138.0300 .0000 41.Z303 -. 0011

1.Z00 144.0000 .0000 48.4466 -. 0005

1.21O0 150.0000 .0000 53.1126 -.0003

1.30C0 156.00000 55,2523 -. 0001

1.35GO 162.0000 .0000 54.6772 -.0000
Z.4300 lOs.0000 .0000 SZ.O5Z .0000 0

1.4C1 174.0000 .0000 46.9417 .0000

1.5oCC 180.0000 -.2429 39.7632 .0000

1.550 .L.0000 -"0.0508 30.8437 .0000

1.6000 192.0300 -Iz.8880 Z0 .5700 .0000

i.6500 198.0000 -46.3543 9.3911 .0000

1.70(0 Z04.O30O -44.ZZBI -. 0467 .0000

1.7500 210.0000 -38.4721 -.0222 .0000

1.6000 21.0000 -O.ZZ?5 -.01C6 .00co 0
1.8500 222.0000 -20.2778 -.0050 .0000

1.90. 22B.0000 -9.z590 -.0024 .0000

1.0 234.0300 -.0Z16 -.0021 .00o

Z.Coo 240.0000 -.0103 -.D0C5 .0714
Z.05(0 246.0300 -. 304 .00(0 16.0925

2.1000 22.0000 -.0023 .0o0 31.3019

2.1500 256.C000 -. 0011 .00CO 41.Z303

2z4.0000 -. 0006 .00o 46.446b

2.250C 270.0000 -.0003 .00(0 53.z126 -.-"--

2.3000 276.000 -.0001 .00(o 5.21z - -

2. 3 500 z8.0000 -.0001 .00co 54.8772

2.4)00 z,.0000 .0000 .0oco 52.0.2

2.5Z294.0000 .0000 .00(0 46.9417

2.50co 300.0000 .0000 -.1429 39.7b32

306.0000 .0000 -30.05(8 30.6417

312.0000 .0000 -4Z.810 20.5700

2.650O 318.0000 .0000 -46.3343 C.39a1

2.7KO 3Z4.0000 .0000 -44.ZZE1 -.0467

2.7.00 330.0000 .3000 -38.4721 -. ZZZ

2.800A 336.C300 .3000 -3C.ZZ75 -.0106

Z. e 5" 342.C300 .;X03 20O.Z718 -.0030

2.,;CO 348.0000 .0000 -9.z593 -.0024

2.9100 354.0000 .0000 -.0216 -.0311

O.JOD.00 .0714 -.01t3 -.0003

3.G500 6.0000 18.0925 -.0049 .0000

3.12.03J3 31.3019' -. 0023 .CO

.n 
o oz

. . . . . . . .... . . . . ...... . . ..-. ... . ..-.. . . . ..". ... . . . . ...: . . - . . .':-:-:: : : . : :: : ': :: ::::.:: :.:: ::":



S

3. 2OCi 24.000') 48.-4466 0.OOL C530 C

J.2ZL 3U.U000 53.1125 -.00c3. .00CO

3.30CC 36.0300 55.2513 -.0001 .0300

3.3510 42.6000 54.877Z -. 10 .1 .0000

3.4000 4.0300 5Z.0582 .00CC .0000

3.4500 54.0300 46.9417 .00Co .OOCO

3.500 6C.000 39.763Z .24"0$ -. 1429 ""'

3. C-0 6t.C300 30.8417 .O000 -3c.0300 - -

3.60co 72.0000 20.5700 OOCC -42.8680
7 3.6S :. 78.000 9.3961 .GOLD -46.3143

3.70 0 84.0000 -. 0467 .00(0 -44.2Z.1

3.7.500 QC.o000 -.oZZ .00C -30.4T7Z1

3.9co0 96.0000 -.0106 .OOCli -30.ZZ75

3.8e!C0 102.0300 -.0050 .00cO -20.277e

3. q)00 108.0000 -. 0024 .03c0 -9.2.90

3.9500 114.0000 -.0011 OGLO -oU.116

4.00CU 10.3JQO0 -. 00C5 .0714 -. 01C3

4.C.00 126.0000 .0000 16.0925 -. 0049

4.1000 132.0000 .0000 31.3019 -.0023

4.1500 136.0000 .0049 41.Z3C3 -*0011

4.2000 14A.0000 .0000 48.44k6 -. 0005

4.2500 15C.0000 .0000 53.1126 -. 0003

4.3010 156.O00 .0000 55.Z523 -. 0301

4.3500 162.0000 .0000 54.877Z -. 0001

4.4000 168.0000 .0000 5z.OSeZ .0000

4.45G0 174.0000 .0000 46.9417 .0000

4.5000 iac.0000 .0000 39.762Z .0000

4.5500 18e.0000 -29.9149 30.8437 .0300 S
4.6Cg 192.0000 -42.8234 20.57c0 .0000

4.630 198.D00 -46.3135 9.398E .0000

4.7000 Z04.0000 -44.Z135 -. 347 .000

4.750Q 21C.0000 -35.4652 -.OZZ .0000

4.8340 Z26.0200 -30.ZZ4Z -.Orb .0000

4.E'00 ZZ2.0000 -20.Z76Z -.00!0 .0000

4.9000 ZZ5.0000 -9.2583 -.0024 .0000

4.9500 234.0000 -. Ozlz -. 0021 :000

-. COC . 240.000 -. 0101 -.o00C5 .0000

5.CSCo 246.0000 -. 6048 .OOCO 16.0246

5.1000 252.0000 -. 0023 .003C 31.o296

.. 15u0 258.0300 -.0011 .o0CC 41,2149

a5.ZCOc 264.0000 -. 0005 .00C0 48.43

" .25C0 270.0000 -. 000Z .0000 53.1091

9.3000 276.0000 -. 0001 .0alc 55.2496

5.3.00 282.0000 -. 0001 COCO 54.0765 0

ze.0300 .0000 .00Co 52.0578

-.45Co 294.0000 .0000 .00o0 46.9416

300.0000 .0000 .00CC 39.7631

3.55(0 326.0000 .0000 -Z9.9149 30.841T

s.eoco 312.0000 .0000 -42.8Z34 20.56b
5.65CC 318.

'
i000 .0000 -46.3225 9.3401

-.7000 324.0000 .0000 -44.2125 -. 0467

5.75!C0 330.0300 .0030 -36.46!2 -. 3222 0
-. 1100 336.0030 .0000 -3C.224Z -. 0106

5.8503 342.0000 .2300 -ZU.27Z2 -. 0050

!.;C:0 34f.0000 .0000 -9.ZE3 -. 00Z4

5..Cyt 34.0003 ,000 -. 02Z -. 0011

6.0000 3bC.0300 .0000 -. 01c1 -. 0005

... .. . . . . . . . . . . .
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CASE 2(b

THE UTPT RERESNTS HE IMULTIO FO
18-SRS. ONDUTIONANGL - 3*. f f 2

THE~~~~ OUPU CO M SAEA FLOS

TIMEms),MOTR ANLE(egres). OTO VOLAGE

VA,9V (Volts

0of
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_OL &a A6rA am..,

.Ofjo 6.000 00

.loco L2.0400 izi.3523 .03CID
15.0000 LSY.0318 0 *Oka .-Dozz

Zi.0000 146.72zl *00CO CCOO

30*0-300 150.0000 OOCO .0000

.loco 36.0004 14#AOIZZI 604CO .00,30

42.0030 137.0318 *Coco .0000

46.0000 121.3HS .OOCO
.JoCO100.3696 OOCO -130*0000

5Ci;O 6C.0300 73.0000
a 5 ***(A -146*TZ21

.5500 bb.WOC 46.352 .00GO -137*0316

.6COO 72.0000 15.6793
.00r.u -IZ2*3525

.6300 70.0000 -15.6793

.7 .44 34.0000 .0003 030CO -100,3696
.COCO -7540000

714CO 94.0000 .0000 .0040 -46.3595
9t.fjJQ* Owa .. .. . .. -

102-0300 .0000 0000

.9CGO 108.0000 .0000 *00CO 15,6793

.95CO 114.0000 *0000 .0oca 600401

2.40COO IZG.0000 .0000 75000CO 00000
100*36% .0000

2.0500 IZ6-0400 .04)00
.0000 121*35251.1400 132*0000 00000 137-0129 OCCOO

1.1!00 134.0000
I.ZCCO 144ooooo .0000 146*7221 00000

I.Z"CO 150.0400 00000 130000co .0000

lo3ac-0 156.0-300 .0000 146*7Z21 00000

lolo.00 lbz.0000 00000 137*0218 oQ0,04

1.4000 lbe.0000 .00COO IZZOSS23 00000

1.45CO 174.0000 .0000 10063656 00002

1. !C-CO 18C.C300 -ISOOOOOO 75oGOCC .4403

lo!500 ist.0000 -146.7ZZI 46.31Z5 .4000

2.6000 192.0000 -137*03is 15.67% *coca

1.6300 198.0000 -121.3325 -l3o67%3 COCO

1.70ta 204.0000 -100.3696 .0000 *coca

1.7500 21C.C000 -750000 900CO .0000

i. ef.,;* 216.0000 -46.3SIl 0 03 ILO *too*

1.65CO zzz.Woo -15.6793 00000 00000
l$qQoO AM .0000

228.0000 15.6793

1.4:02 234.0000 .0600 000cf) .0400

24C.0000 .0000 Aoco 75.4000
2.0000 loQjSq6
2.00-3 Z4e*0000 .0000 OOOCO

000ca 121.3323
Z.IOCQ 252.CVJOG .12000 ODOCO 137.0318
2.1300 Z58.0000 .00up COCO 146.7221
2.20CO 264.0000 J000 OQLO 15000000

27C.0000 .0000
0000 146.7221276.0000 .0000
AM 137.0310282.0200 .0000

2.40CO ZBE.0300 .0000 .00CO 121.3125
.OOCO 100.36Q6

30C.0000 .0000 -150.OOCO 7!.0000

306.0000 .006;0 -14b.7221 46*3515

2.6'.^G 112.0000 .0000 -137-032b IS.6793

316.COOD .0000 -122.33i3 -1506793

2.7CCO 324.0000 .0000 -10C.3656 .0000

2.75CO 33C.0000 .0003 -75.00CO .0000

336.0003 .0000 -46.3525 .0000

.0000 -15.67;3 .0000

.0000 15.bIS3 .3000

2.q"^-c .0000 OCCO .0000

3.CCCC oooJ 73.0000 OOCO .0000

S.C5^0 b.rjOoo 100.36;6 .30CO .0300

121.35Z3 JDCQ .=CO

I c I aVE0, .30CO

A



3.3:00 364000 14..TZZ1 COCO000

2.3!M.0 42.0000 137.0315 00Co .0000

3.40C0 46.0000 1Z1.35 ioaCC.00

3.4$00 -4.0000 100.3096 0000o .3000

bO0~j6.4000 ?5.0000 Data -130.0000
1.50bt.0200 46.35Z5 .000C -146.72Z21

3.0.~id 2.0001J.6793 .(0000 -13?*0313 -

!k 76.6000 -1$.6793 .0000 -121.3525

3.7200 94000 . 0000 .000O -100.3696
.05&000~oz DD AOCO -7300000.

3. ;0';0 9600000 .0000 .0occ -"'.033ZS

3.8500 132.GO00 .0000 .0000 -15.6793

3.9000 101.0.300 .04100 c00rA 15.6793

3.9i50%) 114.0000 .0000 .0000 .000

4.Co~o 120.0000 .00OCO 75.00c0 00000

4.051.0 126.0000 .0000 100.361;6 .0000

4.1000 132.0000 .0000 1ZI.3sis .0000

4.1500 138.0000 .0000 137.036 .OOa

4.2000 144.0000 .0000 146.7211 .000

4.2500 130.COaa .0000 150.00Wo .0000

4.30C0 15t.0000 .0000 146.7Z21 . 0000

4.3,400 162.0000 .0000 137.0330 .0000

4.4CLV0 161.0000 .ZOOO 12.3315 .0000

4.4.100 174.0000 .0040 ific.36rob GO000

4.5000 28C.0000 .0000 75.00(W .0000

4.3301. 150.0000 -146.7ZZ1 f#6.33525 .4000

4.6000 192.0000 -137.0318 13.679*3 .00

4.65013 199.000 -111.3525 -15.67C#3 .0000

4.7?000 204.0000 -100.3696 CO0LD .0000

4. 7100 210.0090 -73.0000 C00O .0000

4.8.200 21t.0000 -40.3925 .00c0 .0000

4.8500 222.0000 -15.6793 Oaco .00

4.9=0. 22.0000 15.6793 COOCO .0000

4.9560 234-0000 .0000 .34cc .0DO

5 .0 %0DO 240.0000 .0000 00CO .000000

S.0560 246.0000 .00,0D .041go 103696
5.10025.000.0000 .0090 XZI*3525

5.1500 58.0400 .0000 0000 3.01

1.20CO 264.0000 .0#00 OOJLC 146.7221

5.200 70.000.0000 A0MC 130.0000

.3000 276.0000 .0000 .0D00 146.7221 -

91.3.400 Z82.0000 .01300 .0000 137.0518

3.4ci0 2ae.0000 .0000 .0000 121.3525

1.45020 294.00ou .0000 O00CO 100.3696

3.00300.0000 *D0DO .0OCO 7!.0000
30.00.0000 -146.7221 -46.3525

5.~O312.0000 .0000 -137.0318 15.6793
5.30316.0000 .2000 -121.3525 -15.6793

!. 7Cr; 31-1.0000 .0000 -100.306.00
5.750 30.00 .0000 -75.0000 .0000

5.00336.0000 .0000f -46.3523 .0000 -

5.8500 342.0000 :Coco15.79
34e.0000 .0000 15.6753.00

.950.0 354.0000 .0000 .0040 .0000

6.Occo 360.0000 .0000 .0000 .0000



CASE 2(c)

HIGH-SPEED DIGITAL PRINTER PLOTS FOR

VA, VS. VC MOTOR PH4ASE VOLTAGES

Xl, X2, X3 MOTOR PHASE CURRENTS

vx, VY, VZ SUPPLY PHASE VOLTAGES

(Not included.the same as in case 1(c))

26-58



PLOT OF VA

-25 -15 -5 5 15 25 Mo1,) 0
I I I- I A I I .912"3E401

z2I A I I .11&32E40Z
A I I .Z4576+0z

& I I .1316E.OZ

I£II A Z r 13-336E.oz
IIII A I I .257E.0Z 90

I2I A 1 1 o9lZ451.02.

1 41 1 1Z .4213E01
II I A I I I .1224E.o1.

I I A II I -.14154E~o1
III A i I I .DoLQQE+Q0
III A I II .00coC.E+OO
III A I II .0COE+00

r A I I I CDADDOE4oo
III A I II .OOCOQE.oo
I I I A I I I .0O~0

.---. .00COOE+0o
I A I I I .00r*QE.oo

III A I I I .03LOGE+00
I A I II .00060E+00
1 46 1 A 1 II .OGQ*E.o
1 4 I A 1 I OOC*Gi~oo

IiI A I I I .00C04E+O@
II A I II GQOCDOFioo

I1I A r I I *OCOOEs.Qo

t I A A z I I -.OO34O8 oz

I ~ IA I I .33EO

II A I I -. 1A5E4o
II A I I I -.6183E+oZ

I A I I I -.912'5E.02.
AI A I -.14l2E~ol

I I IA A I I .14254E+01
r I I A I II QU1425E+Go

III A I I I .1AZS4E+*o\
11I A I I I .00COOE4+0O

III A I I I OD0CGGE+co
& I I I Oco*E+*o

I I A r 1 1 .C(OLE+00
III A I I I .03(OQE.a*
III A I I I U0OVI)E CD
I A I r I ooLaGE*Clo
I II A I .OaoooE+0,3

I I A II I 0D00k+D;)

I A II r .0ccDc+OO

r A I oaLoCE4'ra
II I I I .ooCaUE+00

I II A I II .33L~oF.OO
1 1 A I I ~I .OOEC
I I I II

T .C&EC

*J



o 4.
II I A I I .9124bk*G01

xrI A I I I11C3ZE4oZ
I I 1 I A I I Z410.-
IIII L I I .131-3&E*CZ
I I II AI .11363E.02

I 1IA I I .13a-3&1.oz
I II I A I I .1 s4571oz

I I. I £ I I.1CSZE140z
IIII A I I .91Z4SE401

*-----4 A4----4 .6S16zf401
I XI I .4Z139E*O1

III A I I I .14254t1.01

III A I I I -.1 C5D1*00
III A I I I .00(001.00o
III A I I I .0OE0DE*0o
III A I II .009001400

III A I I I .ODCOC.oo
III A I OOC .0 G001oo

.000066*00

III A I II .00COCE+00
III A I I .0 auE*G.0
III A I I I . L00DE+03 0
III A I I I a0-26.0 0

II A r I .00&001.00
III A . I I .03&0E*30

II A r .0QODl.0

I IA II I-.113351.02
I ~I A IIII-1'5!O

II A I III -. 924f.A01

I A I I -.69Z1)1.01

I I I I I I -. 1241.02.o
I II A I II .14254E.01

I I A II I .004MDE+00
__ __ __-- .004061.00

III A I II C00CDDE*00

I I I A DDM1.o~rDE*Oo
Z I K A I I OO0CDE io
III A 1 1 .00C01.00

zi A I II OGLDCPE*00 1 .
I 1 7. A IIK ."C0OCE*00

I I A I I .. )(306 ..e j

I I AI I .0COC0C0

III A I II .00c0(1*Q0
III A I I .0OMF0400
11I A I I K OOLOCE*00

~ A I II CD( CLE*00



PLOT OF V"

-25 -15 -5 5 15 Z5 Y(UR ., .•

o - .- -.-. +- --

III' A I I I .OO&O
I I I A I I 1 .oo&COE.oo-IO .0 OGE+0 .O ... , . ". :.

7 1 1 A I 1 I .ooCoGEG,,oo ,'..;...:
!I I A I I I .0000E1+03
!I I A I I I .OOE*00

II I A I I r DfOCGOE+QO
I I I A' I I I .O0CDOE*00 ,

I 1 ~I A I OC.e~O
I I I A6 I I OOOOLE*03

*--+ .OOQvE+O0
I I I A I .OLC 0(GGE+02
I I A I I I .0OO0E+O0
I I I A I I I -. OI. G0E4G +.@

I A I I I .GO00OE.OO

I 1 I A I .ODOOE*00 9
A I I .3C E+O
A I I A I I I .OO OE+OO .

I I I A I I I .OO COOE O -

I I I I A I I .1EASE+*•-
I I A : x
I A I I A I I .12437EO2 .

A I I A I .13'-3&E+02
I I I I AZI . t3bE+Oz

: I I x A I I .13 6E.o- -
III A I I .XZ457E.oz

I I I I A I I .I3SZE*Oz
IIII A I I .92245**01

3 *----4----*.-r,-. .,5, .o,82-Z- 01
III &I I I .4ZI39E*O1

I I I A I I ,14254E+01
I I I A I I I -. 1'.25.E*03" - -
I I x A I I I .0o E.~o0~o:::-:::"

, I , A , I I .o,+Wo+.0,,
I I I A I I I .0Co.-o0"

I I I A I I I .OCCOOE+O0
III A I II .00(AOGE*00

I I I A I I .)CDOEQO_
• ~44 --... ,--6-,.--,,-'--- * * .OOC0OtE OO

I. I I A I I I *O.+L.,oE+G - . .-
I A

I I I A I D .00o*E*GD0

I A I I I .COCOVE*Cso
I I A I I I .OOccfOEs-Oa

I I I E. ! I I .OOCOOE.O0 _-. --

I I I A ~ I I .QOtO0E*QD
I A I I I .OO( E VE. *O

I I IA I ,OOCEO.

I I A I I I -.133bE*CZ1 1 A I I I I -.1ZA'7E-gZ : i2 ;

I I A 1 1 1 I -. IC3ZE*-Z
_ I] A I I -.912* Ea1r 1 & I I I I -. 6BISZE*C4 "

I I I I I -. 4Z13qE ...

V A 1 7 .~i'E O

-. .. .. r t.-.. .E Ot......-..
. . . . . . . . . . . . . . . . . . . . . . . . . . . ..

'-'."''."'- .- --. ". -.-.- - " -'-"....-.-. .... .-.. .- .---. .. +...... . ..... ..... . . . . . . -.- '-

.. '.. .. -. - .- .. '-"-.,-..,. ..-. '.. .-.- . ... '.-. '.-. . ". ' ,r"."+". "'-. "". .". . .. ".'.' . ..-.. ' .''.....''" . ."-. '
-" " "-,.,,".,,'- ,;, ,,, .. .',,.. . . . . . . . .'.. . . .". ." """. .'.".. .,."."."." ".. . .;.. .- ".--. .. "...,.-,.,.. ..- +:' +



A I

. . .1- + - 1.+ , . .. .- . . . I I I I 0L00Im , , ,

A I.

I I I ~A I .0C* .O

I I I A I I I .OOCOG#O'
S1 - - A- I , .OOI IO O"
I I I A I ,I I .OOCDC*.Oo

-I I I" A I I I .*OO0OOE.*IO " +"

I I I A I I I .I3O .O
I I I A I I I .OOO0E..
I I I A I I I .OOCOGE"00
I I I A I I I .=0;C*O*00

I I I £ II .COLOOI.0
I I I A I I I .OOCOOE*0D

I I I A I ODOOE*"

I I I A I . I .OOOE.00
I I I A I I I .0OU0E. G-

* II I A I I I .OOC0OEI.,9 S

I I I A I I I .OOCOE*0z

I I I A I I I .000001OE* " "

I I I I I .Z457E 2

z I I , I A I I •.OOC3ZE OZ

I I I I A l I • .2OE 7140

I I I I I I .1331E*O -
SI I I Al I .13 E36*O" -

I I I A l I .13O36E.-2
S I I I A I I . "124SZE4

30t --------4---,-z----- + .1 ia z. ..
Ii. Z I I Al I I .421391..1

r A z l .42.S4f#D1
I I I A I I I -.14254+01

I I A I I I .oC14"0*
, I I I A I I I .OOLOOE.O0 -•.

I I I A I I I .GED . .00

S- I 1 A I C C .co +00.o
SI I I A I I I .03LDOE+0
-I I I A I DDI .oCDO+CO*

-- #- A-+ .04EZOE+00
I I I A I I I .ooEDDE*00
I I I A I I I .OOCDOE.Oo
I II A I II .,,0&.o

I I I A I I I .OOCOE.+0

L I A A I I I .OOCOO'+0"
"I I A I I I 0OCOE+O

-.. 1 I A I I LOOLOOE*0
AI I I A X I I .ODCEI 0

I 1 1 A I I I .00COci.oG
S-*-----4-------4-----4 DOC(DOE+00

I I I & I I I -. u(OE*-oz
I A, I II -1 3 E*O1

".I I A I I I I -. 1 Z f.OZ " +'
•I I A I I I I -. QIZ',TE.Ol

-I 1 A I I I I -.68182E40o1

I I IA 1 I -. 4Z23r*.E*C
- I I A I I I -. 1Z;54E*01
T I I A I I I .1 4E ..---l

T +

"'- I ?£'2 -



PLOT OF VC

-15 -5 5 Is Z5 Yt1I)

1 . A I I I *OaIWE*QQ
III A I * OOCOOE+0O
III A I II .00C0O6+00
I I I A I I OOCOG.E*Qo
I I A I I .OO900E.oo

III A I II .00001+0ao
II I A I II GOOCGOE+oo

I I C.&DgiE+00
10 + --- A- - +- -. 13tibE+oz

I IA I I I . I -. 21368EOZ
Z AI I I I -.1Z457E+02
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APPENDIX D3

CASE 3(a)

THE OUTPUT REPRESENTS THE SIMULATION FOR
36-SCRs, CONDUCTION ANGLE '59*, f /f 4

THE OUTPUT COLUMNS ARE AS FOLOWS:

TIME(ms), MOTOR ANGLE(Oegrees), MOTOR CURRENTS
X1, X2. X3 (Ameres).

26-65



*3t ALF4 R PMq*9:6.0000 - 4.8661 .. 0$.30 0"

.C012.0000 73.2959 .00 .0300
.15:0 18.0300 $3.6166 ,OOCQ .0000
.2300 24,CO0 9163Z9 .OOCO .0000

3C.C0300 92.b324 AM0C .00003z~00 3.0z3003.9)6z .oo93o .0..3OZ.0O0 9coca23 .00(O .0000

.441° 4e.o03O 93.5915 .0o0 .0000 - .:-.

.45C0 34.0300 96.3765 .00GO .0000

.5OO 60.0300 94.890Z .00CO -. Z143.
• 5O66.0000 82.5687 .Ca4.O -49.9680
. CQO 7Z.Goo0 59.3593 OOCO -71.3444
.6500 78.000 26.9002 .03CO -63.63q7
.70CCo 64.0300 .0747 .OOCO -91.6439
.750 90.0000 .035b .002C -9Z.637T

a C 96.030 .3169 .QoCO -93.9387
.S500 102.0000 .0080 .OLO -96.2635
.g9co 106.0000 *003 .00c0 -q3.5920
.910 114.0000 .0013 C0OCO -96.3788

1.CCOC 1ZZ.QOOO .0009 *Z143 -94.8903
1.0500 126.0000 .0004 49.9660 -82..8-.
1.1000 132.0000 .0002 75.3444 -59.3593
2.1500 138,0000 .0001 83.6357 -6.900Z
2.20 A 144.0000 .0000 91.6439 -. 2747
1.ZS5Q i,0.0000 .0000 9Z.6317 -. 0356
1.3000 156.0000 .0000 93.9397 -. 3169
1.3500 162.0000 .0000 96.2635 -. 0090
1.4G0G i6e.0300 .300 93.5920 -. 0038 0
1.450 174.CO00 .0000 96.37e$ -. 0018
1.5000 18C.0000 -. 2143 94.39(4 -. 0009
1.5500 1664.020 -49.9660 6Z.8818 -. 0004
1.600 192.00 -75.3444 59.39o3 -. 0002
2..1000 196.0000 -63.6397 Z6.900Z -. 0001

.ZO0000 -91.6439 .3747 .0000
1.7300 210.0000 -9Z.6377 .3396 *c0oa
1.8GCC 216.0000 -93.9387 .019 .0000 .
1.85CQ ZZ2.000 -96,A635 .001e0 .00
I .;oolo zz6.00oo -93.3920 .0036 .0000
1.430Z 234.C000 -96.3700 .0026 .0000
2.0C00 240.0000 -94.4903 .0009 .Z143
2.C500 246.0000 -62.368 OOC4 49.9680
2.10 CO 252.0000 -59.3593 .00C2 73.3444
Z.15CO 256.0300 -26.9002 .00C1 S3.639?
Z.2=O 264.COC0 -. 0747 .OOCO 91.6439
2.2500 270.0000 -. 0356 .OCO 9Z.6377

2.0 76.0000 -. 0169 .0oc0 93.9387
Z.3!Zo Z.100. -.4006 .300o 96.2635
2.4000 Z6.0000 -. 0033 ,00C r 93.5920
2.4!00 294.0000 -. 0018 Q000 96.3798
2.5CC3 300.Z000 -.0049 -.Z143 94.89C3
2.5500 306.0000 -. 0004 -4.9&fo 62.566
2.6CC0 312.0000 -.000Z -T5.3444 39.3593
2,65(. 31!.0000 -. 0001 -63.63;7 26.900z
Z.70C0 324.0300 .0000 -91.6439 .0747
2.71C& 330.0000 .0000 -92.6377 .03!6
2.CC0 33t.0000 .0000 -92.9367 .0169

2.a5;)342.0000 .0000 9 6 .6 -- .0080
2.9040 346.0000 .0000 -93.5920 .0033
2.9500 354.0300 .0000 -96.3716 ,U018
B.CCO .0000 .2143 -94.89C3 .0009
3.C'00 t.0000 49.9650 -s2.8see .03,24
3.IOCO 12.C000 75.3444 -59.353 .OOCZ

-"4 ^ e.f-I

Z.:+ -?Y I- -.[. [[.- -+ -.']. -.'-.- ,-[..-.+-?.:..-:- . .- ... ,. o-..-. .. ........................,.-........,-.-..--.-.... .... .......... ........-.



rS

3. a C-W 1.00u3 91.**39 -. o5747 oo
3. 2.C3 30.c03 9Z.6377 -.03!6.00
3.304,2 36.053 91.9387 -.0109. .404
3.3'iC0 42.0000 9t.2o35 -3 a0to .OOCO
3.00 48.0000 93.5920 -.0010 03D0
3.43ou4 56.0)00 96.3746 -.0028 .)0
34000C 60.0000 94.0903 -.00C9 -.ZI43 -

3o6.0b.0000 SZ.6038 -.00C' -k49660-
3.Ccoo 72.0300 59o3593 -.00(2 -75.3444

1o0 .C,71.0300 2b.900Z -002CI -93.6397 .
ao74;84.03400 .0747 .00(0 -92.6439

3.71DO 90.0000 .0356 .00(0 -92.6177 -

s~a0qoscooo .0169 .OOCO -93*q387
3.8:C; i02.C300 .0000 .0000 -96.2635
3.9GGO loI.0jo0 .0038 .30( -93.5920
3.9500 114.o004)C .0016 .OOLD -96.378-
4.CL00 12C.0000 .0009 oZ143 -94.0903
4.C.'00 126.0000 .0004 4 9.o96 C0 -8Z.44#&
4.o1;2 ot 132.0500 .0002 75.31#44 -59.3393
4.1500 138.0090 .0001 83.6347 -21.9002
4.2n00 144.00,30 .0000 91.6439 -.0747
4.25 .0 1.90.0000 .0000 9Z.6317 -.0356
4.3000 156.0000 .0000 93.9317 -.0169
4-35CO 162.0000 .0000 96o2635 -.0060
4.4000 161.0000 .0000 93.5910 -0030
4.4500 174.0000 .0000 96.3716 -.0016
4.34000 180.03d0 .0000 94.8903 -.0009
4.5500 181.0000 -49.7641 s2.8611 -.0004
4. 6130C 192.0000 -75.1474 5 9. 35 r3 -. 0002
4.65CO 190.0000 -63.5935 26.9002 -.0001
4.7000 204.0000 -91.6Z20 .0747 00000
4.7500o 210.0030 -92.6272 .03!b Duna0
4.8 COO 211.0000 -93.9337 .0109 .0000
4.mSOO 222.0000 -96.Z612 .0080 .0000
4.;000 220i.0000 -93.5909 .0019 .0000
4.9500o 234.0000 -96.3782 .0023 .000
S.GCDo 240.0000 -94.8900 .*OC9 00000
1.050C 246.0000 -12.4016 .*0C4t 49.7641
..loco Z52.0000 -59.3592 OOCZ2 73.2474

5.50231.0200 -26.9002 .OACI 63.5935
3.2000 264.0000 -00747 .0000 91.6120
-.23.0 Z7C...30 -.0336 OOCO0 92.6272
5.3000 27t.0000 -.0169 .00(0 93.9337
5.3500 Z62.0000 -.0080 .0OCO 96.2612
3 .4(1. 20E.0000 -. 4038 Q00~0 93.5909
5.4!00 294.C000 -.0013 .30( 96.1762

.!,:Qo 30C.0300 -.0009 .OOCO9490
5.503 06.00,30 -.0004 -4.64 2.9635

-.6000 312.00200 -.0002 -75.2474 59.3592
5.6500 318.Q000 -.0001 -8.9526.9u02
5.7C00 324.0300 .0000 -91.6l.i0 .0747
,.73 0 33G.0000 .0000 -9Z.6272 .0356

~.C ~ 336.0300 .0000 -93.93%7 .0169
5.35,0 342.0300 .60035 -q6.212 .0080

348.0000 .00-30 -93459C9 .0030
s.Q3CO 3!4.030 .0000 -96.3712 .0018
6. C CO 36C.0000 .0000 -94.09(0 OGC09



CASE 3(b)

THE OUTPUT REPRESENTS THE SIMULATION FOR
36-SCRs, CONDUJCTION ANGLE - 59*, f% fe 4.

THE OUTPUT COLUMNS ARE AS FOLLOWS:

TIME(ms). MOTOR ANGLE(Degres), MOTOR PHASE
VOLTAGES VA,VD,VC (Volts)

26-67



J6. AL .t ..f .-

0osa 6.0030 258.*384#4 .0COC.010-
.ICCO 12.0000 247.0917 .OOCO .0-00

. .s e.C05o 247.0917 .20 C12 .0000
.z000 24.C30o 258.3844 .00c0 .0000
.2=0 3C.0300 225.0000 000 .0000

.DO3e.0000 238.3844 .0000 .00(i0
.3500 42.COC0 247.0917 .00Co .0000

JI1 4 e.s~a.; 2##7.0917 .0, .0000
00 4.0000 238.3544 .00t0 .0000

.5000 60.0000 ZZS.0000 .00Co -Z25.0000

.40. 6600000 iSZ.7111 00C -Z56.3644
*e-072.0000 54.0170 0CCO -Z47.0917

.6500 78.000C -54.0170 .0000 -247.0017
70084.LO00 .00OO .0000o -258.3844

.7500 9G.00300 .0000 .00co -Zzs.ooo

.8003 96.0000 .000a .Q0CO -258.3844
.6.0102.0000 . 000 ."Cc0 -247.0917

*90Cr 108.4000 .0000 AM0C -247.0917
.91,40 114.0000 .0000 .00W0 -23.3544

1.00 ZC.Q000 .0000 225.00G0 225.C000 S
1.C5~0 Z6.00142 .0000 23e.3044 1Z71

1. 1000 132.0030 .0020 247.0927 -407
2.15CO 13L8.0000 .0000 247.0917 54.0170
1.ZCCO 144.0300 .0000 256.3844 .0000

1.23015.0000 .0000 225.00CC .0000
2.3000 156.000o .0000 258.3644 .0000
1.3-100 162.300 .0000 247.0917 .000
1. 4~0" 1be.COOO .0000 247.0937 .00000
1.'800 174.C300 .0000 258.3844 .0000
14000G 180.0000 -225.0000 225.900(00 .0000

1.50186.0000 -258.3844 152.7111 .0000
1t0 192.0000 -247.0917 54.0170 .0000

I.tsco 198.0000 -247.0917 -54.0170 .0000
1.7=40 234.43" -258.3644 aac .0000
1.75100 210.0000 -225.0000 .00Co .000
1.83o0 216.00303 -258.3844 OD00D .0000
2,8.-L0 ZZZ.0000 -247.0917 .00Ca .0000A
I.9000 228.0000 -247.0917 .0000 .0000
1.9!00 234.CODO -258.3344 .00(0 .0000
Z.CCZO 240oO -5.0000 co25.0000 0CZsoo
2.01400 246.0020 -152-7111 .00CO Z58.3044

Z.OG2,2.0030 -54.0170 DQ0CQ Z47.0917
2.1500 256.0000 54.0170 .00c00 247.0927

22;D264.0000 .0000 .00CC 250.31444Z.2500 270.000 .0003 .00CO ZZZ.Qooo
2. 300Z Z7600300 .0000 .00CC 258.3944. -

2.35co 282.0000 .0000 .04go 247.2917
2.40CU0 268.C300 .0000 .,U02co 247.0917
2.45.0 294.0000 .3000 .3OCO 258.3844
Z.!CCO 300.0000 .0000 -225.00CC 2.00
2.5300 306.0uoo .0000 -258.3844 152.7111
2.60%;0 i12.0400 .0000 -247.0937 54.0170
2.tsco 318.0000 -0000 -24#7.0937 -54.01700
2.7cfo0 324.0030 .0000 -258.3344 .0000

2 ft 331;.G0020 .0000 -225.0C .00cC
2. a0.% 336.0000 .0000 -256.3544 .0000
2.a8r.LC 342.0000 .0000 -247.0917 .0000

z.ic 348.0000 .0000 -Z47.0927 .0000
2.50154.G033 .0000 -258.3644 .0000
3.Ou."00 215.0040 -225000(0 O0.3O

C.0000 258.3544 -152.7111 .30
3.1O0CQ 12.0000 247.0917. -54.0170 .0000

1; M.*inn 747.3917 54.0170 O0O0D

kill"'~



3.31Lq;3.0000 Z56.3844 DDC .---..

3*3500 42.0000 247.0900 C.OCO .O0iOO

3.4300 48.0000 247.0917 .00c0 .0-00

3.4.'CO 54.00004 250.3844. .03CO coca0

3.006 C00- ZZ5.400 00O -225.0000o

30t6 &.L400 15Z.7111 .0000 -258.3844

3.6COD 72.0000 -4.0170 .OG0-27.91

aE0~J -!i4.3170 .00c0 -247.0917

3.?(o84.0300 .000 .000 -5.34

3.7500 9C.0000 .0000 .0000 -225.0000

3.00 9.000.0000 .00t0 -25b.3044

3.6500 102.0000 .0344 .00M -247.0917

3.9000 106.00O00 .0000 .0000 -247.9917

3.9500 114.0200 .0000 .00=Z -256.3844

4.0001Z00~00.0030 225.00co -225.00t0

4..00126.0000 .0003 238.3844.-5271

4.2000 132.0000 .0000 247.0917 -56.0170

4.1% 13E.0000 .0000 247.0917 54.0170

4. 2000 144.4000 .300 258.38' 4 .0000

4.2500 150.0000 .0000 225.0000 .0000

4. 3"a 156.00 .0000 258.3844 :Go0*

4.3!Q0 16Z.COOO0 .0000 247.0927 0000

4.4cco 168.000 .0003 247.0917 00000

4.4sou 174.0030 .0000 255.3844 .0000

f4.5000 180.4000 .0000 225.0000 .0300

4.5500o 1ae.o000 -258.3844 152*7111 .0000

4.04192.0000 -247.091? 54*0170 w.0I000

4.6500 198.0300 -247.0917 -54.0170 .0000

4.7000 20*.03100 -258.3644 0000o .0000

4.7500 Z10.C000 -225.0000 .0000 .0000

4.e000 Z13.0000 -218.3844 000 .0000

4.8500 222.0.000 -247.0917.00.00

4.90co 22800030 -247.0917 .0000 .0400

A."o2*&a0 -238.3"44 .0ooo .0000

!.00.^Ci 24C.4000 -225.0000 0000 .00000

500a 246.0000 -152.7111 .00t0 256.3644

5.100 22.003 -4.070DOM0 247.0917
.2CO258.0000 5437 00 247091

-. 2cZoo 264.0O0O .41000 .00Co 256.3844

5.2500 270.0000 .0000 .0vCC 2.0

-.3000 276.0030 .0000 .0000 253.0914
5.3,00 262.0300o OIJDO G00D 210.091T
5.4000 2 8.0030 .000120C 4701

!.4500 2ZM.0000 .00*0 .00c0 258.3044

5.0033.00.0000 .0GC0 225.0~.

5.55CQ 30t.0000 .0000 -256.3844 152.7111

.. 312.0000 .0000-470 7 .00

31.000.0000 -247.0927 -54.0170
5720324.0330 .0000 -V8I.384 .OaCo

5.7OC33C.0110D .0002 -225.00 0C

!.OCCQ 336.0040 .00 -258.3b44 .000

1.503200 .0000 -?47.0927 .0000
3.400.42*0000 .0000 -Z47.0937 DOCD0

i~~c354.0230 .0000 -Z56.3844 .0O00

i6C.0000 .0000 -225.00CC .0003



CASE 3(c)

HIGHl-SPEED DIGITAL PRINTER PLOTS FOR

VA, VS. VC MOTOR PHASE VOLTAGES

Xl, X2, X3 MOTOR PHASE CURRENTS

VX, VY, VZ SUPPLY PHASE VOLTAGES

SVX, VY, VZ ARE THE SAME FOR ALL f., /f, 4. AND
THE PEAK PHASE VOLTAGE GIVEN TO BE 150 VOLTS

26-69
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PLOT OF VA

z zI A I .23489E*CZ
I II I A I .zz'baE'ul
I II A I .ZZ'63E+02
I II I A Z3499E*CZ

I II A I .2ZO'95E*0Z
1~ 1 I .Z34b9E*0Z
I I I I A ZZ463E*OZ
I II II A I ZZdt63E*OZ
I II I A I .Z3qs9E+Oz

I IA 1 .49.106E+01
I &I I I -.49106E4Ol

I I I A I I .0OLODiE040
I I I A I oo OO~oo.O

II A I II .OOC00E+Cp0

I II A I II OocooEOo
I1I A I II ODOE00O

III A I II .OOCOOE*OO

III A I II .OOCODE+OO

III A I II .oocooE~oo
r A I II .ODLZDE+Co

III A I II .OOLOOE+OO
I I I A III .0foWOE.OO
I IA I O*L~ok.Eo@

III Ak r I GG~COOE.oo
III A I II .D3LDOE.oo

I AI II II -.Z34SE*OZ

I A I II II -.ZZ46;,E~oz
A zzI I -.ZZ463E+OZ

I A I I II -.23489E4+OZ

I A I 1I -.Z04556*oz
A I II I -.Z346QE.CZ

I A I .Z~&O
A I IIII -.ZZ'.63i*OZ

I A I I r .36EO

I :A II I -. 13663E+OZ
I 1A II -.49106E.o1

x I& II .49306E401

I II A I II DGOCOE+00

I I I A I OOCDDE*00
I~~ I I I *OEo00

A I .03CODE400

II
II A I II .00(30E*O33

I II A I II .G0OCCE000

II A I II

I A I .03 ~ ~ o

-D0(00E*0



SI 1 A ! I I .O .,. DOIb c '---* - *-'--A--" . 20 ASSE OZ

0+0
SI I I I A I .Z14a9E+O2

I I I. I I A I .Z2463E+02
I I I" I I A l .zzASe.oz-2. -

I 1 1 I A I .ZO'SSE+Z
[ I I I A 1 .0 Z IAS9EOZ

SI I 1 I A I ,ZZ463E+OZ
I 1 I z I A I *ZZ463E.02

I I I I • .ZS469E+oZ
0+ +---A- + .ZDA55E*OZ"

I I I I AZ I .13e3EOZ-
I I A I I .493I0Eo1"

I I A I I I -.4923.Eo1"
Z I I I A I I OC CDE.O
I I I A I I I .OOCOQE Oo
I I I A I GO C *C2GGE ca
I I I A r I ..*O.DE*OO
I I z A I I ODCDQE(oo
I I I A I .I .O0000 o20+ .. .+ --.----- D rDDq*+o

I I A z I I .OO(.CO+O•
I I I A I I I • OcDEGO'
I I I A 1 1 I .DDCDO+Oo
SI 1 A I I 1 .OcOa4*E+OO
I I I A I I I .O00.0OE*oO
I T I A I I .o0WO O"-.'
I I I A 1 I I oOOCOOE-0"
I I I A I I I O0 .OO&GO" "
I I A I I I DOCOOf.OO

I A I r I I I -. ZZA9E-*Oz
I A I x I I -.ZZ*63&.O2p
I A I I I I I -,.ZZ*,*3i*OZ

I A I I I I I -.234 69E.o
I A I111I-.05.2
I A I I I I 1 -. 34*9E+02
I A I I I I I -.Z2*61E OZ
I A I I I I I -.22*bE0Z
I A I I I I I -.234691.O2

40+- A--+ -..Z0435SE.0
ZA I I I -. 13693E0 1.

II A I r I -.49106E+01
I I 1 A I 1 .4910bE01

I I A z I I ,ooCooEOD
I I I A I I I .OOcOOE*00
I I I A I I I .30COEE*O
£,I r A I , I .03L-GE.C -

T DOLD(.Eoo,DOC00E+00 "

I I I A I I I .i.CO0E+00 0

I I I A I I I .OO)CDDE.G3o I A OorOC E oO

I I I A I i I .O 'O .O0" ..-|I I I A 1 1 I . )0 r,E .0

I I I A I O I O.C£,OE.0o O: I £ 1 1 1 .o ,:E.o0 .£ i2
r LO f -DOE ,O00

. ,.. . . .

. . .. . . . . . . . .,+ +*+ "-_ -", " " '



p

PLOT OF V"

26 -15 -5 5 15 Z5 YII) -

I I I- I I I I *ooCo o
I I I A I I I .OO E 0 O O .

I I I A I I OzoLE.O

III A I 1I *ODOCDE~ooI I I A I I I .OOE*00

III A I I 1 .DCOGE.oot 1 I A I I 1 .OOLDOE#oO 0

r I A I I I .00oLoOf.O

I I A r I I.OOEo
11I A I 1 .OOCOOI+0O

II A I I I .O3OCIE+@OI A I .0OCOOE+OO.

I I I A I I I .OOCOflEOO .-.

Ln+ , --- A = ,0.C006+00"'

III A I z I .O CDGE.OO
, I IA .OOOE+oO

r I a I I A .O 46E+ot
I I I A I A I *O6COZ/i.O0

i I I I 1 A I .23409E.02
I II I I A I .22'063o Z
I 1 I I I Z S .ZCbOE.OZ .
1I I I I A I .Z3499E+O-

I I 1 1 A I :.O4COE*OZ .- .,

I I AA I .3483E*OZ.
I I I I I A I .49063E+e-
I I I I I A I .Z3 E4OZ.1

III A AI I *13000e.oo
I I I A I I **916E+O1

£ A I I I -. A 9 O "" -o

1 1 I A I II .OOO6OE+00

1 I A I I I .z3,,, eo z i' .

I 1 1 A I I I .DOQCE4 OfJ
I I I A I I I .* cooE+"OO
[ I I A I I I .DODDE+00'
I I I A I I I .OOCOOE.O'

£A I I I OoCoGEorj
II A I I I .ulooE+o

I I A I I I .OOCOOE*0.
1 1 I A I I I . r.03ACjEoo

I I I A I I I .OOCOOE.Oo .+"..
I I 1 A I I I .O(C .OoE-D,•
* I I A I I I .* O E.O0"-''-"-

A .OO000o
.-o4,-oE+Oo , /i l

I A I I I I -.. 6)O E 4o0I A
A I I £I 1 1 .O-.224b3E ..z

i I I I I I -. Z30s0 O O

* A I I I I I -. 2O .m °Z -

I ' I I I I I -.ZZ3 b)Et.1 ,2

* a I I I I I -. ZZ063t.OZ ., "

.V V - - %."

A9

23-.- o 469 E..

..............



I AIA I I I -. 3OkO

I A II I -.4315fl401
i A II I -.4920bE*01
I I 1 A I I .Q~E0

III A, I I I . ZOE-00
I*II A I D I .OCD00E*"
I1I A I I&AGD~ A 9

I I A II I .00CD0E400
2 ZQCE0 1 A I -s0E~

I I A II I .00LO&E-00
_________000&E+00

I I I I II .000C.E+O0
I ~~~ G* III OCOOE*oo

III A I II GCOj~E+Oo
I I I A I II .~O&0
I I I A I II .O iO *0

I I6 1 A 14 .0 9E*01

-A- .ZOASSE*01

I I I I Al Z34419E4bt

I I I I Al Z463E*01
I 11 A 1 023409k40z

I I I I A I .ZZ'.IE4

I I I A I .3OCE*02

I I ~I AA 49010
I I I II -. *0014-00

S A I OCOOGE+Ob
40+II .00Cr06+00

I I A I II .O0E0

I I A II I OOL.GoE+Qf
I I1 A I II OGC(OOE*Q*

I I A II I OOEOCE*00

t A A I I *OODE*oz
A I -.ZZ463E*CZ

I II A I II -.00L~iE*OZ



.. 74'.7 -7..--.--. TV 7 I

PLOT OF VC

r I I A I I I .Ou~~
I I I A I I I .OO~o
III A I I I .OOCOGE+0,

I I A I I .ZOCrOao O
I1 A I I I *OOCCOE03

I I I A z GDI*OCDGEkoo -

I I I A I II .Oao tO+0g
I I A I .6;&DLOOE*OO

II A I II .00C.OOE4+G*

z I -.Z348%E*OZ .-
I A I II II -. ZZ463E+OZ
I A I I -.ZZ*63e~op

I A III I -.Z3489E*0oz
I A III I -.ZO4EsEoz
I A z I -.Z3489E+oZ
I A I I I I -.ZZ463E+02
I A II I I -. ZZq63E4(QZ

I A I II I-.Z34S90E+O2

I I I I1 -. 13 Eb3E .OZ
I I& II -. 49C0bE.io
I II II .49206E+01

I I A II .OOOOOE*OO

I 1 A 1 I ."~CVDE +00

I II A I II .ooCoE+Q*

I I A I I .00&GCE~oo
3---0 .0OCOGE+00

III A r I .ooIQE+0
I I I A I .OOCOGEC,~o

III A z I .00(.*QE+00
III A I I OLODE.oo

I 1 1 A I II *OOEO

III A I II .*LlDCE0Oo
III A I II .OOCOOE-o
III A r I .00C0E.0

I I z A I *Z3'S9E~oz
IIII I A I *Z'63E+OZ
I I A I .22A63E+DZ

r I A 1 .Z3459E~fjZ

z I A I .23469E+02
III I A I zzf'.bif.oZ

I I A I .ZZ'b3E+DZ
IIIII A I .2399k+0

I II II .49;&Lj+h.3
£ I &I I I -.493066.D1

I I A DUCLEI00

I A oD v:,E o
V ? L DE .1



AS

I I A I ooI0co0E.UQ

III A I II OGCQOEf*oa

I I V A I II *OOEO
IIi A I I 00 .oC.0.E

I ~~~ I OOcOQE+O*

I I A II I OOCDOE.oo

I III I -. 230*9E +QZ
I III I -. ZZ4b3E+O2

I A I II II -. Z246)E.o2
I A I II -. Z3459E.OZ
I A I I1 -. 2O0,55&@z

A IIIII -. Z3*691'OZ
I A I I1 -. Z434bZ
I A I II II -. ZZ*4fl.OZ
I AI II II -.23489E+02

________e - * -. Z0455ko2

IIA r -. 136S3E*0z
I I AI I1 -. 492666+0O1
I II AI .493066+01

III A z .0A000*00 i
I I I ~A I II .OOI0

I I ~I A I II .2.10

A _ __ __z~ .ODC.006*00

III A I I I .00 e.oo

I I I A III .00000+400
I I I ~A I I 0C0E O
I I A I I ODCOOE.00
I I I A I I .DCZDE40o

II I A I I I .0CO0E*c.0

I II I .33aW0E+00

I II II AI .Z3489E*02

z I I A I ZZ463E*02

1 1 I A I z3A~qE.oz
IIIII A I 145E.0z

I AI .Z3"-69E~0Z

x II A I Z~Z4b3i*QZ
I I I I Al Z3489E*02

S..4 ... ,--~.4.--A-* ZOk!5E*3Z
I II IAlI .13EBBE.OZ
I II II .4Q,.bi~o1

I A A I -'~~~0
I I A I O(jE O

III A I 30COCE4c.3

I I A I I I .03(OLE*30



FLOT OF XI

-1 g515 Z5 (C1. 01

II I-IA I I .6Z133k.ol
II I I A I I .942Z0E401

111I A I I .11454E*02
IIII A I I .1.1:T9E*GZ
IIII A I I .1114ZE*Qa

I A I I .ZX33E*OZ
III I A I I .2lt99E*OZ
III I A I r l2C(47E+OZ

I r A I I 10D-b1E*02
r I A I 1 .7 419 9E * 0

r I A I II .33tZ5E*01
III A I II .933T5E-02
III A, I I .44.'OE-020
III A I I 11 .Z15 E -0

1 1 I I I I .1O0.DOE-aZ
I I I A, I I I .4T!00E-G3

III A I I1 .2Z2ME-03
ZC --.--+A- 4- ---- + 1125*E-01

II I A z I 53(ODE-04
I I I A I 7 I Z340GE-04-

I II A I II .1Z!.OOI-0.E

III A I I oocooE.c3
II A I II .OOCOOE+C0

I I I ~A I II .OOEO

II I r I .0WOE'*0

I I Al z I 1 -.624b06+01
I I A I I -.94381E*0l
I 1 A I III -.1OA55E*01

1I A I II I -. 1'455E*0Z
I I A III -. 11!60E+oz

A I A I II I -. 1174ZE+CZ
I I A I III -.1ZC33E.O2

II A I I -. 11t99E~oz
I I I II I -. 12C.47E'oz

I I A r I -. abEO
I I A I I I I -. 7419E O

I I I A I I I -. 933Q E-OZ
III A II -. 9'tf(, E-OZ

I I I I I -. Z1ItrE-OZ

I I ~I A I -. O O-O
I I A I II -4~.EO

12I I I I -. 22!ODE-03

I I A I1 2 -. 0C0&E-04
1 1 1 A I II -. 25CiOE-04 -

I I I II -iZ!OCIE-04
I I A i z I0

I~~~G IC:; I L.~EoO

* 1 A II I .(0( Z~f. ,,



15-5 5 15 ts Y 31

I I I~ IA I I .26f0
I 1 1. I A I I .4310
I I I A I I .104551.02

IzII A I L 3!81EOZ
A I . A I .117421402

I I I I AAI I Z531 Z
I I I I AAI I .191O

A I I A I .12047E*O2

+ -II A- + .11 E61 E40z
I II I IA .7101l*01

I I A l I .3t5E-O1
III A I 2I *933ThE-OZ

I II A I II .*IIu01-OZ
I I A I I I .2125-02
I I I ~A I II .2.~O
I I I A I ZZZDD7C.E-OS

20 + I A I SQ2200-03

I I I A I I I OOE0-04
I I I ~A I . .5010
I II &A I .100 1-04
I I A I .0000*oo
I I A I I OOQOE.o

I Ir A I II .0010

IA 1 I II .9O90*01

I I A A- 1I .11433E-02

I ~I A lIII-.ZOE0
I I I-.4~)1.O1+
I I A I I -. 10*491402

I I A II II -. 114531.02
I I A II II -. 115,7E*02
I I I II I -. 11121.Z

I Ar I -. 2ZC33*.oz
r A I -. 7199f.02

I A I A -.132!E*OZ

I I I II I-.10!*1E4O2
I I 1 11 I -. 72991D1

I II I I I -. 33C22E.02.
I II A I II -. 223t75E-O2
I I A II I -. 22 25C#E-0Z

I I I A III -. Z11ZSE-0Z

I I I A I -. 47LOOE-04

III A III -. SOCL.OE-04

I I I I I I .00COOE#00
I II A I II O0OCODE+.)
1 1I £ I II .00OOE.00

I I I & I II Z0 c c c E * *) o

% I .OO~0



PLOT OF XZ

-Z3 -15 -5 13Vi!

I I I' A I II .O O E~
I I ~I A I II .OOEO

I I I A I II . W Eo
III A I D .OCGQE0oo
I A I II .0I00UE*00

I I A I II O00AZ0(E*00
I II A I II .00CQGE+00

r I A I II .0010
.00C0QE.0

1 1 I ~A I II .0D ED
I11 A I II .O .000E*00
III A I II .OOC.O0E.00
III A I II .OO00iO+l00
III A I II CWOCZOE+00

III A I II .0oc.00140
III A I I I .0CDOE+00
III A I GOI . OG00+00
I I I A I I I .OQEO

.Z679GE-01
I10 1 A .6Z460E#0J.
IIII A I I .9410LE401

I I I I A I I .15fO

IIII A I I .11742E4OZ
I II A! I .1ZCE+OZ

I I II A II .1t99E*oz
r A I I .22iC4?E.0Z

I A I I .O-zb2E*DZ
IIIi A I I .7439rvE.o1
III A I II .33LZ5E1.Ol

r A r I .933756-OZ
III A r .4'i E02
III A I I zliz5E-oz
I I I A I I I .0OEC
III A I I I *'iT!OO0O
III A I II .ZZ:40E-03

I I A I I 0LO01-04
III A r I I .Z5COOE-04
I I I A I Z!OOa~0E-04
I I I A I I 40E*Oj

zII A I I I GOOCCOE4w0
I II & I II DZ~LX#OE4cv

L I A I DO .. CQE+00
r A I II .03LcoCiE.00

I II A I II .0OC00E+OO

I LI I I -. 56 cE.O0.

I AI I -.;42;1E.O1
1 1 I II I -.10A55E+OZ

* I A II I -.11'45!EGZ
I A III -.11.50E*QZ

I I * I -.1174i.OZ



II A I I r -.144 U.i-O

I A I I I-.123b1Eoz
I A A I I I -. 71(91.bl
I I -.47!ZSE-01

I I I A I I1 -. 3T -O
I I A I -.11250i-03

III A I I I -. Soto)E-02
III A I I I -. 25CODE1-02

III A I I .4001E00 ... 3
I I A I O -ZZCDOE-oo

III A I I I -. 00o~oCf100
III A I I I -.2COGE+O0
III A I I I .124001-04

I I r A I I DD.OCOG.oo

III A IA I I b00CbQE+*j0
II I A I I .00(I00.
II I A I II .OOCOOE.0l

A I I .011.00~c

A II I I .62!b0E401
r r I I A I I .91111.01c

IIII A I I .10455140z
IIII A I I .1245i*oa

II I A I I .1*fD
II I A I I .I741 0Z

I I I I A I I .2310
I1IIA I I .19--5E02

III A I .4ZC4TI4OZ

I A I A I I Z.125bE-OZ

III A I I I .933751-02

III A I I I *44!OGE-03
I I A II I .Z11250E-03
I I I I II .53OOE-04

I A I I I Z45COOE-04
III A I I Z'DCE-04

r A I I I .50(001-04~
I I I A I I I .5OE0

II I A I DDI . OE00
II I A I I I .ODOOE*00

III I I I .004.o0e.00

I I AZI I I -. bZio5E.o1

I A I .1zI0

II A I I 1 1 .11 5 3 EOZ
I I I II I -. 11!78f*oz

I I I II I .11721.r



PLOT OF X3

-25 -15 -5 5 15 V5 YURDI)

I I ~I A I II .OOEO
I I A I II .Do~o

I A I I OQCDOE4Co
I1I A r I o'oC*O.Z

III A I .!;3.ooi*00
III A I II .oo(ooE*Q*
III A I I I .0OOOO6 00

-.Z6l66E-O1
1 1AI I -.bZ'60E*01
I I a I I -.9411E*Q1

I I A II I -.10453E.oz
r 1 A 1I -. ISEO

I I A IIII -.11142E*01

I I A I I I -.IZC33k*Ol
I I A I I -. l9Eo

I I A z -.1ZC47E*Cp_

I I I II I -. 1 26blE.02_

I I ~~~A I III -T.QfO
r I A I I -. 3t E*01

lI I A I I .93175E10Z

III A I z I -. OWOE-oz
III A I I I -. 475O0 3
III A I II -. ZZ500E-03

________* -. 11ESOE-Oi
I1I A I z I -. 5OCOOE-4
I I I A I -. ZSOQ0E-0a
III A I I -.12!DO0--04
III A I I I GOOCOOE#00
III A I r I .3O(CQEoo

III A I I I OCOCDDE.oo
z A I I I .*D*OEo~io

III A I I I .OOC00E*-vQ
I I I A I I .02COVE+0o

I I I IA I I .6AO Cl
r r I A I .91 E0.

III A I I .104!,E.o2
r A I z I .1145E40

IIII & I I 11!SOE*QZ
IIII A I I .11742E*OZ
I II A I I .1ZCI3E*QZ
IIII A I I .11t0Qi4oz
I II I A r I .ZC4~7k-oz

I I I 1 A I I .1O1 Eu

II A I AI I .3 Z E C

A I I I

1 1 A I I I .2X4 ZIE-GZ



III A I I I .ZZrOOE-04
~~~~ 0 I-* - '- -ZM 1~E-04

r A i I I .0)OOE#00

111 A I II rADLODE+0 .'*.-.-
III A I II *Oi0COOE-00

III A I II .CO EO
z I A I I OOCOQE+CoO

III A I I I OC(.OE*00
I .OOEC

A- - -.10455E+02
I A IlI -. 6Z'6CE*O1

II A I I I ...Q I 1E C
I I A II I -. 11755E.oz
II A I I Z -. I1453E.OZ
II A I I II -. 11!50E+O!
II A I I I -. 3.11'ZE+OZ

II A I I -. 1Z033E+OZ
II A I -. 14299E+OZ

11 A I A I I -. 33Z1.4E+01

II A I A I -. 103.&7E-OZ
I A I I I -. 74b99E-OZ

III A I I I -. Z3375E-OL
r I A I II -. 4'.COOE-oz

III A I I I -.4715D-0Z
I 1 ~I A III -. 0 0-0

I I I A II .47.O0E-05
I I A II I -. ZSCDOE-01

III A I II -. Szoce0-04

III A I I I OOCDD+00.

III A I I I .*OC001.#00
III A I I I .00LDOE+00

I I I A I I OOC.O*E*00
I I I A I I I * EE0o
III A I II DGC4CE+00

_______________+ .. 'LW0E+00
I II I II b~ziosE*01

I II A I T .9'.csqE*O1
I II A I I .10O'49E.OZ. -

I II I A II *11'53E+OZ
I II A I I .11:781.02
I II A I I .1.17dZE*OZ

I II I A II l1Zk33E*GZ
I II I A II *1tQQE#;)z

IIII A I I .12(47E+02

I I I & I I .1o1i 1 ZZ

1 II I .9337,E-0 2
1 A I I I .44!OLE-OZ
r I r .ZI325-OZ
I t i .1. ;t E-a
r A I 1 7! .47±C--C3

T I I .ZZ:CCE-C.3



APPENDIX 04

CASE 4(a)

THE OUTPUT REPRESENTS THE SIMULATION FOR
18-SCRs. CONDUCTION ANGLE = 750, / ' 4

THE OUTPUT COLUMNS ARE AS FOLLOWS:

TIME(ms), MOTOR ANGLE(Degrees), MOTOR PHASE

CURRENTS Xl,X2,X3 (Amperes)

26-76



.8~bz -z.Z

- .swceoo 0.bbZ.O .0003

.CQ12.0030 37.4700 -37.7Z!9

18.0,300 47. 8944 -32.Z863 .0000

.2;)r#C 24.0000 -17boo.02 47 .00000

.25&.4 3C.0300 .24 .0000
336.04I00 - 41.Z393 .0139 00

.35CD 42.0000 473~.000 .00C0

.#7048S.Z300 5Z.5515 0k .*coo
.450054.0000 "2.1119 .0023.30

.006C.0-300 44.3050 QO0C6 -. 1429

.5366.0ag0 41.7*08 .0000 -29. Z715

.6300 72.0000 47.5950 .00(0 -35.T76

.e6500 78.0300 52.663 O -35.7440

.7CO0 94.0000 52.lb59 .UCCO -174

.7500 90.0000 44.3307 .00CC -49.3851

.806Q.0300 29.6314 .00CC -5Z.69ab

.CO102.0300 13.1697 .00t0 -48.q037
1084s00 .0061 .00Co -41.0401

.94500 114000 .090C -44.2667

120.0000 .0U14 QT714 5.6

1.5012.00.0007 
2066 -53.Z696

1.00001 .000) 37.5sez -49.1754

1.1"~0 132.0000 47.9021 -3773544

1.15CC 13S.0000 .0001 44.6909 -ZC.3Z12

I.zc, 144.0000 .0000 43.2326 -.0062

1.2500 150.&000 .0000 '.~1-03

1.31CO lb6.0000 .0000 47.35q8 -. 0318

1.50 be.0000 .0000 52.5520 -.0009

1.53174.0000 .0000 52.1120 -.0004

1.504#10 00 -.1429 44.30!* -.000Z

1.5016.0000 -2.754.48-.0001
1.Ce3 9.OOO -37.7582 47.59ED .9000

1.65CC198.C000 -35.73765.63.00

1.7000 204.0000 -41.7440 5.69.0000

1.70021.0000 -49.395. 44.33;7 .0000

2.8000 216.0300 -5Z.6986 29.b314 .0000

1.!!C0 Z.-9O.000 -4b.9037 t0,.L17 3010

1.90CC22C.0000 -41.0431 Doti .00

1.95CC Z34.0040 -44.2660 .3029 .0000

2.CCOO 240.0000 -o55 0, 01

2.0004.000-.t3.2696 
.COC7 20.6Q66

2.1oUiC' 252.0000 -*9.1754 .00C33762

2.1500 258.04300 -37.7354 .030.1 47.9.IZ

264.G000 -20.IZIZ .00c1 kg.&899

2.5027L'.COOO -.0082 .COCO 43.2526

Z.30 ~ 27.000-.0039 .0OCD 41.Z4CI

182.030 -.0018 OOCO 7.59

28E.0300 -.0009 .00CO 52. 5j20

2.502Q4.0000 -. 04.00C0 52-1123

Z.!5CCC 300.&,.)00 --0z9.215 417G

2.55CO 3-36.0000 -.0001 -923 170

2.0(0 12C30.0000 -37.75E2 47.5iaso

2.60 3^(; 12.030.0 -35.736 52.6653 9

2.600. 3124.0000 .0000 -4.405Z.169
2.7CZ 32.000 .0000 -49.381 *30

2.e1C^o 336.0300 .0000 -52.69f6 296314
-4--00Q:Q48.9037 C17

2.Oo34e.COOO .0000 -q1.04t1 .0029

2.95CC' 354.0000 .0000 -44,2607.~Z

.0C'.00.0714 
-50.581.3. j1

3. 3 6.C# 00 20.6966 -53.6 e .0O7

3. 0 .0300 37.362 -' Q.17!4 . 3:)c3

.. ''~~ -37.73!4 .3



S

Za.. 4.00 4Q.R599 -Zu.3222 o1
3 L.00 00 4 3 .ZVS6 00~e t0iz

3 . ic.0 36.0300 41.Z401 -. 00,9 .0000
3. 35uU 4 .C a2" 47.3598 -. 0028 °4000
3.4C9. 48. 00 52. ZO -. 30C9 .0000
3.4500 54.000 52.1120 -. ooC4 .0000

3. 0 CJIC -44.3050 Q;)2L'Z -.. 1429
3.SC 3 6 6 fU0O0 41.7408 -. JoG1 -29*2735
3.6c" 72.0000 47.5980 .00CO -37.75 Z

a co7 F.00u0 3Z.6653 O0. 0 -a! .7376
3.7000 54.0300 5Z.1659 .OOC -41.7440
3.75CC 90.0000 44.3307 .OOCO -49.381.
B.$C00 96.0300 29.6314 .DoCa -32.6906
3.8300 202.0000 10.1897 .030 -49.qO37
3. CUO 108.0000 .0061 .00 C0 -41.0401
3.9q50 114.0000 .0029 .OOCO -44.Z66T
4 .Cc0r. 12C.0300 .0014 .0714 -5'0.58 33
.2.C IZ6.0000 .0007 20.696b -53.Z69f

4.1000 132.0000 .0003 37.5642 -49.1754

4.15rC0 138.OO .0001 47.9021 -37.7354 S
4.2000 144.0000 .0001 49.0999 -ZO.3Z12

4.2500 150.0000 .0000 43.2526 -. 0092
4.3COG 156.0030 .0050 41.Z41.1 -. 0039

4.3500 152.o000 .0000 47.3558 -.0019
4.4.00 168.000 .0000 3Z.5520 -. 0009
4.4500 174.0300 .0000 52.11zo -. 0004

I.0CC 8C.0300 .0000 44.3050 -. 0002

4..00 186.0000 -29.1356 41.7408 -. 0001 0
4.6co0 192.0000 -37.6935 47.59 0 .0000

4. t5z 198.0000 -35.7068 5 2.66.3 .0000
4 .7^ Z04.00*0 -41.7Z94 52.16.9 .0000
4.7500 Z10.0000 -49.3781 44.33C7 .0000

4.8 U Z16b. (0 -52.6953 29.6314 .0000

4. 500 2ZZ.0300 -48.922 10.18C7 .1300

4.o00 Zze.0000 -41.0393 .00e1 .0000
4.9 5o 234.030 -i4.z664 .0029 .0,.00
I.Ccoo z4C.0o0 -50.5851 .0024 .0000 -" -

5.cCO 246.0000 -53.2695 .0007 20.6ze
5-000 252.0000 -49.1753 .003 37.5538

2.1e00 ZS.0000 -37.7354 .00C1 47.e867
S.zo2o 264.0000 -20.3212 .QDC1 49.8925
5.2500 270.0000 -. 0082 .00c0 43.Z491 -

I. 2000 Z76.0300 -. 0039 .040 41.2304
.350G0 292.0000 -. 0010 Q000o 47.3590

5.4000 288.0000 -. 0009 .00c0 5Z.5526
5.4500 294.0000 -. 0004 .DOco 52.1119
5.5CC 3oc.Caua -. 000Z .Doca 44.3049

.1.0 306.0000 -. 0001 -Z.1356 '1.740.
5.6000 212.00 30 .000 -3.,3 47.5960 --

.CscO 316.0003 .0000 -35.7CetO 52.b633

.7CC00 324.0000 O00oo -41.72;4 52.1659
5.75CO 330.030u .0000 -49.37E1 44.33(7
-.800L 336.0000 .0000 -52.5953 2%.6314
1.6!00 342.C000 .0000 -48.9022 10.1897

5.90G¢ 34e.0300 .0000 -41.03q3 .3ubl
-.;50o 354.0000 .0000 -44.26t4 .0029
d.c 3bC.o000 .0000 -30.581 .0014

,0

• . , ",, ,

. . . . ,. . .- . , . - . . . . .. . . . . . . .. .



CASE 4(b)

THE OUTPUT REPRESENTS THE SIMULATION FOR
18-SCRs, CONDUCTION ANGLE 7SO f$ 4s/~

THE OUTPUT COLUMN4S ARE AS FOLLOWS

TIME(ms), MOTOR ANGLE(Degrees), MOTOR PHASE
VOLTAGES VAVB,VC (Volts)

26-78



7

Gi.0t.0000 IZI.352: -137.031b
.I 0c) 12.0000 146.7ZZl -100.38qb .0000

I1:1 l.0000 146.7Z21 -46.3! 25 . WJOO
.23L0 24.0000 123.3525 15.67;3 .0000

30.0000 ?5.00~jo Oac0 .0000
.30ca 36.000- 121.3525 .Occo .00,0
.3500 42.0300 146.7221 Octc0 .0000

ke.;Oj 14be7zl COLO0 .0000
.4 "c-0 54.0000 121.33Z5 .COLO .0000
.3000 60.OO0 u 75.0000 .0CC -15V. 00 00

*5 ube.0300 121.3!15 Docf) -137.3313
* co72.0000 148.7221 .00co -100.3696

.650Q 78.0000 146.7221 .00CO -IOC.3696

.7C00 6',.G0JO 221.353 .00tv -137.a.316

.7500 90.0000 73%.0000 .300 -150.0300

.8sC00 96.0030 15.6793 Coto0 -137.0318

.65Co 102.0000 -46.3525 .00co -100.3696
-Lca138.0000 .0000 OOE00 -100.3696
550114.0000 .0000 O00Co -137.0314

1.00100 120.0000 .0000 75.03co -150.0000
1.0cCo 1Zta.20z .0000 1Zi.3525 -137.0318

1100132.0000 .0000 146.7221 -10t.3696
1.1500 135.0000 .0000 146.7221 -*8.35ZS
2.20(;o 144.0000 a.a"1 121.352.0 15.6793
1.2!Co 150.3000 .0000 75.000 .0000
2-3000 158.0000 .0000 121.3525 .0000
1.3500 162.0000 .0000 146.7221 .0000
1.440C L6.0000 .0000 146.7ZZI .000
1. 4500 174.0300 .0000 U21.3125 ' .000
1-3000 180.0000 -130.0000 75.00CO .0000
1.551..0 198.C000 -137.0314 IZI.352S .0000
1.100-0 192.040Q0 -100.3696 146.7221 .0000
i.esco 196.0-3.30 -100.3696 248.4221 .0000
1.7oC.0 W4 r"0(a -137.4318 122.3315 .0000
1.7500 21C.0000 -1309006co 750000o .0000

218'r. zt.G000 -137.0318 15*6753 .01300
1.6500 ZZZ.0300 -100.3696 -46.3525 .009* M
1.qC00 22e.00320 -200.3696 .0000 .0400
1 .9o5 t 234.0000 -137.0319 COCO0 .0.00
ZsCaCO 24C.0000 -150.0000 .0oc0 75.0000
2.2SCa 246e.0000 -137.0310 .000 1o21Z.3325
2.10CO 232.0030 -100.3896 O00Co 146.7z21
2.1!U-3 25B.0000 -48.3525 .00Co 146.7ZZ1
2.2.14) 284.0300 15.6793 G00LO 121.3325
Z.2.4c: 270.3uoi0 .0000 .00Co 75.30CC
2. CCO 276.0000 .0000 .00c0 121.3525
2.3!03 Z82.0000 .4,000 .OCM 146.7221
2:4000 28.0000 .0000 Fjoco 148.7221

2294.0000 .0000 .00CC 121*3525
2.5aL30c.0300 .0300 -15I.;.30co 7"..3000

2. 5.0 30e.0000 .0000 -13T.0316 121.3525
2.eooo 312.0000 .0000 -100.3696 146.7221w
2--500 31e.0000 . JOJO -100.3696 146.7221 2
Z.70CO 324.4000 .0000 -137.0318 1Z1.3525
2.75L;3 33L.0000 .0000 -130.00CO 75.0000

2.rO33E.0000 .0000 -137.0328 15*6 7qz
2.-j342."00dO .0000 -100.386-.32

2. ;C(,. 348.0000 .04030 -130.386% .0000
2q C354.000 .0000 -137.0318 .0000

3.0000 .0000 75.0000 -150 .1000 .0000
3-c"00 t.0000 121.3523 -137.0318 .3000

3,-o1.0300 14b.72ZI. -100.3t96 .0300

.-.. 001



3.C~ 30121 .352W 1. 753GO;1
3. 2.00 3C.0000 7S.0000 COOCO .0000

3.cll36.0033 121.3!)Z5 .0040 .2440
3.3%13 42.0000 146.7221 *OOCO .0000
Z.40=.) 45.0000 146.7221 .00c0 .0002
3.41800 54.oo0001.39 .ooco .000
!.Saco0 60.0000 73.00,20 .0000 -150.0000
3.1250.) 66.30020 121.35?, .00C0 -137.0316
3.600.j 7Z.0030 146.7ZZI .00CO -100.3696

3.5C70.0000 146.72Z1 .00t0 -100.3696
3.70C0 84.0000 1Z1.3!Z3 .0040 -137.3319
3.7300 q0.0000 75.0000 .00Co -130.20000
s.eOoc 96.caca 11.6793 .04PO -137.0319
3.830Z 102.0000 -46.33Z5 .004.0 -100.5*96
3.9000 106.0000 .0000 .00CO -100.3696

3.5oj114.0300 .3000 .090 -137.0319
A.0000 120.0300 .0000 75003CO -150.0000
'.45co 126.0300 .0000 121.3.125 -137.0310

4.13Co 13Z.0000 .0090 146.7221 -100.3*96
4.21OZ 135.0000 .0000 146.7221 -46.535 0
4.2300 144.0000 .0000 I21.3325 15.6793

4.zSCz 15C.0000 .0000 75.00C0 .000

4.2000 156.0000 .00*0 121.3525 .0000
4.35Co 162.0000 .0000 146.7221 .0000

4.4000a 16e.0000 .3000 146.7221 .0000

4.4,*00 174.0000 .00,30 121.3325 .0000

4.3CGO 16O.eooo .0000 75.000 0000

4.105cc 166.0000 -137.0315 1Z1.3525 .0000

4.600W 192.0009 -100.3696 146.7221 .000
Eu.6100 198.0000 -100.3696 146.7221 .0000

4.7000 204.0000 -137.3318 121.3325 6000

4.7,500 210.0000 -150.0000 75.00CO .000
4.6000 216.0000 -137.0318 15*6743 .0000

4.85C5 222.0000 -100.3606 -46.3525 .0000
zzsco22.0000 -100*3696 OOCO .000

4.950r. 234.0400 -137.0311 0CCO .0003
5.COOO 24C.000 -1$0.0000 . (A I ( .0000

I .C 10 o 246.0000 -137.0315 *00ca 1ZX.53523
5.1000 232.0000 -100.3696 .00 ,CA 146*7221

5.1500256.0000 -46.3525.0C3467Z
3.Z000 264.0000 13.6793 *0000 121.3535-

3.2500 270.0000 .0000 .300 75.0000

3.3000 271.000 .0000 0CCO 121.33Z53

1.3500 262.0000 .00Z0 Q*0O 146.7Z21
5.4C00 zSI.ooo0 .0000 .0CC 146.7221
54 5&. 294.0000 .0000 .OO0O 1ZI.35Z5

2.5000 300.0000 .0400 0CCO 75.000
1.1,0336.0000 .0000 -137.0338 121.3523

31.00 00 -100.36;6 146.7221

!.lco318.0300 .00-M0 -100.3bqb 146.7221

!.70CO 32'.4300 .0000 -137.0318 121.3525

!.7!00 33C..z000 .0000 -150.0000 75.0000

s.eooc 336.6000 .0000 -137.032a 1i.6793
5.b500 142.C300 .0000 -100.364*6 -46.3525

3.C034e.0000 .0000 -XCO.3b4b .0000

1.91400 354.0000 .0000 -137.0326 .3000

6.0000 360.0000 .0000 -150.0000 .0000



CASE 4(c)

HIGH-SPEED DIGITAL PRINTER PLOTS FOR

VA. V8, VC MOTOR PHASE VOLTAGES

XI, XZ. X3 MOTOR PHASE CURRENTS JAW
VX, VY, VZ SUPPLY PHASE VOLTAGES

(not included,the same as in case 3(c)

26-80 I



PLOT OF VA

-5-15 -3 5 15 25 YURI)

I -I A I I *I1C32E*0Z
IIII A I I .13338E+02
I1II A I I .13338E.4Z

I I I A I I .13EO
I I I I A I .b hZ*X
IIII A I I .11C3ZE+DZ

r 1 4 1 1 .13 38EOZ
IIII A I I .13938i+02
IIII A I I . f1C32E+QZ

IIII A I I .11(1iZE DZ
A I IA I .13!-3ei+oZ

IIIIA I I .13!I6E+OZ
I I I I A I f1(3ZE-+OZ

1II A II .6S18ZE~o1
III A I II .14254E*O1

IIIA I I 1 -.4Z139E+01.
L I r A I I I .OOCOO0E*0O

r I A I I I .OOjGO0

III A I II .OQLDCE*00
III A I I I .DOCODEo.o~
III A I iI DOOCODE*00
III A I I I .020DE*Oo

r z A I I I .OOWDPE40
III A I I I .OCOE.00
11I A I I I .00C00E4QO0
I1I A I I I .O -OE*4O

4. 4.--* -.13636E+OZ
1 1 A III -. 20TE+O2
II A I I II -. 91245E*010

I I & II II -. 91245E+OI,
I IA I I I I -.lZ457E+QZ

I IA I I I I -ollei6E+02
I I A II I -.1207fto+Z
I I A I III -09124!E*o1
I I A I III -. 1lZ45E+O1.

II A I I I I -.IZ457E+OZ

II A I I I I -.91z45E.Oz

II IA I 1 1 -.42139E+01
II I A I I I .14234E#01
II I A I I I .OOLkOoEoo

I I A I I I *OOCOOE+00
II I A I I I .00CDGE+0O

L 1 1 & I 1 I .OOCDDE4+QD
I I I A I I I .~ G .

I I I A I I .00=E+00
I I A I I cocoDE+,c

I I £ II I CJX.'E+00

2 1 & I I oLCoE*00

I I I I I I .(J~1C C u



I I ~I A III .~~EO

-15 -5 5 15 25 Yl1,1I

ZII. I A I o *1C32E+O2
. . " -. . . . I. I A i ..

z I A I I ollC3ZE*0Z

II I I A I I .b8C52E~ozIA I .113-*OZ

III I A I r .13336E+02
II I I A I I .13Z3E-02

IA + .682_zi+0

III I A I I llLC32E+OZ
I z A A I .o3: 33EIoZ

IA I I I A I .133-%3&EZ
I I I I A I I .11CSZE.OZ

I I I~~~ IA II .8 10
IA I 1 I .145.+01

IIA I I I -. 421391E01
I A I I I .62LOO ES0

I I I A I I I ,OCOE.00

~ ODCDOE+00
I I I A I I .2 .0.e00
I I I A I I I .O1('31ZE00•

I A I I I .00 0 "00

" I I A I I I .D.DGE*Oo"
II A I I I .00O5.00

I I I A I I I .00D.03t~Z +:

I A I OO I .D*E+Ub
I I I A I *OWE0
I I I A I II *OOEo

3, + *0. 005...0
A I I I I -"1lA57E' °

.A z -.9125+01-
I A I I I I -.9124 e+°

I I A I I 1 -.12.57E02
I l.A I I I 13636e~E#02
I r A r I I I -. 12.OTE'OZ

I A I I I I -. 912*SE-Oa
I I r I I I I -. 91;35E+01
I I A I I I I -. OZ*57E*02

__ _ * .ooco "-.13-.bE -0
I I A I I I I -. 1 *57m02
I I A I I I I -. 9145E*.0

I ~ ~ 1 1 1 1 .l 4E0

I a IA I I I -. 413 q~,,.

I I I A I I I .14254*01
I I I A I I I .1C1E+40
SI I A I I .I OOCOOE*03

SI I I I I .30C00E.0O

I I I AI I I I -, OC05E4,OZ * .

-+-~- A-*- ----- ~~ ODLOCEQoo
I I I A OQ *)L"(E*00

[ I A I I I .C DE .EO
A I I

I I I A I I I .C3COCEO-. .
1 1 1 A I I I .G .OE +O,
I I I A+ I I I .OO .COE.,O-

I I I A, I I[ I .O.)COOE.O0
I A I & I I I • OOJC,'+j0+

.: -- - . . .• O 3 E.O*

! I Z A I ll .OLO&EUO "
I I I I I I. . . O E*0._ .



PLOT OF VI

II I I r 1 -. 1Z's$4E*OZ
1 A I z I -. "1foGE +to

III A I I I .1A0M(4oE 1
I A II .03OQtai~co

III A I I .O0C0CE+00
III A r nDI O alO E.Co(

I I A II I .03COGE00
III A I I I .00(C~of.oo

III A I I I .OOC.OOE00
III A I I I .OODbfojOD

III A III .0O..OE*OO
III A I I I .OOL0rE*00
III A I I I .OOOOOE000

III A I I I .0OCOOE #00
I A I I I .0Gb E.O*

III A I I I .0OCOOE.Oo

IIII A I I .11I.ZE*01
A I I A .li3as361*0Z

IIIIA I 1 .23 : AE.CZ
II I z A I I .XICSLE*.Z

IIII A I I .bSISZE.o1
IIII A I I .11CIZE.oz

II I I A I I .13!38E.Cj2
II I I A I r .13 !30E-CZ

r I A I I .11c3ZE.OZ

I 1 I A I I .13EC
I I I A I I .13=338E*CZ

II I I A I 1 .13 I3U4QZ
II I I A I I .lXC3ZE-CZ
II I I A I I .6028ZE*0l
I I I A I I r lZ5~~
II IAI I I -. 4Z139E.02.

z I A I I I .00OOE*OO

I I A I II .0OCODE400

I I A II I .OOC0OE*0O
I I I A I .33LOOE*cjo
I I I A I I .00COQE.Lo

I 1 I A I OcOO3E*03

I A I II -12457E *02

11 -. ' Ak 7 I *0Z-Q ~~O
I I A I I I .14E 1

I ~I I I -. 1Z47~.O



I A -. 2 710

604---4A

I~~~2 y AI I .2510

I ~I A I II-.1 5.0

I I I I II -. 4L53 E*01

III A I II .00t001400
III A I II .OOCOE*400
III A I I QE.DG00*00

II A I DDI.0CCE1o*

I I A II I .00O E4 0
I I A Ir .0 4co1O V E *0

III A I I I .OOCOok*00j
III A I I I GOOCOGE*00

I*I A I I I G0Ma'CE.0o*
11I A I I .000001.00
III A I r I .0 GoE01.4

I I A r .000001.00
I I I A I I .00COGE+C00

I I A II .11c3zE*OZ
I IIA II .1336E*OZ

I II I1 .13 131E *020

IIII A I I .1323311OZ

xIII A I I .11CIZE*OZ

3 C,+ 1 -.
63*bS~ 1 401

z A z IIE3U2E*02

I II AX I .13!361402
I II IA II *13339E*0Z

I II I A II .11c3zE*02
I I I IA II .~61E01

I * A II I .14254E+02
I IIA I I -. 4239E*C01

A I.0OCDOE*00

II A I I IOEu

* I A r I CA;:0G1+00
r A I II DG00 O00i

III A I II CCOE*03
I I A II .03COOI.0OD

1 I A I 0C0qE400

1 I A r .3cC(001.O
II A III . OL.CrLOE CO

I ~ I II -. 12457E *f:

I A I A. I -. Q91i4! i*2.

1 I~ 11 I I -. 13AT~E(. Z

I A IL I -. 2 75 Z
I I 1 2I I .Q~i5E~T



PLOT OF VC

_Z5-l -5 15 is Y(1,ZI

1 . A I II .OOCO00

I I ~I A I II .OO E0

I A I I I .0*LCLE+O*
II I A I I I .OQCOOE+G~o

1 I A I I I .OQCooE+Qo
1I I A I I 1 0 COOOCA +00

III A I D .ULDOE+00
II I A I I I .OOCOVE+43

II A I II I -. 11457E.cz
II A I II I -. 124.'E+Cj.
II A I II I -. 9145ieO1
I III -. I.24576+QZ

I~ IA I I II-.33E0

II A I 1 1 -. 912Al*+O1
I I A I I .i'*o
II A I I I -. 1l't57E.oz

-. 13tS6E.0Z
II A I III -. IZSTE*oa
I III -. 14'5E4fjl

IIIA I II -. 4Z!39E~o1
I I I A I II .i5Ea
I II A I I OILD&E+04b
III A I I I D0ODO0E.0a
III A I I .00OOE~o0
III A I I I *OOOOOE*06
III A I I I .0OAO0E.oo

3r .-- +-- - .-- .*00 COCE *(iG
III A I I I .00C.00E+00

II & I I I .ooC0oo 0Q
III A I I I .0CDE00

III A I I I *OOCDOE00~
I I I A I II .00WOE4oo
I I I *A I II .00C.OOE400

I II A I II .0~0of00
I~ + I A I I .OCOE~oo

I IA I I I *OOCOE+02

r I I I A I I .I13-3E*OZ
I I I I A1 ~ *33Ec

I I I I A II l1XC32E40Z
1 1 I I .68382E401
I II I A II l1IL3ZE4ot

I I II A!I .13-36E+02

I I A I I .13l-3E+OZ

* II I II .661lZE4O1

* I IAI I I -. 4Zl3qE*C1



A I

I A I 11 .O0E.

1I1 A I I .OOCOOEOO

I 1 A I I I .00AO0E.00

I I I I I I .0ODE-00)

I I I ~A I II .OOEO

I I I II I -.12457E*O2
I I a II II -. 91245E*031

I A I I1 -. 1 45E.C1L
I I A II II -. Izts7E+OZ

I IA Z -. 13i3bE.oz
I I r -. 1Z4!7E+0Z..

I I -.91245E+02

II A I I II -. 91245E+02L
I I I 1I -.22457E*DZ

................ -. 133E+OZ

II A I I -. 12A57E.0z
II A I II -. 91241401Gx,., I-'

I I IA I I lk42S4IE*01
I 1 I A III 1Z E0
I 1 I A I II .O C .E0
I I ~I A I II .~0E0
III A I II *OOCOOE.o0
III A I II DGLGGE4-00

I z I II D0OCODE+00

30 - + a-D.4.0COOE oo

I I .0DCD01E+
I A l I .OO DE*00

r I I I 0W1 O
I II A I II DG0 *O09

III A I I I OOCDDE+00
I I & I .OOCDGE0o
I I A I .ODCOOE*"0

II a I A I .O23OEi0o -.

r I A I I .11IZE*OZ
r I A I I .13136E*.02

III1 A I I .11(32E.02
I IIAI I .661621.01

111I A I I .1XC32E+GZ
I II II .13' 3bE+OZ

I I A r I .11C32E+02
.6Sl6ZE#C3L

I II A I I l11C32E+02
r I aI .23-338102

t1II 1 1 .13: 3SE*LZ
I I I I ll( 113Zi*GZ

A I I b18.ZE +Co
I I A I I .443 E*01

TA~ -..



PLOT OF XI

-23 -15 -S 5 15Z YZ0

I11A I II .Z,12SE401
I IAI I .46463E+01

I I I IA I I .96EO
III IA I I b6ZS70E*01

I Ia I .51!49i*O2.
III IA I I .391996.01

r r I .65e9CGE+O1
III A II .651240E#.01

I I I A I I .5Z376E.0
I II A I .65k326+01
IIII A I1 .6523Z6.01

I IIA II .55'..3E*O1
IIIAl I I .37C39E#01

1II A I I I l1Z737E*01
I A I I I .7625C'E-03

III A 1 1 .362506-03
O_-__--_-_---+~ .1T!ZDE-03
III A r I I .673006-04

III A I I ST^.OOE-04
III A I I .ZZOCE-04
III A I I I . OGEL0

r & .QOEO
III A I II ."(O(E06.

I I IAI I I-.363E.O1
I I AI I I -.36169E+01 .

I I A III -. 4728E01
I I A II I -.44Z OE4+Ol

I I Al III -. 617316'ial
I A I II I -. 65eT3E+01

I I Al -. I13AE'01

IIAl II I -. 5533E6i01
A+__ __ _ +- -. 6323ZE401

IIA I I I -. 66!B7E+Q1
*IAl I -. 614L~6.O10

I A II -. 473.69E*01
I I I A I I -. z54CZE.01

I I a II I -.1025DE-OZ
r I A I I -. 4615CE-03
r I Z A II -. ZZ300E-03

I I I A I -. 11ig3Cs6-03

5L + -. z5cocE-0'.

II A I II .oO(CIOE+C00

I I A I I .C3CCDE+Ofj
A I J0 .'OE +0%

*I A 1 .3 CD, I ~ j



I I A I I ~ .~~ta

-~Z5 Y(1.I)

A II A II .25972E*C.
I IL aII .4bS63E*Q1
III. IA II .59EIE*I,1
1II IA I I .6Z175E.0i

I A II *ZAC66E..ci
I I ~ ~~I I .1OE 1
III I A I I .5r200E.01
III I A I I .b5t~E#of.1

II I A I I b524*0E.ol

I .Z750

I I I I I I *949SI.91
r I IA I I .651.5ZE.01

1I I A t . 65 20.TE~oi
III IA I .3*54j3E.01
III &I t .370;39E.01
III A I I I .LZ737E.0ol
III A I I I .T6250E-03

I II A I II .362S05-03
zo- 4 .1750DE-03

I I Ti I .7'E-*
I .371DOE-04

III A I I r .110CE-04
III A I I I ZZOK-04
III A II I .O0OCOEi00

III A I I I .OOCOOE~oo
III A I I I .04CODE*0O

III A I I I .0DCC&E*00O

I I IAI I I-.sbAzoE*01
IIAI I I -. 47a.U7E+02

I I IA I I -. 44tg-4E.oI
I I A III -.5Z262E*O1
I ILI AI -.6&1z3E*01

II AZ I -.b5E6QE*Q1
I lII -.611.ZSE.01
I II -.52299.o 1
II Ar r Z -.35333E+02

+-- A - -. 632315.01.D.
II Al I I I -. 66:87E.01
II Al I r -. i6q*o

r A I II -. 47264E*o1
II I A I II -. Z5'OZE.01

11I A I II -. 1022CE-OZ
I II A I II -. 4SIMC-03
I II A I II -. ZZ:O0E-ol

I I A III -. 21250i-03

II A I I I - icQ~E-oG

III A II I .OOCOQEI.00
I I I A I I I .00 50

I I A I I I .O.CE0
III A I I I Q~OtCCt*CD

I I I A a0 I .3(C&F*.00
A A i # 0



PLOT OF X2

III I I -. 4T157E*G1
I IA I II -. 40'-60E+01

III A I II -. 2zZ6zL.Q1
1II A I I .31225E-02
III A I I I .1't75rE-OZ
III A I I I -7OCODE-030
III A I I I .33750E-03

I II .75CUDE-03

I I I A I I I *OuCOOE+0O
I r A I I I .O3CDOE+roO
I I A I I I c.oE*QO
I I I A I I I .0OOOE+00
I I I A I I I DO*CDOE+00 .

I I I A I I I .00OCOoE+00
I I I A I II QaOL3oE*00

III A I II .oacooI+GO
III A I II *0O00OE+00

+ -+-A -+4 .69250E-oz
III AlI I I Z~5E71E*01

A I I .46'63E+C1
IIIIA I r .59E76E.,Ol
IIIIA I I *.6Z3!7E+O1

I IAI r .34C6&E.o1
I I&I I .31!,50f+O1

IIIIA I I .592O0E*o1
xII A 1 1 .650QO6+Q1
IIII A I I .6514C E+01

IIIA I I .52176E+o1
r I IA I I .5998E+010
I I I IA I I .65E3ZE.O1
I I I I A I I *652O7E4C1
I I I IA I I .55't13E+Cl
I I I Al I I .37E34E*01
II A I I I .lZ137Eeol

III A I II .762'.OE-03
III A I II .36Z3(.E-03

4.+ .17!. E-030
III A II I *S7!DOE-04

7 I A I 37.'0E-o#.
I I I A lZ I .'OOE-rj4

I I I ~A TII .OC OE O

I I I A III .00COCL.OO

------------'-----~ -. l7f63E-01
T IA II -. 36!6;E.o1
T A -. 473 v6E*01

J A I I I -. 4,t7ZE*Cl
IIA I I I -. 5Z23EEO2.

I II I I -. 6:I732.E*CI.

. E



IAl I 1 1 ~ c

-z -15 -,15 Z I

I I I 11 1 -. A&4QaE*O1
1I A lI -. 107.50E-02

1 1IA I1 -.48'D2i-01

I I A II I -. ZZ:00i-03
r I I A II I -- 11250E-03S

I I I I I I -. 50OOE-O4
____ ____ 4--4 -. Z5CDE-O4

I I A I I I -. 12-.OOE-04
III A r I DDGCDCE+oo
III A I v0 .'(-QOE+OD

1I A I G I COOE*&pD
II A I I I .OOCOOE+Ga

I II A I I ODC.ODE+0.c
I I I A I I .a OE O

III A I II .OOCDC.E*00
III A I II .OOCDOE*00

I I I A I II *S7EO
11I AI I .4690IE"U.
III IA I r .39EaE+02
III IA II .bz3-75E.o1

r A II .54Cl6E-i1.
zII A 1 I 5 !SO. . -

I I AI I .592OCE*Q1-
I I A I I .55SE01
I I A I I .652'.OE.O1

- ----------- .3551E*02
III A I I .5ZI76E*01

I I IA II .59dr91E+O1
I I II A II .b5E3ZE.o1
I*II A I I .6520TE+01
I 1 I A II .55413E*01
I I IAZ l .37L39E+O1
I A I I I .1Z 137E +01

I I I A I II .7baDEi-03
I I A I1 I .365L~i-03

4 .17!GDE-03
I1I A I II B57:gCE-04
I I A III .37tOOE-o4

I I I A I II Z!DOE-44

I I A II I .30CODE+oo
I I A II .0310CE#OO

1 I A I IIf.OCOE+GZ
III A I .0001 ~ c

- -A -- - - OO(CE4QO+0

IIA I I 1 -36ZcEO1

r l -. 611z3t4Ol

LI * I .6b~cu

I I A I I -. ~1ZfobC



PLOT OF X3

r 1 I A II I O 'OEO

1 I A 1II .OOEO
I I I A II O O+O

I II A I II .OOCODaE+00

I I ~I A III .~OEo

I I A IIr .O2C.0OE+0O

*II A I OZCOCE~oo
10* - --- -- + -. 17E63E-O2.

I I I I -. 36!89E+01.
I AI II -. *7196E~o1

I I A I -.52290E+01

I I AI -. 62732fi4O1

I I A I I -. b5E7)E.O1

IIAZ I -.b130E.ol
LI I I I -. 51300E4O1

+ - * - + -. 63232! 401

II A I I I I -. b!YE+Q1

I I ~ I II -. 61469E+01
IIA I I -. 47269E+01.

III A I I -.ZSAOLE*oi

III A I I -. 1OZ5O5-oZ

11I A III -.48756i-03

III A III -. ZZ5OOE-03

III A I I -. 1125OF-03
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Final Report

on

A NOVEL FDM SYSTEM FOR OPTICAL FIBER COMMUNICATION

by
Charles S. lh

Department of Electrical Engineering
University of Delaware

Newark, De. 19716

ABSTRACT

The transmission characteristics of a novel FDM

(Frequency-Division-Multiplexing) system have been investigated.

This novel system uses a SWAOK (Standing-Wave-Acousto-Optical-

modulator) to produce the carrier frequency and the information p

is directly modulated onto the laser diode. We have also studied

the non-linear characteristics of optical fiber communication

systems in general and discovered that the non-linearity is in-

herent to the optical modulation process. The non-linearity

causes serious intermodulations which have prevented FDM systems

being widely used for multi-channel information transmission.

Our studies show that the proposed FDM system is less susceptible

to the non-linear distortion and therefore potentially more effi-

cient in implementing FDM systems.
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Final Report

on

A NOVEL FDM SYSTEM FOR OPTICAL FIBER COMMOUNICATION

by

Charles S. Ih

University of Delaware

Newark, Do. 19716

1.0 Introduction

We proposed to investigate a novel FDM (Frequency-

Division-Multiplexing) system for optical fiber communications 2

(OFC). This novel system [1,2] can be implemented in several 0

ways. One implementation uses a SWAOM (Standing-Wave-Acousto-

Optical-modulator) to produce the carrier frequency and the in-

formation is modulated directly onto the laser diode. Another

approach incorporates a Mach-Zehnder interferometer with a TWAOM

(Traveling-Wave AOM) and injection-locked lasers (1,2]. Because

of the time limitations, We have investigated only the first sys-

tem. The results are applicable to the second system.

Our objectives were to build and to evaluate the new modu-

lation system and to study its operational characteristics. The

important tasks to be accomplished were to study the system non- '

linearities and to improve high frequency detections. We have

27-3

.. ... _.....-...................-. ...~~~~~~~~~~~~~...... .. . . . . . . . .. . . . . . . .................................. ....... ,...... ......... ... _.-...... ...... ,.............. .......-...-.--...... . .. . . .. .-.. -.. ,-,
. . .. '"• . . . " ... " ,'-. , ,- . ., .. ' .. . '.. .. '. . - . ,. . - . ' -,,, - .. ... . . . , . .. , , " .- . . . -, '. -," .- ,- . •. ,- '

*. . . . . . . . . . . . . . . . . . ..-. . . . ..:"'"'"'D"".'.",",..-.'-""" *.,', , ." '"',''"' " '"" '" " ' "" " '7,'--"'.".""."""



- - - -- - - - - - - - - - - - - - - - - - -.. "

V S

built a transmitter using the new technique and a receiver em-

ploying a parallel resonant circuit as the load to the photo

detector. The system performed very well and better than we had

ever expected. The picture received by the new system is better

than a similar system using the conventional modulation method -

(Fig. 1) when compared side-by-side in the laboratory. Even

though we cannot yet give quantitative comparisons between the

two systems, nevertheless, we are confident that this system is

suitable for simultaneous analog and digital information

transmissions. Previous experiments were done using only digital

signals.

"" "

We also studied the non-linearity of optical transmission

systems. We discovered that the non-linearity, therefore the in-

termodulation, is resulted from the way the optical signal is 5.

modulated and to a less degree on device non-linearities widely

believed in the literatures. We have done some experiment to

verify our theory. The experimental results re consistent with

the theory. This suggests that the new system is more suitable

for FDM applications than the conventional method.

2.0 The SWAOM System 5

The novel modulation system is shown Fig. 2. The laser

beam is directly modulated by signal. In our experiment, the

signal is a standard TV video analog signal. The modulated laser

beam is collimated by the lens L. A wavefront-correction-optics -.

27-4
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(WCO) may be used to correct the wavefront distortion of the

It . . .

laser diode. We did not use the corrector. The collimated laser

beam is then passing through a standing wave AO modulator (SW&OM)

at the Bragg angle. The diffracted beam is focused by lens L2

and coupled into the optical fiber for transmission. The SWAOM

is driven (CW) at one half of the TV carrier frequency. We used

channel 6 (82 - 88 MHz). So the SWAOM was driven at 42 M0z. The

SWAOM effectively modulate the optical beam at the right carrier

frequency (84 MHz) for channel 6. A photo-detector with a paral- 0

lel resonant circuit as its load was used to detect the-signal.

We believe the parallel resonant circuit "neutralizes" the capa-

citance of the photo detector and improved the signal quality.

The output of the photo-detector conforms with a standard TV sig-

nal which can be either first amplified or connected directly to .-

a TV set. The pictures received are shown Fig. 3. (The original

picture was in color).

This system is effectively a DSB (Double-Side-Band) modula-

tion with the carrier being suppressed. We shall call this modu-

lation system as the DBM (Double-Beam-Modulation). The system

offers many advantages and we shall discussed some of them later

in this report.

An Intra-Action Model SWM-40 modulator (SWAOM) was used for

the experiment. The video source was from an Apple 11+ computer.

We also used TV cameras and other video signal sources and ob-

tained equally good results. The 0.5-Km multimode fiber had an

27-5
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attenuation of 5 - 6 db/Km at the .83 um.

3. Non-linearity Study

one of the objectives of our studies was to investigate the

non-linear characteristics of optical fiber transmission systems

in general and for the proposed system in particular. The pres-

ence of any system non-linearity will not only distort the sig-

nal, but also for a FD system it introduces severe intermodula-

tions. The source of these intermodulations has widely believed

in the current literatures to be from device non-linearities. We

have looked this problem from a different point of view and

discovered that the non-linearity is of a more fundamental nature

than simply from the device non-linearities. We will present a

simplified description here.

In electrical circuits and/or communication systems, the

electrical quantities which are to be modulated are either the

voltage or the current. The same quantities are transmitted ac-

cording to known physical laws through the medium, such as a ca-

ble or in the open air and received and then detected. Therefore

it is clear that if there is a non-linearity in the system, it

must be from the devices in the transmitter or the receiver. The

situation is different in optics. The quantity that can be

detected and converted to an electrical signal (current or vol- lop,

tage) is the light intensity but not the amplitude of the elec-

tric or magnetic field. Therefore in order to reproduce an un-

27-6
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distorted electrical signal, we must modulate the intensity of

the light linearly, but not the amplitude of the fields. Since 0

the intensity is proportional to the square of the field, the

latter is therefore modulated to the square root of the modulat-

ing signal. Since it is the fields that propagate and obey the
0

Maxwell' equations, we should look the propagation properties

from this point of view.

Indeed, if we look from this point of view, the optical .0.

fiber is inherently non-linear. This non-linearity is particu-

larly exemplified in a multi-mode fiber system. A simple expla-

nation is given below. We are now in the process of preparing a

paper on this subject.

For a multi-mode fiber system, the information bandwidth is

limited by modal dispersions. In electrical communications, we

have accustomed to transmit information up to the system's band

limit. We continue to operate the optical fiber system in the

same fashion. In an optical fiber system, since the electrical

field is not linearly modulated, signal transmission near the

band limits will introduce distorsions. The explanation is sim-

ple. A non-linearly modulated electric field contains many

higher order harmonics. These high frequency components (harmon- 0

ics) are attenuated more by the fiber system and therefore not

received equally by the receiver. The electric field without the

higher order harmonics results in non-linear distortion in the

output. If more than one signal are transmitted, the signals re-
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ceived suffers not only distortions but also severe intermodula- -

tions. This is one of the more important objectives we proposed

to investigate. To the best of the author's knowledge, the

source of the non-linearity of the optical fiber system has not

been discussed in any details in the public literatures. .

If the theory we suggested is correct, we can test this -

easily with experiments. It is clear that if the bandwidth of

the fiber system is much large than the maximum frequency of the S

signal, there should be no or very little non-linearities (except

from the electronic devices). On the othe'r hand, if the maximum

signal frequencies extend near or belong fiber cut-off frequency, -

the distorsion will become very severe. This is also true for

intermodulations. Since the intermodulation is more easily

detected, we have designed experiments to verify the theories.

0

4. Intermodulation Investigations

When two or more signals are send through a non-linear sys- -

tem, such as the optical fiber system, new frequencies are pro- .

duced. These frequencies cause interferences and are undesir-

able. This is known as intermodulation. Measuring the intermo-

dulation, i.e., measuring or detecting the new frequencies, is a 7

very efficiency way to evaluate a system's linearities. As we

have discussed previously, at low frequencies, an optical fiber

system can be considered linear. The non-linearity increases as -

the signal frequencies approach the cut-off frequency.
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The experiments we did were the following. We set up a

conventional optical fiber system which consists of a laser diode

transmitter, an optical coupler, 1 km (or 400 m) fiber with a

cut-off frequency of 50 MHz-kn, and an optical

detector/amplifier. The test equipment includes signal genera-

tors and spectrum analyzers. The experiments were conducted in

the following fashion. We first combine two signals of low fre-

quencies (10 kHz and 30kHz). The combined signal was analyzed

vith the spectrum analyzer. Now appreciable intermodulation was

observed. The combine signal was then applied to the input of

the laser diode transmitter to modulate the laser beam. The

laser beam was then coupled into the optical fiber of I km in """

length and the output at the receiving was detected. The detect-

ed signal was analyzed again with the same spectrum analyzer.

Again no appreciable intermodulations were observed. The results

are shown in Fig. 4. Experiments were also performed at a higher

% frequency of 70 mHz using slight different method. The original

70 mHz signal was first analyzed to assume that it did not con-

tain spurious harmonics. The detected signal was again analyzed.

Large harmonics were indeed observed at 140 and 210 mHz (the

second and third harmonics). The results are shown in Fig. 5 and

consistent with the theory. We altered the high frequency ex-

periments because we did not have the suitable signal generators

and spectrum analyzer at hand at that time. However, at a higher

frequency the distortions were quite large and thus could be more

easily measured. in all the experiments, we carefully adjusted
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the operating point of the laser, so that it was operated in a

linear region.

Since all the electronic equipment was operated under near-

ly identical conditions except at different frequencies, we con-

clude that the frequency dependent non-linearities must be from

the optical fiber system. It is clear from the above discussions

that when a laser is modulated at higher frequencies, the signals

are subjected to more distortions that those at lower frequen-

cies. In conventional FDM systems, the optical carrier must be

modulated at very high frequencies in order to accommodate more

channels. This inevitably introduces severe intermodulations

which can no longer be tolerated in a practical system. This is

why such conventional FDM systems have never been put into prac-

tical use. The conventional FDM system have only been used for

FM modulated channels. The FM modulated FDM system requires more

bandwidth and needs special transmitting and receiving equipment

and therefore. incompatible with the standard TV transmission

systems.

On the other hand, for the newly proposed modulation

scheme, the optical carrier is modulated at only baseband fre-

quencies and the high frequency carrier is generated by the

SWAOM. This high frequency generation method is fundamentally S

different from the electronic modulation methods. The high fre-

quency is the result of the interference of two optical waves

created by the SWAOM. This is electronically equivalent to the

suppressed carrier modulation (Double-Side-Band modulation

27-10
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without the carrier). For the conventional modulation system,

more than one half of the laser energy is in the unnecessary car-. .

rier which is, however, generated automatically. We therefore -

conclude that the new modulation system is a more efficient way

for optical FDM systems. It has lower non-linear distortions be-

cause the laser is modulated at much lower frequencies. it has

lower detection noise because the unnecessary carrier is automat-

ical suppressed. A more detailed theory and implementation tech-

niques are being developed.

5. Conclusions and Discussions

We have investigated a new FDM scheme suitable for optical

fiber communications. The FDM system employs a novel modulation

technique using a SWAOM. The new modulation method was compared

with the conventional direct current modulation method. The new

method appeared to produce better pictures. The new method also

has lower distortion and possible lower noise. We plan to study

the related theories in more details and also to do more experi-

mental work. We plan to submit a proposal for the investigations .

in the near future.
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AN EXPERIMENTAL STUDY OF THE PORTABLE LIQUID-COOLED SYSTEM

by

Amir Karimi

The thermal properties of a portable liquid system have boen

investigated. The cooling system consists of an ILC-Dover

liquid-cooled garment (Model 00016814-Dl-Ol) (LCG), a heat

sink/heat exchanger unit (9HZH) and a circulating pump. The

overall heat transfer coefficient for the LCG is determined using

data from the experiments conducted on human subjects. The

requirements for cooling capacity of the ISlE is stated. It is

proposed that the heat exchanger should consist of a single

shell-multiple aluminum tube pass heat exchanger. The shell

contains a frozen medium (ice). The freezing and melting process

is fully discussed and relations for the evaluation of the

freezing time and melt down period is developed. The arrangement

of tubes for the enhancement of the freezing time is configured.

This study suggests that the ILC-Dover garment provides

sufficient cooling to satisfy the demands of the groundcrev

personnel. It is also shown that the thermal effectiveness of the

HSlE unit drops sharply during the initial state of the melt

down. it is proposed that the design of heat exchanger should be

based on the final stages of melting process.
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AN EXPERIMENTAL STUDY OF THE PORTABLE LIQUID-COOLED SYSTEM

I. INTgM n "lZ ""

In the event of chemical warfare, the USAF groundcrew personnel

are expected to perform their assigned combat duties. A

completely impermeable environment must be created to protect

these personnel against chemical warfare agents. This

requirement can be achieved either by encapsulating the entire

operational environment (macro-environment) or by encapsulating

each individual groundcrev member in a micro-environment. It is

already established that the latter is a more practical and cost -

effective method of operation. Therefore, the groundcrew

personnel are required to wear chemical defense gear while

performing their duties during chemical warfare situations.
p:

Although the chemical defense attire is designed to protect the

personnel from chemical agents, it also places additional thermal

stress on the men, as the metabolic heat generated by the body

cannot be directly dissipated into the environment.

Under normal conditions, the cooling of the body is by means of

evaporation, convection, conduction and/or irradiation. The

studies [1-3J have shown that conductive or liquid cooling

provides the most effective method of cooling for the situation

under consideration. In fact, the majority of recent efforts

have been conducted in this area.

IS
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In this conductive method, a liquid-cooled vest is placed in

direct contact with the body. The vest contains tubes or channel

network panels which come into direct contact with the heat

source (body). A cold liquid (cooler than the body temperature)

circulates throughout the tubing channel network.

Beat will be conducted through the walls of tubing or channel

network of the vest due to the temperature gradient between the

body's skin temperature and the inner surface of the tubing.

Depending on the relevant heat transfer parameters (surface.

temperature, liquid mean temperature, the length of tubing,

available heat transfer area, etc.), a portion or all of the

metabolically generated heat will be removed from the body, -

thereby reducing or alleviating the thermal stress. .--

For continuous cooling, it is clear that the cooling system must

operate in a cycle. Because of the possibility of chemical

contamination of the working fluid in an open cycle, it becomes

necessary that the working fluid flow in a closed-looped, cyclic .0

process. The heat gains by the traveling liquid must be removed

at some point in the cycle. A refrigeration unit, thus, may be

used to achieve this requirement.

Since the groundcrew personnel must be able to move about freely

to conduct their combat duties, an additional constraint is

placed on the design of the cooling system. Therefore, a

portable cooling unit has been suggested. This cooling unit must

be both portable and lightweight. Based on weight limitations on

the heat sink and the liquid-cooled system as a whole, the
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present trend in design is toward the use of reuseable ice packs 0

as heat sinks.

The portable cooling systems, in general, consist of a vest, a

pump, a heat exchanger unit (HEU) and a control display unit for S. -

the control of temperature and fluid flow. The working fluid is

pumped through the vest and removes heat from the body. The warm

liquid then enters the heat exchanger unit where it comes into -. ."

indirect contact with ice (through a bladder, wrapped around the

ice cartridge or through a tubing coil that is in contact with

the melting ice).

In recent years, the efforts of investigators at the U.S. Air

Force have been concentrated on evaluating the effect of cooling

on humans by three (3) available portable cooling systems.

These included the cooling system designed and manufactured by

the Engineering Physics Department of the Royal Aircraft 0

Establishment (RAE) in Farnborough, Hampshirel ILC Dover; and the

Life Support Systems, Inc. (LSSI), Mountain View, California. -

The majority of studies conducted on these systems have dealt

with the physiological effects of cooling on humans. The . .

inviability and impracticality of the ILC cooling system is

discussed in [3, 4J.

Current USAF efforts are directed toward the reevaluation and S

design improvement of liquid-cooled systems.
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In a study conducted during the summer of 1983 at The School of jog

Aerospace Medicine at Brooks Air Force Base (USAF SAX/VNC) we

evaluated the OLSSI" cooling system. A number of design

inadequacies were encountered which we reported in [51. We also .0:

made recommendations for the improvement of the system.

We showed that each cartridge of ice used as a heat sink in the

"LSSI" cooling system provided 340 kJ of cooling capacity (or 680

kJ of cooling capacity for the two ice cartridges used in the 0

cooling system). We suggested that for the groundcrew personnel

performing duties which fall in the range of medium to heavy

work, (440-703 W metabolic heat output)[61, the heat sink in this

system would provide only 16-26 minutes of cooling (before

complete melting occurred) if all metabolically generated heat

were removed.

The results of our experiments also indicated that under most

favorable conditions, the OLSSIO vest could remove only 170 watts

of generated body heat. Dissipation at this rate was not

sufficient to relieve the thermal stress of groundcrew personnel

performing moderate work. The experiments on personnel involved

in some type of activity also showed that both the skin and

rectal temperatures rose while this system was utilized. We also

investigated other shortcomings of the LSSI system and reported

them in (5].

Studies and experiments conducted on human subjects, using the

28-7

V-

-7 . .. . . .. . ... . .. . . ....... ', '...: .. ' ... .. .....-.... ,..... .. .. .. . ... ... "..".. .... .. " ' "..
* ., .. ....

;, ,'.,, ,, ' w l i il~ |.Ib <I II"" :'



S

LSSI" cooling system, have indicated that this system does not

provide sufficient cooling power and comfort for the groundcrew

personnel to conduct combat duties. The basic research conducted

within the Crew Technology Division specifies that the liquid

condition garment must be capable of removing up to 500 W (430

kCal/hr) of metabolic heat generated by the groundcrew personnel.

The recent efforts by the Crew Technology Division at Brooks Air

Force Base have been directed toward the design of a new liquid-

cooled system that can satisfy the cooling requirements of the S

groundcrew personnel. The staff at the Crew Technology Division

have conducted a series of experiments on human subjects wearing

the ILC Dover liquid-conditioned garment (Model 00016814-Dl-01) - - "S

(7]. The results of these experiments have shown that the ILC

Dover is capable of removing up to 535 W (460 kcal/hr) of

metabolically generated heat.

In the present effort, the study was divided into the following

tasks:

(1) Evaluation of overall heat transfer coefficient for the ILC

Dover liquid-conditioned vest (Model 00016814-Dl-01)

(2) Design consideration of heat sink (heat exchanger)

(3) Evaluation of the freezing time of the heat sink

(4) Developement of heat transfer relations

(5) Determination of thermal effectiveness of the system

Ill. BRIEF[ DECRIPTION QZ TIZ 5E LTITQr-COOLRl SX

The liquid-cooled system under consideration is a closed-loop,

28-8
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man-mounted, fully portable system which consists of three main

units: liquid-conditioned vest and hood; heat sink (heat

exchanger unit); and pump and control valve. The liquid-

conditioned vest and hood contain a series of short, parallel

plastic tubing to be worn in direct contact with the skin. The 0

heat sink (heat exchanger), the pump and the control valve are

stationed on a back pack. The vest and hood are connected to the

heat sink by an umbilical. The pump is powered by a small,

rechargeable battery. This battery must provide at least one

hour of continuous operational power.

The coolant fluid (mixture of water and antifreeze) is pumped

through the tubing within the system and circulates through the

vest, hood and heat sink-heat exchanger system. A schematic

description of the system is sketched in Fig. 1.

IV. rQLX2IN CAPACITY QE TZE SYSTEM

The cooling capacity of the system is determined by the amount of

ice present in the heat sink-heat exchanger unit. The Crew

Technology Division specifies that the minimum heat capacity of

the heat sink shall be 1280 Btu (1350 kJ). This will provide

approximately 45 minutes of cooling at a rate of 500 W heat

removal. The medium used in the heat sink is usually ice with

some additive to prevent corrosion or to retard expansion in the

solidification process. The heat sink, therefore, must have the

capacity for at least 4 kg (8.9) of water in order to satisfy

this requirement. 0O
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V. THZBU&1L EVALUATIN hEU

The ILC Dover liquid-conditioned vest consists of a series of

short tygon tubing parallelly connected. The inside and outside

diameter of the tubes are 1/16" and 1/80, respectively. The

pressure drop across the vest (without the hood and connectors) 0

is 0.59 Psi at a flow rate of 1.0 1/mmn. The pressure drop for

the vest with the hood and connectors is 1.5 Psi at 1.0 1/mmn

flow rate.

A series of experiments were conducted by the staff at the Crew

Technology Division of The School of Aerospace Medicine (Brooks

Air Force Base) (73 on human subjects wearing this vest.

The vest was connected to an in-house manufactured heat sink-heat

exchanger unit 181 in a closed system loop. A recirculating pump

was used to supply the vest with liquid coolant. The coolant was

a solution of 20% propylene glycol-80% water mixture. A flow

meter was placed in the loop to monitor the f low rate. Two

thermistors were used to measure the inlet and the outlet

temperatures of the coolant. Additional surface thermisters were

placed beneath the vest to monitor the skin temperature. The

inlet temperature, outlet temperature, skin temperature and

coolant flaw rate were observed and recorded periodically.

The rate of heat removal by the vest was calculated, using the

relation:

c p c (Tout Tin)()
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.77" S _O -.7

where

q - the rate of heat removal

- - coolant mass flow rate

Cp - specific heat of the coolant

TinTout the vest inlet and outlet temperatures,

respectively.

During the steady state circulation of the liquid coolant, the

inlet temperature varied between 20 C and 12.50 C. The mean skin

temperature during this period was in the range 25.50C < Tsk < .

31.50 C.

The calculated rate of heat removal was in the range 97 to 450

kcal/hr (113-525 W) depending on the garment inlet temperature.

Only the data corresponding to the inlet temperatures of 20 C to

60 C were considered in the ongoing analysis, since the higher

temperatures indicated that the ice inside the heat sink-heat

exchanger was probably completely melted. .

The heat transfer rate also may be evaluated from the relation:

q UA (LM4TD) (2)

where

U " the overall heat transfer coefficient of the vest

A - the surface area of tubing in contact with the skin . -

LMTD = the log mean temperature difference

Tsk - Tout) - ( Tsk - Tin)
L TD -- (3)

ln H Tsk - Tout)/ ( Tsk - Tin)]
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where Tin, Tout, and Tak are the inlet temperature, outlet

temperature and skin mean temperature, respectively.

It is assumed that the skin temperature does not vary much along

the contact area with the tubing. Therefore, combining equations

(1), (2) and (3), the product of U and A can be written as:

UA - mPc in 1 Tsk - Tin)/( Tsk - Tout)] (4)

The experimental data corresponding to the inlet temperatures in

the range of 20C to 60C were used in Eq. (4) to evaluate UA. It

was determined that in this range of inlet temperatures, the

product UA has an average value of 16.64 ± 2.69 W/°C C 14.31 ±t

2.31 kcal/hr.0 C).

vi. ym n CQRi&DBBAT.ZQN E Z &IfS-HAT ICAGER- UT-

The Crew Technology Division specifications requires that the

liquid-cooled garment (LCG) meet the following performance

specifications:

a) provide at least 1,000 Btu/hr (293 W) of cooling when the 7-.

cooling system is adjusted for maximum cooling;

b) the inlet temperature of the liquid coolant into the

garment shall be less than 500 F (100 C)

c) the coolant flow rate through the garment shall be 8 GPH

(0.5 l/min);

d) the pressure drop across the garment shall not exceed 10

Psi (69 kPa).

28-12 -
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The experimental data on the rLC-Dover LCG indicates that this0

garment satisfies the above specifications. Therefore, this

garment may be adopted for use in a liquid-cooled system and the

thermal requirements of this garment shall be considered in the

design of the HSHB unit..

Harrison and Belyavin n have suggested that the efficiency of

liquid-cooled garments in heat removal drops when skin

temperature drops below 300 C. They argue that when the skin

temperature drops below this, the blood vessels in human subjects

contract, reducing the blood circulation, and hence reducing the

rate of heat removal from the body's core. Thus, for maximum

cooling effect, the skin temperature should be maintained in the

range of 30h370 C.

The experimental data on the ILC-Dover liquid-cooled garment

indicates that for the inlet temperature in the range 20 C to

60c, the average skin temperature may be correlated as

range0 of (5-a)C.i

Tsk 27.8 + 0.26 Tin ,o C (5-a-

or

Tsk = 73.72 + 0.26 Tin OF (5-b)

It should be noted that the correlation of the average skin

temperature data involves a degree of uncertainty. The average

skin temperatures were computed from measurements made at only a

few skin sites. However, the deviations between the temperature

measurements at various sites were small. Thus, although

equation (5) is not highly accurate, it provides a useful

i %, . .
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approximation for the relation between Tsk and Tin. O

Equation (5) suggests that to maintain the skin temperature above

300 C, the inlet temperature of the coolant into the garment

shall not drop below 8.50 C. To provide a cooling effect, the

temperature must also be less than 350 C.

The refreezing time period for the HSHE unit is an important

logistic concern. Currently, the Crew Technology Division is in

the process of developing a fully portable support system for the

man-mounted, liquid-cooled system. This support system will be

employed for the refreezing of the HSHE unit. The

specifications for the refreezing system, therefore, muL' also be

considered in the design of the HSHE unit. The heat sink must

meet the following requirements during the refreezing process:

a) the rate of heat removal shall be at least 1600 Btu/hr (469

.)"

b) the coolant fluid must be the same for both the portable

and the support systems-

c) the inlet temperature of the coolant into the heat sink

shall be less than 150 P (-9.50C);

d) the coolant flow rate into the heat sink must exceed 50 GPH

(3.2 1/min).

The heat sink exchanger unit used in the experiments conducted on

the ILC-Dover garment was built in-house at The School of .

Aerospace Medicine. This single shell, 32 tube pass heat

exchanger consisted of two parallel paths of 0.25 in. O.0., 0.16

in. 1.D. aluminum tubing. Each path of tubing was 17.5 ft. long

28-14
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and was formed in a series of U-shapes 8 in. high. The distance

between two vertical branches of tubing was approximately 1 in.

These tubings were enclosed in a container approximately 10 in.

long and 5 in. wide. The container was insulated and was encased

in a wooden box. Four kg of water (ice) were used in the

container to provide a heat sink medium.

During the freezing period, the tube side of the heat exchanger

was connected to a constant temperature bath containing a

solution of 50% propylene glycol-50% water mixture. During the -

freezing period, an attempt was made to maintain the temperature

of the bath at -5 0 C. A pump was used to circulate the coolant

through the tubing at a rate of 0.75 1/min. An average of 2

hours and 40 minutes was required to completely solidify the

water in the container.

For a given coolant inlet temperature, the rate of heat removal

decreases with an increase in the thickness of the ice crust

around the tubing. Therefore, the arrangement and the

orientation of the tubing in the heat exchanger unit greatly

affects the freezing time. To illustrate this point, let us

compare the tubing configuration in two heat exchanger units.

Horizontal cross sections of tubing in two heat exchanger units

are shown in Fig. 2. In Fig. 2(a) the vertical tube branches

form a network of squares, while in Fig. 2(b) the center of the

tubes form a network of equilateral triangles. In each case, the

distance between the center of the two nearest tubes is indicated

by p. The shaded area represents the contribution of each tube in

the freezing process. r is the distance between the center of

28-15
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the tubes and the point that freezes last in the heat exchanger.

In Fig. 2(a), r - 2 p/2 and in Fig. 2(b), r - ( p/3. It

can readily be shown that the shaded area in Fig. 2(a)

A = R2 E 2 (r / R) 2 - 1 1 (6)

and the shaded area in Fig. 2(b)

A R e2  3fi (r/R) 2 /2 -1i'1 (7)

where R is the outer diameter of the tube. For practical

purposes, it is clear that the values ox r/R > C /2)1/2 for the

first heat exchanger and r/R > 12 /0 3 )11/ 2 for the second

heat exchanger. ia
The comparison of Eqs. (6) and (7) indicates that the formation of

solid per unit length of tubing is larger in the second heat

exchanger than the first, if the value of r and R are the same in

both heat exchangers. This suggests that the tubing

configuration in Fig. 2(b) enhances the complete solidification

time. In fact, the tubing arrangement in Fig. 2(b) produces the

most efficient heat exchanger since the last point to freeze in

the heat exchanger is at equal distance to the centers of all

adjacent tubing.

VII. U=M TRANSFER RUL&.IM 9= IN TiE QBJ1.af QI IEAT SINK-

When a sub-freezing coolant is passed through the tubing in a

heat exchanger filled with a heat sink medium (water), a layer of P

28-16
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ice will form on the outer surface of the tubes. The temperature

gradient between the liquid coolant and water in the heat

exchanger results in heat flow from the water towards the

subfreezing coolant fluid. The removal of the latent heat of

solidification, at the liquid-ice interface, is equal to the heat 0

transferred to the coolant if we neglect the heat capacities of

the tubing wall and the ice crust. We further assume the liquid

to be at freezing temperature. The removal of the latent heat of

fusion results in continuous growth of the ice layer around the

tubing. This process proceeds until the solidification of water

in the heat exchanger is complete.

The temperature distributions for the solidification and melting 9

process around a cylinder are shown in Fig. 3.

If we consider uniform physical properties throughout the solid

shell (negligible change of enthalpy), it can be shown that the

time, t, required to form a layer of ice of thickness, , can be

represented by

ts /~f hif r2  '-?''-"

to ki  r ln(r/R°) + [l-(R°/r) 2]
2 ki (Tf -Tb)

x [(ki/k t) ln(Ro/R i) + ki/(Ri hc) -1/21) (8)

where

If - the density of freezing liquid .

hif - the latent heat of fusion for freezing liquid

ki, kt - the thermal conductives of ice and tubing wall,

respectively
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Rji R0  the inside and outside radii of tubing, respectively

r o - +

Tf - the freezing point temperature of the beat sink medium

Tb a the bulk temperature of the circulating coolant

hc  - the average heat transfer of the circulating fluid

For the melting process, a similar equation may be developed and

the melt down period may be represented as

fi hif r 2

tm--{ ln(r/R o ) + 11-(Ro/r) 2 "

2 kf (Tb -Tf)

x [(kf/k t ) ln(Ro/Ri) + kf/(Ri hc) - 1/21) (9)

where

- the density of frozen medium

kf a the thermal conductivity of melt

Equation (8) represents the minimum solidification time since the

change of enthalpy was neglected through the solid shell (assumed

CpiAT/hif << 1). The real solidification time is always greater

than the one presented by Eq. (8). Martin (101 has suggested an

empirical correction relation to calculate the real

solidification time from the minimum values calculated by the

*quasi steady-state solutions% For cylindrical coordinates this

relation can be expressed as
I

I Bi
ts,rteal/ts,min 1 + ------- )2/3

tofealtooin2 1 +Bi

4x ( 1+1(10)...-
28h1 h
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where Bi and Ph are biot and phase change numbers, respectively.0

For the cylindrical came under study, the dimensionless

quantities can be represented as

Bi(kt / Ii)

ln(R/R) + kt/(Ri h .. . . . . . .

and

Ph ff hj."(12)
fi Cpi (Tf -Tb)

where iis the specific heat of the frozen medium.

The evaluation of the real melt down period is more complicated

since, in addition to the change of enthalpy, natural convection

occurs in the molten media. However, for practical application,

Eq. (9) provides a reasonable approximation for the melt down

period. The heat transfer coefficient hc, in Eqs. (8) and (9)

depends on the flow characteristics of the circulating f luid in

the tube. For the smallest inside tube diameter (Di 0.065 in.)

and a f low rate of up to 5.0 I/min (78 GPM), the Reynolds

number, falls below 10,000. Reynolds number is defined as

ReD "-D/.

where -u, and are the fluid density, average velocity,

and viscocity respectively. ReD ( 10000 characterizes the fluid

flow in the laminar and transition regimes. To obtain turbulent

flow, either one must increase the flow rate or reduce the tube

diameter, which in either case increases the pumping requirements .
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of the heat exchanger.

Tn the transition regime (ReD between 2,300 and 10,000), the

fluid flow is highly unstable and the values for the heat

transfer coefficient and friction factors vary considerably from

system to system. Thus, it is suggested that the heat transfer

equipment be designed so that it operates outside the transition

regime [111. Therefore, only laminar fluid flow treatment was

employed in the design of the heat sink/heat exchanger unit.

Depending on the fluid properties and tube configurations, the

following quantities were used to evaluate the heat transfer

coefficients, hc.

a) for laminar, fully developed isothermal pipe [121 .

u - h D /k - 3.66 (13)

if L/D > 0.05 Re Pr

where D, L, k and Pr are insidetube diameter, tube

length, fluid thermal conductivity and Prandtl number,

Pr ,Mcp/ k

respectively.

b) for laminar, thermal entry length isothermal pipe (131

Nu - 1.86 [Pc D/Ll/3C A/A' )01 4  (14)

if L/D < 0.05 Pe and (Pe D/L)l" 3 /tw)O' > 2.0.

b and are the fluid viscosities evaluated at bulk

temperature and wall temperature, respectively. Pe is

the peclet number and is defined as p
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PO - Re Pr S

With the exception of /wall other properties in Eqs. (13) and

(14) are evaluated at average bulk temperature.

The pressure drop in a fully developed laminar flow in a

pipe (L/D > 0.05 ReD) can be evaluated from the relation

2
P I- If (ID) +: K] (15) ' .0

2

where u is the average flow velocity, K is constant for minor

losses (bends, elbows, etc) and the friction factor, f, for

fully-developed flow is defined as

f - 64/ ReD (16)

VIII. MTLANT gZLZCTI=N

The coolant fluid must possess a melting point that is lower than

the freezing point of the heat sink medium so it does not freeze

when the system is in operation. Therefore, a coolant that .

consists of a solution of water and some antifreeze agent can

meet this requirement if water is used as the heat sink medium.

There are a number of antifreeze solutions available eS
commercially. We considered solutions of propylene glycol-water

mixture to be utilized as liquid coolant. The freezing points for

10, 20, 30, 40 and 50% by weight pure-propylene glycol agent are

27, 18, 8, -7, and -25 degrees Farenheit, respectively. However,
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the Crew Technology Division specifications required that the

freezing point of the coolant should not fall below -200 F.

Therefore, a solution of 40% propylene glycol-60% water may be

used as the working fluid to satisfy the above requirements. The

following linear relations were developed to express the S

variation of specific gravity, specific heat and the thermal

conductivity of this coolant fluid as a function of operating

mean temperature.

The specific gravity may be expressed by

SG - 1.052 - 2.4 x 10- 4 T (17)

The specific heat may be evaluated from

pp

The thermal conductivity is represented by

k - 0.235 + 1.0 x 10- 4 T, Btu/(hr.ft.P) (19) S

In Eqs. (17), (18) and (19) the temperature, T,is in OF.

Andrade equation 115] was used to correlate the viscosity of the

coolant. The relationship between the liquid viscosity and the

temperature is expressed as

Pa 10-6 AJ 1 / 3 x exp (Cf/T) (20)

where A and C are constant and can be determined from known

properties at two states, using the following relations
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in ,,/ )42) + 1/3 n 12/ Jfl)
C- (21) " -

_'T11 - .f2l T2
and

A 10 6 (f 1 )-1/3 exp (-Cfl/T1 ) (22)

S

The viscosities of the coolant solution at 320F and 68°F 1141

were used in Eqs. (21) and (22) and the following values were

obtained for A and C, respectively.

A - 0.804, (lbm)2/3/s or 0.4746, (kg)2/3/s

and

C - 58.36, ft3-R/lbm or 2.024, m3-K/kg

IX. THERMAL AI ALYSIA Q SE UNIT DURTNG RPFRRPTNG PE DQ"

The time required to completely refreeze the heat sink medium is

of great concern in chevical warfare situations. The complete

solidification period depends mainly on the thermal capacity of - -

the refreezer used in the support system. The thermal analysis of

the refreezing system is beyond the scope of the present study.

However, for a given refreezer, the tube size and arrangement in

the HSHE unit greatly influence the complete solidification time.

We have demonstrated that tube arrangements illustrated in Fig.

2(b) will enhance the efficiency of HSHE unit for the freezing

process. Therefore, the ongoing analysis is based upon such tube

configuration.

In preceding discussions we have suggested that extreme coution

must be used in thermal analysis of heat transfer equipment that

28-23

-. .



AD-AISI M? USAF/SCEEE (UNMITED STATES AIR FORCE/SOUTHEASTERN CENTER 12V,01
FOR ELECTRICAL EN.. (U) SOUTHEASTERN CENTER FOR
ELECTRICAL ENGINEERING EDUCATION INC S.. N D PEELE

UNCLSSIFIED MAR 95 RFOSR-TR-B5-0S4 F49629-82-C-8025 F/6 9/3 N



i1.

* -..-.

U._II

i 11111 a 140l 111"__-___
Il11111L2 1.6-

MICROCOPY RESOLUTION TEST CHART

NATIONAL OUREAU OF STANDARDS- 1963 A

-L * **~~a. * . .% v~. .. .** * *~:-. ~ *~~



*. ,:...:-: ,

* .• .
, _'.. .o

operate within the transitional range of the fluid flow regime -

(2300 < ReD < 10000). For a coolant fuid at 10OF and flow rates

in the range 0.5 to 5.0 1/sin the Reynolds number for fluid

flow through a number of commercially available thin-walled

aluminum tubes [141 were evaluated and the results are tabulated .

in Table 1. In order to operate in the laminar flow regime,

Table 1 indicates that for a 1/8 in. OD tube, the coolant flow

rate has to be below 3.0 1/mn. At higher flow rates, the tubing

in the heat HSHE unit must be split into two parallel paths. U

If it is desired to base the design of the SHBE unit on the

freezing time requirement, Eqs. (7,8)and (10-12) may be applied

to determine the length and the size of tubing necessary to_.

completely solidify the heat sink medium within this time

constraint. We developed a computer program to achieve this goal.

The pertinent relations for heat transfer during the freezing

period (discussed in the preceding sections) were used in this .

program. The input variables included the coolant flow rate and

operating bulk temperature, and the tube size (I.D. and O.D.). In

addition, we based our calculations on a freezing period of one

hour -- the time required for complete solidification of 4 kg of

water in the HSHE unit.

For each combination of input variables, the length of tubing

and the size of the heat sink (volume of ice plus the tubing)

were evaluated. Selected results are presented in Figs. 4 and 5

for comparison. For a coolant flow rate of 1.5 1/sin and

coolant bulk temperatures varying in the range of -50F to 250?,
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Fig. 4 represents the size of the heat exchanger (volume of ice

and tubing) as a function of the tube size (O.D.). Figure 4

indicates that the beat exchanger volume increases with the size

of the tubing.

Based on one hour freezing time and a coolant flow rate of 1.5

1/mmn, Fig. 5 indicates that the size of the heat exchanger (or

the volume of the tubing in the heat exchanger) increases with

the coolant operating bulk temperature. Figure 5 also shown that

the heat exchanger size increases with the tube size (O.D.). The

dependency of the size of the heat exchanger on the tube size is

more pronounced at higher coolant bulk temperature.

X. THUUL &N&LX=.L OE MX1M nURING R=L DOWN =LOD.

When in operation, the HSHE unit must satisfy the thermal

!..

requirements of the ILC liquid-cooled garment. The rate of heat

removal by the garment can be evaluated from the relation

C_ ~ G mCp( sk Tin) (23)

where

a the mass flow rate of circulating coolant fluid

- -the specific heat of coolant fluid
-p
Tink *the average skin temperature (defined in terms of Tin a

by Eq. (5)

Tin -.the inlet temperature of coolant into the garment

and EG is the ef fnctiveness of the LCG and can be eva 1 uated from

the expression

28-2 5
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&G 1 - *p (-NuU)G (24)

NTU in the "nuaber of transfer units' and is defined ass

NTUG ( o lA/a Cp)G (25)

It was shown that the average value of UA for the ILC garment is

equal to 16.64 + 2.69 W/°C.

It is clear from Eqs. (24) and (25) that the effectiveness of the

LCG varies with the flow rate of the liquid coolant. The effect

of coolant flow rate, in the range of 0.1-1.0 I/min, on the

thermal effectiveness of the ILC liquid-cooled garment is

illustrated in Fig. 6. The figure shows that the garment's

effectiveness decreases with an increase coolant flow rate.

Assuming an inlet temperature of 8.50C and employing Eqs. (5) and

(23-25), the rate of heat removal was evaluated for coolant flow

rates in the range 0.1-1.0 1/mmn. The results are plotted in

Fig. 7. It indicates that the ability of the ILC liquid-cooled

garment to remove heat from the body increases with the liquid

flow rate. Figure 7 also shows that for coolant flow rates greater

than 0.8 1/min, the rate of heat removal by the garment does not

change significantly with the flow rate.

The garment outlet temperature can be determined by combining -

Eqs. (1) and 23) and it is expressed as

Tout 6EG ( Tsk - Tin) + Tin (26)

The rate of heat transfer to the heat sink can be evaluated from

the relation:

28-26
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;h1  hz (Tout Ti) (27)

where Tj is the melting temperature of the frozen medium in the

HSBB unit and

NTUhx- (UA)hx m cp (28)

A is the heat transfer area of tubing in the heat exchanger unit

and U is the overall heat transfer coefficient, expressed as:

U-----------------------------------------------(29)
io n (r/R0 ) +R 0 in (EO/Ri) + O

kf kt Ri hc

where

Rj, R0  the inside and outside diameter of tubing,

respectively

r -the distance between the liquid-solid interface and

the center of tubing

kf, kt -thermal conductivity of the melt and tube wall,

respectively

h - average convective heat transfer coefficient of the

circulating coolant fluid.

Equation (29) suggests that the overall heat transfer

coefficient, U, depends on the location of the liquid-solid

interface moving boundary in the heat exchanger. Therefore, for

a fixed coolant flow, the heat exchanger effectiveness varies

with time as the melting process progresses in the heat

exchanger unit and as the layers of melt surrounding the tubing

28-2 7
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in the heat exchanger grows.

To satisfy the thermal requirements of the ILC garment, the rate

of the heat transfer into the heat sink medium must be equal to

the rate of heat removal by the garment. Thus, by combining Eqs. -

(23), (26) and (27), it can be shown that the heat exchanger P
effectiveness may be represented by:

* G (T -Tin)
hx G( Tsk -in) + ( Tin Ti) (0

Therefore, for a given garment f low rate and inlet temperature,

the required effectiveness of the HSHE can be determined from Eq.

(30). For a garment inlet temperature of 8.50 C, the variation

of heat exchanger effectiveness with flow rate is shown in Fig.

6. The required heat transfer surface in the heat exchanger (or

the length of tubing) thus can be determined by combining Eqs.

(27) and (28).

For a coolant flow rate equal to 0.5 1/mmn and a garment inlet

temperature equal to 8.50 C, the following quantities were

determined for the garments .

NU 0.514

G 
--

0.402

q -279.9 w

Tsk *30
0C

Tout 17.20C

For various tube sizes, and based on the garment's thermal

requirements we evaluated the minimum requirements for t" length

28-28S
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and the volume of tubing in the heat exchanger unit at the start

of the melt-down period (the liquid-solid interface at outside

surface of tubes). The results are presented in Table 2. This -

table indicates that the size of the heat exchanger increases

with the tube size. The quantities in Table 2 represent the

minimum requirements for the design of a heat exchanger at the

start of the melt down period. However, the effectiveness of the

heat exchanger varies with time. The influence of the melting

process on the effectiveness of the heat exchangers is presented

in Fig. 8. This figure shows that effectiveness decreases with

progress in the melting process.

Notice the sharp drop in the effectiveness of the heat exchanger

unit during the initial stage of the melt down period. This

suggests that the rate of heat transfer into the heat sink medium

drops sharply after a short period of time. Therefore, a liquid-

cooled system will not provide sufficient cooling if the design

of the HSHE unit is based on the initial state of the melting

process. Figure 8 also shows that the variation of effectiveness

with time becomes insignificant during the final stages of the

melting process. This suggests that, in the design of heat

exchangers, the determination of the required length of tubing

should be based upon the latter stages of the melting process.

Further obervation of Fig. 8 indicates that the use of larger

size tubes in the HSHE results in greater effectiveness values

during the melt down process. However, we have shown that a

larger size tubingincreases the size of the heat exchanger.

Therefore, there exists a trade-off: the effectiveness vs. the

28.-.2
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heat exchanger size. Depending on the requirements, one might be

favored over the other.

We have shown that the design of the HSHE involves a number of

trade offs. The requirements of freezing time and the rate of
S

heat removal during the melt down period are the greatest

concerns of the engineer designing the HSHE unit. Questions

arise as to whether the design should be based upon the time

requirements for complete solidification of ice, or if it should

be based on the rate of heat removal during the system's

operational period. We feel that the ability of the liquid-

cooled system to remove heat is the main purpose of the design

and that it should be the primary concern of the designer to meet 9

this requirement.

X-. BUNN= am .xCzWna-%

1) The liquid-cooled system has been described as a closed-loop,

fully portable system which consists of three main units:

e liquid conditioned vest and hood.

* heat sink/heat exchanger (HSHE) unit.

* pump and flow control valve.

2) The experimental observations have revealed that the ILC

Dover liquid cooled garment can provide up to 525 W of

cooling power.

3) The effective overall heat transfer coefficient for the ILC

liquid cooled garment has been determined to be equal to

16.64 + 2.69.
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4) The proposed HSHE unit consists of a single shellmultiple

tube pass heat exchanger. Four kg of ice in the shell side

provides 1350 kJ of cooling capacity for the system. The

coolant passes through the tube side ofthe heat exchanger.

5) The arrangement of tubes in the heat exchanger according to P. -

the Fig. 2(b) configuration minimizes the freezing time of

the heat sink medium.

6) The freezing and melting processes in the heat exchanger have

been investigated. Relations for heat transfer during these

processes have been developed:

" The freezing time is given by Eqs.(8) and (10).

" The melt down period is expressed by Eq. (9).

7) The thermal effectiveness of the HSHE unit drops sharply.

during the initial stages of the melt down period.

8) The design of the HSHE unit should be based on the the final

stages of the melting process. --

P
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Table 1. The variation of Re, with the flow rate and tube size
for 40% propylene glycol-60% water solution at 100 .

Table 2. The required length and volume of tubing at the start
of the melt down period. Garment outlet temperature ,
17.15 0C, coolant flow rate - 0.5 1/min

Fig. 1. The schematic description of a liquid cooled System

Fig. 2. Comparison of two possible tube Arrangements in a BSHE
unit

Fig. 3. Temperature distribution in the solidification and
melting process around a cylinder. For melting process
positions of liquid and solid are exchanged and Tb is
greater than Ti

Fig. 4. Variation of HSHE size with the tube size (O.D.). See
Table 2 for corresponding I.D. Coolant flow rate - 1.5
1/min.

Fig. 5. Variation of HSHE size with the coolant operating
temperature. Coolant flow rate - 1.5 1/min.

Fig. 6. The influence of flow rate on thermal effectiveness.

Fig. 7. The effect of coolant flow rate on the rate of heat
removal by ILC Dover liquid cooled garment. Tin -
8.50C.

Fig. 8. The influence of the melting process and the tube size
on the thermal effectiveness of the HSHE unit. Coolant
flow rate - 0.5 1/min.
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Table 1. The variation of ReD with the flow rate and tube size
for 40% propylene glycol-60% water solution at 100 P

----------I--------------------------------------------------
I O.D. 1 1/8 1 3/16 11/4 1 5/16 1 3/8 1 1/2 1
I ---------- I---------I -------- I--------I ------- I------- I-------- I6
I I.D. 1 0.1275 1 0.19 10.2485 1 0.24851 0.311 1 0.436 1
I ----------- I -------- I-------- I------- I------- I------- I-------- I
IFlow rate I RD Uv~
I 1/mmn I Ie av~
I ---------- I--------------------------------------------------I
1 0.5 I 410 1 209 1 140 1 107 1 87 1 61 1
1 1.0 1 820 1 418 1 280 1 214 1 171 1 122 I
1 1.5 1 1230 1 627 1421 1322 1257 1183 1
1 2.0 1 1639 1 836 1 561 1 499 1 343 1 244 1
1 2.5 1 2049 1 1045 1 701 1 536 1 428 1 306 1
1 3.0 1 2459 1 1254 1 841 1 643 1 514 1 367 1
1 3.5 1 2869 1 1463 1 982 1 750 1 600 1 428 1
1 4.0 1 3279 11672 11122 1858 1685 1489 1
I 4.5 1 3689 1 1881 1 1262 1 965 1 771 1 550 1
1 5.0 1 40991 2090 11402 11072 1857 1611 1
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Table 2. The required length and volume of tubing at the start
of the melt down period. Garment outlet temperature
17.150 C, coolant f low rate - 0.5 1/mmn

I ----------------------------------------------------
1 Tube Size, in. I Length I volume I
---------------------------- I

I O.D. I I.D. I ft. I in.3  I
I-----I-------------------- I----------------I
1 1/S 1 0.065 1 16.08 1 2.37 1
1 3/16 1 0.1275 1 16.06 1 5.32 1
1 1/4 1 0.19 1 16.06 1 9.46
1 5/16 1 0.2485 1 16.06 1 14.78 1
1 3/8 1 0.311 1 16.05 I 21.28 1
1 1/2 1 0.436 1 16.05 I 37.82 1
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SHORT CRACK BEHAVIOR FOR FLAWS

EMANATING FROM FASTENER HOLES

ABSTRACTr

Apparent stress intensity factors are found for short fatigue

cracks emanating from filled fastener holes by the Anderson-James

backcalculation technique. Empirical formulas for the stress

intensity factor as a function of crack length are also derived.

For crack lengths of 0.01 inches (0.25 mm) to 0.2 inches (5 mm),

the empirical formulas agree well with accepted solutions of

cracks radiating from a hole in a plate loaded in remote tension.

For crack lengths less than 0.01 inches (0.25 mm) the accepted

solutions diverge from thos. derived herein. it is found that the

stress intensity factor is independent of the crack initiation

site, load level, fastener fit, load transfer through the fastener

and drilling technique. Also, the "short crack effect" reported by--

other investigators was not corroborated.
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I. INTRODUCTION

Most fatigue cracks originate in regions of high stress con-

centrations that are caused by notches, holes, or sudden changes

in geometry. Fastener holes are one of the most common sources

for the initiation and subsequent growth of fatigue cracks in

aircraft structures. For example, the General Dynamics F-16 has

over 250,000 fastener holes. Thus, the knowledge of the growth

behavior of a flaw from such a stress concentration is self-evident.

Fracture mechanics provides a basis of quantifying the behavior

of a crack, from the initiation of the flaw to the final failure B

of the structural component. The principal assumption of fracture

mechanics is that the stress field surrounding the crack tip governs

crack behavior. The stress field may be characterized by a quantity

known as the stress intensity factor (SIF), which is a measure of

magnitude of the stress field in the neighborhood of the crack tip.

The SIF is a function of several variables, such as the crack

length, the specimen geometry, and the type of loading.

The principal cause of failure of aircraft structural compon-

ents is the fatigue growth of a microscopic crack to a critical

crack size. Because of a major portion of a component's fatigue

life occurs during the formation and growth of short cracks, con-

siderable attention has been recently directed to the study of

this kind of crack. Various studies suggest an irregularity in

the growth of short cracks (1-11). It has been shown by several

29-4
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authors (6,7) that the growth rate for a short crack is relatively

high at the onset of crack propagation and then decreases for a

period, after which monotonic growth rates are observed. This

is contradictory to the smooth and monotonic growth rates observed

for longer cracks (Figure 1).

This study examines the crack growth data from experiments

performed by Noronha et al. (12). Using the data from the above -

work this study then addresses two questions. The first question

asks what are the effects of the load level, fastener fit, load

transfer and crack initiation sites upon the SIF of a flaw emanating

from a fastener hole. The second question asks if conven-

tional SIF solutions to cracks emanating from fastener holes ..

indicate an apparent short crack effect (SCE). The SIF solutions

obtained in this study are purely empirical and are derived by

statistical methods.

29-5
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II. LITERATURE REVIEW

2.1 RADIAL CRACK EMANATING FROM A FASTENER HOLE

The first analytical solutions of the stress field surrounding

a radial crack emanating from a central circular hole in am infinite

plate loaded in remote uniform tension were derived by Bowie

(13), and Tweed and Rooke (14). Bowie's solution was based upon a .

complex mapping technique, while Tweed and Rooke's solution was

based upon a Fredholm equation derived from integral equations.

Other solutions to the above problem that are empirical in

nature are given by Grandt (15), and Kirby and Potter (11). Grandt

represented the SIF solution by a least squares approximation to

Bowie's solution. However, no attempt was made by Grandt to account

for the three dimensional nature of the flaw. Kirby and Potter

used a least squares analysis together with the Paris growth law

to obtain an apparent SIF from data of crack length and flight

hours. The data used in Kirby and Potter's study was obtained

from Noronha et al. (12) and was for cracks emanating from a filled

fastener hole with different pin clearances and load transfer through

the fastener.

2.2 SHORT CRACK EFFECT (SCE)

Pearson (1) was one of the first investigators to report the O

short crack effect. He grew surface flaws with initial lengths

29-7
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of 0.002 inches (0.051 mm) in BS L65 and DTD 5050 aluminum alloys

under bending loads. It was found that when the observed crack

growth rates were correlated with AK, they were not only faster

than previously seen for longer cracks, but also displayed a much

reduced if not nonexistent threshold. Since the crack front of

these short center cracks were semicircular in shape, the conven-

tional SIF for a semicircular crack (16) was used to reduce the

fatigue crack growth data.

The SCE has subsequently been confirmed for different mater-

ials and conditions (2-7). Explanations to the SCE observed by

various authors are crack closure (2,3), violation of the underlying

continuum mechanics (4), and the plastic region surrounding the

crack (6,7).

Cook and Edwards (2) studied short cracks in notched 2L65 alum-

inum alloy specimens under constant and variable amplitude loading.

Measurements of corner cracks emanating from holes were taken down

to crack lengths of 0.0004 inches (0.01 mm) using replicas. Under

constant amplitude loading short crack anomalies were identified

positively at zero mean stress. However, for fully repeated load-

ing, these anomalies were almost completely absent. Clear short

crack anomalies were also identified under variable amplitude load-

ing. Edge cracks emanating from notches were studied by Fisher

and Sherratt (3). Typical initial crack lengths of 0.003 inches

(0.08 mm) were measured by eddy current methods. Fatigue crack

growth was measured in two notched En3A and BS970 mild steel speci-
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mens under conditions of constant and random amplitude loading.

The analysis showed that constant-amplitude fatigue crack growth

rates are principally related to AK and random loading fatigue

crack growth rates were principally related to the root-mean-square -

value of AK. They also observed apparent high initial crack growth

rates.

Another explanation of the SCE other than crack closure is . -

the violation of the continuum requirements (4). It was shown

that the use of conventional fracture mechanics concepts to charac-

terize small cracks resulted in behavior which differed from that

of long cracks. This difference was attributed to the breakdown

of the underlying continuum mechanics assumptions. Thus, in the

predictir, short crack growth, Hudak projected that conventional SIF

solutions were doomed to fail. However, Lankford (5) tested hot P

rolled AISI 4340 steel specimens using fractography to measure crack

growth rates. He found that by taking into account the debonded

inclusions he could correlate the observed crack propagation rates

with that predicted by linear elastic fracture mechanics (LEFM)

over the entire growth rate region. The correlation

was valid down to microstructural dimensions.

The plastic zone around crack tip has also been used to explain

the SCE, Leis and Forte (6) studied the behavior of physically short '

cracks in notched aluminum and steel plates. They observed a

decreasing and then increasing crack growth rates in the growth P

of physically short cracks. It appeared to be caused by the plastic

29-9
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field at the notch and the control condition local to the crack

tip. Lois and Galliher (7) also observed this behavior in 2024

aluminum alloy with initial crack lengths of 0.001 inches (0.025

mm). The solution for the SIF was determined by compounding SIF 

solutions for corner and through the thickness cracks.

Although the above studies indicate a SCE, there is contra-

dictory evidence. This is seen from two separate sets of papers.

El Haddad et al. introduced the notion of an effective crack

length 1. (8,9). Other contradictory evidence is given by papers

examining the data from a study by Noronha et al. (12).

El Haddad et al. (8) redefined the stress intensity factor in

terms of the physical crack length plus an effective crack length

t . Thus, if the SIF solution is used to correlate short cracko

results, the discrepancy between short and longer crack results is P
eliminated. Furthermore, if this effective length is incorporated

into the solution then elastic and elastic-plastic fracture

mechanics solutions can be modified to predict the SCE. Straight

forward calculations of AJ values of the G40.11 and 1015 steel

data were performed and the results were plotted against the crack

growth rate (9). The data obtained from different notches and for

different load levels shows excellent agreement with the long crack

data for both 1015 steel and G40.11 steel. By recomputing both

&K and AJ to include this t. concept, a closer correspondence between0

long and short crack growth rates resulted. However, this technique

29-10 "
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is subjected to two objections. First, because of the empirical

nature of this effective crank lengthit can not be used on a

general basis to make short crack data consistent with the trends

seen for long cracks. Second, no satisfactory physical significance .

has been ascribed to this empirical quantity, Z.
0

Noronha et al. (12) obtained data for cracks emanating from

filled fastener holes under a 0% and 15% load transfer through

the fastener. Because the crack that caused the failure was

fractographically traced to its origin, crack lengths of 0.001

inches (0.025 mm) were routinely observed. It should be noted --
p

that the fastener holes in these specimens were not preflawed.

Thus, the flaw growth behavior in the above study represented the

growth behavior of cracks found in service. In a subsequent study

using data from Noronha et al. (12), Potter and Yee (10) showed

that the crack growth rates were smooth and monotonic and no SCE

was observed. They suggested it may be possible that the preflaw -..

procedure was reponsible for the SCE seen by other investigators.

In another study using the same data, Kirby and Potter (11) deter-

mined an empirical relationship between the crack length an an

apparent SIF. The results showed that there existed an exponential

relationship between the crack length and the apparent SIF. They . ""

also observed that the underprediction of the SIF for short cracks

could cause an apparent SCE.

O
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III. METHIODOLOGY

3.1 FATIGUE TEST DATA

The basic crack growth data for the current study were obtained

from the Noronha et al. study (12) which was d-Rigned to evaluate

the influence of the fastener hole quality on the structural dura-

bility of a 7475-T7351 aluminum alloy. The load spectrum used was

based upon a fighter load history. At fracture, the flaw causing

the failure was fractographically traced to its origin. Fatigue

crack growth data were collected periodically at constant time

increments of 400 flight hours (the length of the repeating load

block). The origination of the failure flaw was also recorded.

From the above test, it was observed that flaws initiated from

one of the following sites: the bolt hole, the chamfer corner, the

radius corner or the mating surface (Figure 2). Four test series

(QPF, XQPF, HYWPF, LYWPF) from the Reference 12 were examined.

The QPF series had a 0% load transfer through the fastener. The

Q stands for a Quackenbush Drilled/Reamed procedure which produced

a clearance of 0.0005 inches, the P for proper drill speeds, cool-

ant and feeds, and the F for fighter load history. The XQPF, HYWPF

and LYWPF series were 15% load transfer through the fastener. The

W stands for a Winslow Spacematic Drill procedure which produced

a clearance of 0.002 inches, the H for a high stress level (40.8 ksi),

and the L for a lo0w stress level (30.4 ksi). All other test series *
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had maximum load levels of 34 ksi. The YWPF series used an

improved drilling technique in which the bit was allowed to rotate

during extraction. This technique minimized the scratches induced

on the bolt hole.

3.2 BASELINE DATA

The fatigue growth rate constants C and n were obtained from

a study in Wilkinson and Potter (Figure 3). It should be noted

that typical growth rates for the specimens examined in this study

ranged from 10 to 10 inch/fit. hr. Thus, it was necessary to

extrapolate the growth rate constants obtained from Wilkinson and

7
Potter (17) to 10 inch/flt. hr. Examination of the growth rate

versus crack length for the specimens studied indicated no abnormal

behavior in the growth of these short cracks for the range of

growth rates considered. Thus, the extrapolation above is justified.

The material used by the above study was 7075-T651 aluminum. The

baseline fatigue tests were performed under the same fighter load

history spectrum as that in Noronha et al. study.

3.3 APPARENT STRESS INTENSITY FACTORS

The familiar Paris growth law (18) was used to obtain the

apparent SIF from the fatigue crack growth data. The crack growth

rate is related to the SIF by the following:

29-14
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da )n (1)3-F .C (A<KCl i ;..2

where C and n are growth rate constants. The Anderson-James back-
o

calculation technique (19) was also used to obtain AK. The princi-

pal assumption of this technique is that at art given instant the

crack growth rate is associated with a unique value of the SIF.

The procedure for applying the technique is as follows:

(1) Raw data of crack length and flight hours are obtained.

(2) The crack growth rate da/dF is determined in terms of . -.

the quantities in step 1 by applying the ASTM seven point

incremental polynomial method (20).

(3) With the growth rate constants C and n, and a crack growth

rate da/dF associated with individual crack length, the

quantity AK for each crack length is calculated by:

-(log da/dF - log C)

AK '1 0 n (2)

This technique has been successfully applied by Schjive (21) to

determine the SIF for corner cracks from a loaded pin hole. The
O

apparent SIF (Kapp) was defined as

Kapp = 1 - R (3)

where R is the load ratio based upon a root mean square average of

the load spectrum. For tests run under constant amplitude loading,

Kapp would correspond to the maximum SIF (Kmax).

29-16
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3.4 LINE OF BEST FIT

Upon examination of Kapp versus crack length in logarithmic

space (Figures 4-7), it was apparent that the following relation-

ship existed:

Kapp = A(a)B  (4)

The constants A and B were determined by a least squares analysis.

The above equation provided a means for comparing the effects of

crack initiation site, load transfer, load level and fastener fit
p. -

on the apparent SIF.

3.5 SHORT CRACK EFFECT

The question of whether short cracks grow differently than

long cracks was resolved by examining a plot of the crack growth

rate versus the apparent stress intensity factor. Normal crack -- -

growth should appear as smooth, continuous and monotonically

increasing in the above graph. By examining how conventional SIF

would have handled the data by Noronha et al. (12), an explanation

to the SCE seen by other investigators may be postulated.
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IV. RESULTS

4.1 APPARENT STRESS INTENSITY FACTORS

With regard to an apparent SIF, this study is performed to

establish a correlation between the apparent SIF (Kapp) and the

crack length (a). With exception of 9 out of 70 tests as shown

ty figures 4, 5, 6 and 7, the data for each series (QPF, XQPF,

HYWPF, LYWPF) fall within + 10% of the mean beahvior of that series.

These figures indicate a high degree of repeatability. This is

substantiated by the high coefficient of correlation (r) for each p

set of tests, typically r = 0.96. with the exception of 4 out of

14 cases, the coefficient of correlation was greater than 0.95 for

each fitted line. Table 1 tabulates the apparent SIF as the line of

best fit according to the power relationship given in Equation 4 and

the corresponding coefficient of correlation for each series and

crack initiation site.

4.2 EFFECT OF CRACK LOCATION

To determine the influence of crack location upon the apparent

SIF solution, the crack length versus the apparent SIF was plotted

for each of the initiation sites for the three series (XQPF, HYWPF,

LYWPF) respectively (figures 8-10). The solid lines represent

the empirical relations derived between crack length and Kapp for

29-22
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the various crack initiation sites. The dashed lines indicate + 10%

deviations from the mean empirical solution for all the specimens

of each series. .,.

In the XQPF series, as shown by Figure 8, the Kapp solution P

for crack initiation at the chamfer corner lies outside of the

+ 10% deviation from the mean solution for crack lengths less than

0.01 inches. The Kapp solutions for the rest of the crack initiation

sites lie within the + 10% boundary for the range of crack lengths

considered. The corresponding coefficient of correlation for each

of the fitted lines is higher than 0.90 except for the case of mating

surface initiation which has a coefficient of correlation of 0.84.

In the HYWPF series, as shown by Figure 9, the mean Kapp

solutions for the cases of bolt hole and radius corner initiations

are very close to the fitted line for all the specimens of this

series. Due to the limited number of data points available for

the cases of chamfer corner and mating surface crack initiations

in this series, no conclusive correlation between Kapp and crack

length may be stated. Thus, these two cases will be removed from

any further analysis or discussion. For the cases of bolt hole

and radius corner initiations the solutions fall within + 5% of the

mean. The maximum deviation for this series from the mean was

3%. This occurs for the case of the bolt hole initiation. The

coefficients of correlation for the initiation sites considered

in this series are higher than 0.95.
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In the LYWPF series, as shown by Figure 10, the empirical

solution for each crack initiation site falls within + 10% of the

mean behavior. The coefficients of correlation of all the cases ..-

in this series are higher than 0.95.

Based upon the observation for the above results, one may say

that for the short cracks (0.001 < a < 0.2 inches) the apparent

SIF is independent of the crack initiation sites.

4.3 EFFECT OF LOAD TRANSFER

The effect of load transfer through the fastener can be found

in Figure 11. The figure shows that a maximum difference of 13.8%

in Kapp exists for the range of crack lengths investigated. Thus,

one may say that for short cracks the load transfer does not affect

Kapp.

4.4 EFFECT OF LOAD LEVEL

The effect of load level is summarized in Figure 12. The

empirical solutions are presented in the form of a Kapp/o versus the

crack length. The solution for the YWPF series was obtained from

Kirby and Potter (11). The denominator a was required so that cases

with different stress levels could be compared. This form of pre-

sentation shows clearly the effect of load level.

In the HYWPF, LYWPF and YWPF series, a maximum different of

11.5% in Kapp/a was obtained for the range of crack lengths inves-

tigated. Thus, one may say that for short cracks the load level
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does not affect the apparent SIF solution.

4.5 EFFECT OF FASTENER FIT

r
To determine the effects of the fastener fit on the SIF, the

apparent SIF solutions were compared for the specimens prepared by

the Quackenbush drilling procedure and the Winslow drilling pro-

cedure. The solutions for the WPF and XWPF was obtained from

Kirby and Potter (11). These results may be seen in Figures 13

and 14. In the QPF, WPF series for no-load transfer specimens,

a maximum difference of 3% in Kapp was obtained for the range of

crack lengths investigated. In the XQPF and XWPF series for low-

load transfer specimens, a maximum difference of 13.6% in Kapp

was obtained for the range of crack lengths investigated.

Figures 13 and 14 indicate that the Kapp does not change sig-

nificantly, even though there is a difference in clearance between

a fastener hole and the fastener. Thus, one may say that the fastener

fit does not affect the apparent SIF solution.

4.6 COMPARISON WITH ANALYTICAL SOLUTION

To complete the analysis of this study, a comparison was made

between the results of this study and three analytical SIF solu-

tions from flaws emanating from fastener hole (Figure 15). It

should be noted that the present solution was multiplied by 4.18

to achieve agreement of the apparent SIF in the range of crack
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lengths of 0.01 to 0.1 inches (0.25 to 2.5 mm). In Kirby and

Potter's study (11) an adjustment factor of 4.35 was also neces-

sary to achieve agreement in this range. The justification of

this correction lies in the ambiguity of the effects of random

amplitude loading on the load ratio R. However, this correction

does not alter the general trend seen in the study. At crack

lengths less than 0.01 inches (0.25 mm), Bowie's (13), Tweed and

Rooke's (14) and Grandt's (15) solutions for cracks at holes

begin to diverge from the present solution and underpredict Kapp

by approximately 47% for a crack length of 0.001 inches (0.025 mm). -

This underprediction of Kapp for short crack lengths may be the

cause of the SCE seen by many investigators. For example, using

the data from a typical test from Noronha et al. (12), Grandt's

solution indicates a presence of a short crack effect (Figure 16),

even though it has been established by Potter and Yee (10) that

no short crack effect exists in this data.
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V. DISCUSSION OF RESULTS

One unanticipated result from this study is that the apparent

SIF is independent of crack initiation site and load transfer for

short cracks. One possible explanation for this unexpected be-

havior is that short cracks cannot feel the presence of the boun-

daries of the specimen. Thus, all short cracks behave the same

regardless of the crack location or load transfer, through the

fastener. Although this explanation is satisfactory for cracks

having lengths of less than 0.01 inches (0.25 mm), it does not

explain this behavior for cracks with lengths of 0.20 inches (5 mm)

or greater.

Another unanticipated result is that the apparent SIF is not

affected by load level and fastener fit. A possible explanation

for this unexpected behavior of fastener fit is that both drilling

techniques produce the same degree of fastener fit. A possible

explanation for this unexpected behavior of load level is that

although the load level does influence the apparent SIF, whatever

effects caused by the load level (size of plastic zone, changes

in specimen geometry, etc.) do not influence the apparent SIF.

It is essential to note that the apparent SIF provides only a

convenient measure of load applied to the crack tip region and

contains no information on the response of the material to this load.

Even though the flaws investigated in this study are three

dimensional elastic problems, the empirical solutions to the

29-37 L .
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apparent SIF obtained for these flaws were compared to a two

dimensional solution. This comparison was done for the following

two reasons. First, it was seen that the apparent SIF was inde-

pendent of the crack initiation sites and thus, the comparison of r

the solutions derived in this study with two dimensional solutions

is justified. Second, it would be impossible to compare the

empirical solutions of this study to the appropriate three dimen-

sional solution because of the lack of information of how the flaw

shape continuously changes throughout the flaw growth.

i 1.
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VI. CONCLUSION

The following conclusions were drawn from this study:

(1) The SIF solution for small cracks at fastener holes is

an exponential function.

(2) For short fatigue cracks emanating from fastener holes,

the SIF is independent of the crack initiation sties, load

transfer through the fastener hole, load level and

fastener fit.

(3) For specimens examined in this study, no short crack

effect was seen. However, it was found that fastener

hole SIF solutions similar to Bowie's solution (13)

underpredict the SIF for crack lengths less than 0.01

inches (0.25 mm). This underprediction of apparent SIF

may explain the short crack effect seen by other authors.

It has been suggested that the extrapolation of the growth rate

constants to the region of very low growth rates may not be applied

with any degree of confidence. Although this extrapolation may be

justified by examining Figures 4-7, there are some researchers who

are not completely satisfied with this justification. The above L .

controversy may be resolved by determining what the growth rate

constants are for the very low growth rates encountered in this

study.

...- .. :.'
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