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INTRODUCTION

RESEARCH INITIATION PROGRAM - 1983

For several years prior to 1983, AFOSR conducted a special follow-on
funding program for Summer Faculty Research Program (SFRP) participants; this
was popularly known as the AFOSR Minigrant Program. That program was
superceded in 1983 by the Research Initiation Proyram conducted by SCEEE.

To compete for a Research Initiation Program award, SFRP participants must
submit a complete proposal and proposed budget either during or pramptly after
their SFRP appointment periods. Awards to the 1983 participants may extend
through 15 December 1984.

Each proposal was evaluated for technical excellence, with special
emphasis on relevance to continuation of the SFRP effort, as determined by the
Air Force laboratory/center. The final selection of awards was the
responsibility of AFOSR.

The most effective proposals were those which were closely ocoordinated
with the SFRP Effort Focal Point and which followed the SFRP effort with
proposed research having strong prospects for later sustained funding by the
Air Force laboratory/center,

The maximum award under the Research Initiation Program is $12,000 plus
cost-sharing up to a matching total amount.

The mechanics of applying for a Research Initiation Program award are as
follows:

(1) Research Initiation Program proposals of $12,000 plus cost-sharing
were to be submitted after August 1, 1983 but no later than
November 1, 1983.

(2) Proposals were evaluated and the final award decision was the
responsibility of AFOSR after consultation with the Air Force
laboratory/center.

- (3) The total available funding limited the numper of awards to
approximately half the number of 1983 SFRP participants.

: (4) Subcontracts were negotiated with the employing institution,
ﬁ designating the S5FRP participant as Principal Investigator, with
{ the period of award having a start date no earlier than Septenber
' 1, 1983 and a completion date no later than December 15, 1984.

tmploying institutions were encouraged to cost-share since the program
was designed as a research initiation procedure. Budgets included, where
applicable, Principal Investigator time, graduate assistant and support effort,
equipment and expendable supplies, travel amd per diem costs, conference fees,
indirect costs, and computer charges.

Volumes I and II of the 1983 Research Initiation Program Report oontain
coples of reports on all 53 of the subcontract efforts awarded under this
progra.
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A STATISTIC FOR MEASURING THE BALANCE OF A SAMPLE
Richard W. Andrews
The University of Michigan

ABSTRACT

Consider a finite population for which the values of many variables are known on every unit.
. The sampling units for a multipurpose sample have been selected. A statistic based on the principal
:'..' components of the auxiliary variables is proposed to measure the balance of the sample. The mean
. and variance of this statistic are derived. Calculations for two simple examples demonstrate the
behavior of this measure with both simple random and purposive sampling. The statistic is then

used to check the balance of various samples from a U. S. Air Force supply database.

1. INTRODUCTION

The population of interest consists of N units, labelled 1.2,... ,N. Associated with each
unit there are 17" variables, z;,2s,...,zy-. The s are the auxiliary variables and their values
are known on all N units. Also associated with each unit are numerous variables which are not
available without sampling. We refer to these variables as target variables and use the symbol Y
to denote any one of them. The target variable Y could be a vector. A sample s, of n units, will
be selected. The values of Y for these n units sampled will be available for observation. The n
units sampled will constitute a database (or data bank). Requests for data on Y will be made.
The nature of the requests are unknown at the time of sampling. The resulting Y data from the n
units will be used to make inferences about the entire N units. The r*(r = 1,2,..., R) population

and sample moments about the origin for the v th auxiliary variable (v* =1,2,...,V") are:
ul0') = N71D
o V]
ad o
m,(v’) = n'lz: .. .,,i
’ g
The 3"y indicates a summation over all units in the population, Y, indicates a summation over :':-.'_'.
sampled units. . ::;
1-2 o
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In Royall and Herson(1973) a balanced sample is defined to have p,(v’) = m,(v7) for r = R
1,2,... R, for some R. However most of their results consider the case in which V™ =1, ie. O
there is one auxiliary variable. More than one auxiliary variable is considered in Royall and Pfef-
fermann(1982).

In Royall and Herson(1973), an approximately balanced sample is defined to be a sample for

s
j'l

£ T n
I.‘
J1)e)' 4

Nl
1 ‘D'l

3l
y 4

N

which the values of A, are small, where
me(v") — pr(v7)
pe(v)

Again a single variable (V" = 1) is considered. The ratio estimator is shown to be approximately

Ar= for r= 1,2,...,R. :_.»-.

unbiased when the sample is approximately balanced. Royall and Herson(1973) state that condi-
tions that yield an approximately balanced sample are easy to obtain but they do not elaborate on
how to achieve those conditions.

The three purposes of this report are (i} to define a statistic, based on the principle components

of the auxiliary variables which measures the balance of a sample; (ii) to find the mean and standard

deviation of that statistic, and (iii) to recommend that this statistic along with its mean and
standard deviation be reported for multipurpose samples.
The literature in finite population sampling has reported some theoretical results for balanced

samples (i.e. perfectly balanced). For example. Royall and Herson(1973) state the following result:
If m(e’)=p1(t") forv=1,2,...,V"

and

Yi=8+bhzuu~+Btu+...+By-zy-r~€ fork=12,... N

with ¢ ~ (0,0%n(z)), n(z) = Z,_Oa,r, and, o;'s are constants, then ¥ 37 y is the best linear
unbiased estimator of )y Y. Royall and Herson(1973) also give similar results in which there is a
single auxiliary variable and the function for Y is a polynomial in z.

Royall and Pfeffermann(1982) show that there are no affects on the posterior distribution of
the parameter of interest due to misspecification if the sample is balanced on both #, and %;. The

misspecified model is a linear relationship between Y and %; only, which they term the working

model. The ‘true model ’ has Y as a linear function of both z; and #. They use this result to
conclude that there is a role for random sampling in Bayesian inference because a random sample MR

will, with some probability, provide balance on some of the components of z,. O

ot

The results of this work suggest that a restricted random sample be used. The restriction being
that the sample is approximately balanced on the principal components of the known auxiliary
variables.

The sampling environment for which the results of this work are appropriate have three char-
acteristics:(1)The sampling units are large with respect to the entire population, and there is no

1-3
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practical way to subsample, (2)The sample will be used for many purposes which are not known
at the time of sampling, and (3) There are many auxiliary variables.

It is common for decision makers in large businesses and governments to maintain what is called
a data bank, which is a sample with the above three characteristics. In addition to the auxiliary
variables, the data bank contains the values of many target variables,but these values are available
only for the units in the sample. In section 3 an Air Force Supply Data Bank is described. It has
the three characteristics listed above.

The balancing statistic is defined in section 2 and its mean and variance are derived. Section 3
contains 3 examples, one of these being samples taken from Air Force supply data. The last section

gives concluding remarks concerning the use of the balancing statistic.

2. BALANCING STATISTIC
We consider the case in which there are many auxiliary variables which may be strongly cor-
related. We employ principle components methodology to replace the 75 by uncorrelated auxiliary
variables. Without loss of generality we can assume that X = (z3,22,...,2y-)" has mean 0 and
variance—covariance matrix £. Let the eigenvalues of £ be 6;,62,...,6y~ and the corresponding

eigenvectors be §1,82,...,Gv-; G=($1,92,...,9v~). Then
T =GAG
where A = diagonal(6,,682,....6;-). The principle components are
5= gX.

Let the V principle components, (#, 23, ..., zv), corresponding to the V largest eigenvalues, be the
auxiliary variables on which the sample will be approximately balanced. The Zs are uncorrelated.
The P(r = 1,2,..., R) population and sample moments about the origin for the v* principle
component (v=1,2,..., V) are:

pelv) = N1
N

and
mi(v) =71 2.
’
Under simple random sampling
Elm(v)] = pr(v).

If N is large relative to n, the population size can be considered infinite and the finite population
correction can be ignored. From Kendall and Stuart(1963,p.229),

5 V arfmo(s)] = o~ un () ~ w20 (2.)

1-3

..................
. .~ T

-----
....................
........................

-------




As a measure of balance we define: r
B= ZB,
=1

k

B.=Y nimy(v) - . (o))*

#2r("') - l‘?(")

where

v=1
The quantity B measures the squared error between the sample and population moments for V
principle components and for R moments. The purpose of the remaining part of this section is to
derive the mean and variance of B.

The result 1s:

E(B) = kR (2.2)
and
Var{B| = 2kR
~23. 3,2 (- 12)  uze = 13) 7 (s — pe)? ; (2.3)
- ZZZ (“Zr - ﬂa)-l(ﬂh - I‘f)—lf(ll)
where

f(l‘) = P2rt2r ~ M2ri2e — 2 2r+sls t+ 2#21#3 — 2Uopu oy - 2}12,/43 - 2[1,2.+, + Blirysphoits — 6#3#3.
The innermost summation is over the ¥ principal components and the notation of showing that
the population moments are for variable v has been deleted for brevity of presentation.

The main steps in deriving this result are as follows. For (2.2} ,

k

_ N~ nE(me - p,)?
B(B) =3 [PPSR ki

=1

R
E(B)=)_ E(B,) = kR.

r=1

The main steps for showing (2.3) are:

_ 3o 1V ernd) + 442V arlmy) ~ duCostmd, m)) 4
=1 (2r — 13)

Var(m}) = E(m}) - [E(m})]*. (2.5)

E(m?) = 0" ug, + (1 - a7 M)pd. (2.6)

1-5
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E(mf) = n 4 npy +4n(n - )psep, +3n(n - l)p§,+6n(n -1)(n- 2);42,#3 +n(n-1)(n-2)(n-3)ul

Substituting (2.6) and (2.7) into (2.5) yields
Var(m?) = n 3ug + 4(n"% = n™%)pusp, + (2072 - 307343,
+(4n” ~ 16072 + 1207 3)pugu? — (407! - 10072 + 6r7 3t
Cov(m?, m,) = n" 23, + (207" - 3n"*)ugp, — (207" — 207 %)},

Substituting (2.1),(2.8), and (2.9) into {2.4) yields
Var(B,) = 2k

k
=0V (u2e = 12) e — Qpusette ~ 3pd, + 12020} - 6pd)
=1

R
Var(B) = Y Var(B.) + 222'(.001;(3,, B,)
r=1
= 2R

k
+ 070 (p2e — #2) " Hpar ~ sty — 3u3, + 1265002 - 6ud)
=1

-2y ZK'[E(B,B,) - B

E(B,B,) = ¥

k
+ 3 (uze ~ #2) Muz - p2) 720202 + 23, - Aprapotts + 07 ()]

=1

Substituting (2.11) into (2.10) gives (2.3).

3. EXAMPLES

(2.7)

(2.9)

(2.10)

(2.11)

In this section, the statistic B is calculated for samples from 3 populations. In all cases the

first four moments are used (R = 4). A population is defined by its N units and the known values

of the V" auxiliary variables. Based on the V" auxiliary variables, V principal components are

found.

For each population and its associated principal components the mean and standard deviation

of B are stated. Several samples of different sizes are taken. Some of the samples are selected by

simple random sampling. Other samples are purposively selected. The value of B is reported for

each sample. Reflecting on the resulting values of B lead to the concluding remarks which are given

in the next section.
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Population 1 This example demonstrates the variation in B pictorially. Population I has 100
units (N = 100} and a single auxiliary variable X (V" = 1). Furthermore. the values of X are the
unit indices, ie. X, =¢(f=1,...,100). Five simple random samples of size 2 were taken. The
samples are depicted in Figure 3.1. A blackened strip indicates a sampled index. The corresponding
value of B is given directly above the chart. From the 5 simple random samples, the best balanced
sample had a B of 0.38. That sample consisted of indices 17 and 85.

For this population and a sample of size 2, the mean and standard deviation of B are 8.00
and 4.46, respectively. It is interesting to note that the sample with indices 3 and 99 has a larger
value of B than the (77,98) sample. Obviously, the (3,99) sample is better balanced on the first
moment. However, the second and fourth moments cause the value of B for the (3,98) sample to
be large. Both of these samples have a value of B larger than its mean. It is reasonable not to use
any sample with a B value larger than its mean. This recommendation will be discussed further in
the next section.

For this population, it is easy to select all possible samples of size 2. There are 4950 possible
samples. The value of B was calculated for all these samples. Five samples are shown in Figure
3.2. Two samples provide the smallest value of B. They are (19,81) shown at the top of Figure 3.2
and (20,82), not shown. The largest value of B is 41.76, which results with either sample {99, 100)
(not shown) or (1,2), shown at the bottom of Figure 3.2

Figure 3.3 consists of charts for 5 simple random samples of size 6. The mean and standard
deviation of B for n = 6 is 4.00 and 4.08, respectively. Figure 3.4 consists of 5 purposively selected
samples. It is interesting to note that the second sample in Figure 3.4 was chosen purposively and
with some care towards balance. However, the value of its B was higher than 3 of the 5 random

samples from Figure 3.3. The implications of this observation will be further discussed in the next

- section.

Population Il This population was taken from Press and Wilson(1978). The units are the 50
states of the U.S. The 3 variables we will consider are X](per capita income in $1000), X, (birth
rate), and X;(death rate).

The output of the principal components analysis is given in Table 3.1. Table 3.2 gives the
values of B for a sample of size 2. The computations for B were based on both the first principal
component only {k = 1) and the first two principal components (k = 2). For k = | the mean and
standard deviation of B are 4.00 and 9.11; for k = 2 the mean and standard deviation of B are 8.00
and 17.99.

The first five entries in Table 3.2 are simple random samples and all except one (Nebraska
and South Dakota) have a value of B below its mean. Of the 5 purposive samples the first
{Arkansas,Delaware) and the last (Louisiana,South Dakota) were selected based on a complete

enumeration of all possible samples of size 2. The (Arkansas,Delaware) sample resulted in the
1-7
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smallest value of B for the ¥ = 1 case. The (Louisiana,South Dakota) sample resulted in the
largest value of B. The other 3 samples were chosen as interesting cases. For example, (New York,
California) is the sample of the 2 most populous states.

The values in Table 3.2 indicate that a single sampling unit can greatly influence the value of
B. The state of South Dakota is in the 2 samples which have large B values. From the original
data the death rate for South Dakota is 2.4. The next largest death rate is 1.3. The implications

. of a single sample point will be discussed further in the next section.
o In Table 3.3 the Population II data was again used but this time with a sample of size 6. The
._ . mean and standard deviation of B are 4.00 and 6.36, respectively. The first 5 entries are simple
_ random samples. The last 4 entries are purposively selected. The first 2 of these consist of the 6
ﬁ most populous states and the 6 least populous states. The 50 states were stratified by population
into 6 strata with 8 states in each stratum except for the last stratum which had the 10 states
with the smallest population. The third purposive sample chose the state from each stratum which
b had the largest population. The last purposive sample chose the state from each stratum with the
L smallest population.
" Those samples which include South Dakota again yeild large values of B. The only sample
which provided a very small value of B was the third purposive sample, which was purposively
selected from a stratified design. The implications of this observation will be discussed further in

the next section.

Population III The final population to be discussed is the population that lead to the author’s
inquiry into the question of balancing. This population consists of 96 units. The units are the 96
U.S. Air Force bases which belong to the six major commands. A list of these 96 bases and the
commands to which they belong is given in Table 3.4. Twelve supply variables have been chosen
as auxiliary variables. They are reported for each base every month. A list of these variables is
given in Table 3.5. The data is from April,1982.

A principal components analysis yielded the output given in Table 3.6. The first 3 eigenvectors
were used to develope scores on the 96 units, so V = 3.

Five simple random samples of size 2 were selected and their values of B are reported in Table
3.7. The E[B] = 12.00 and SD[B| = 26.59.

All possible samples of size 2 were selected and their values of B calculated. The smallest value
of B is 0.56 as reported in the first purposive sample in Table 3.7. The largest is 225.21 which is
also reported in Table 3.7.

Table 3.8 gives the values of B for the Air Force supply data using a sample size of 6 (E[B] =
12.00 and SD[B] = 16.84). The first 5 entries are simple random samples.

The sixth entry in Table 3.8 is a purposively selected sample which consists of one base from
each major command. This sample was selected by Air Force personnel and put forth as repre-
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sentative. These 6 bases provide additional data in the form of Y or target variables to the Air

Force Logistics Management Center. The value of the Y variables observed at these six bases are alla

used as input into stockage policy analysis. This additional data is not observed at the other 90 '

OA
bases. The choice of these 6 bases has been previously investigated by Andrews and Gentner(1983) .
and the concepts of a representative sample as discussed by Kruskal and Mosteller(1979a,b,c,1980) ¥

have been considered.

The next two purposive samples were selected based on the values of the variable V1. which
is a measure of size of the base. The second purposive sample took the 6 largest bases out of the
b 96. The third purposive sample selected the 6 smallest bases. For the last 2 samples in Table 3.8
the population of bases was stratified by major command as given in Table 3.4. The largest and

smallest in each stratum refer to variable V1.

The obvious conclusion based on Table 3.8 is that the sample purposively chosen by Air Force

personne] is well balanced. Additional remarks on the values of B calculated in this and previous

tables will be discussed in the next section. S

4. CONCLUDING REMARKS

(1) Balancing on X seems to makes sense only if the target variable } is correlated with X. In
the first population the X values are just indicies and balancing on X might seem to be worthless.
However a sample is taken to be used. It is my contention that a user will not put as much credence
in a poorly balanced sample on the indices as one without obvious balancing problems.For example,
if (1,2) was the sample from population 1. would a user proceed without hesitation? Therefore 1
take the extreme position that even if one knows (one could be wrong) that X is uncorrelated with
Y, I still recommend a restricted random sample. The restriction being that only values of B less
than E B] - §SD.B)j(6 > 0) are acceptable.

(2) Figures 3.3 and 3.4 dernonstrate that caution is in order if one uses a purposive sample.
The second sample from the top in Figure 3.4 was selected with the idea that it would be well
balanced. However, 3 of the 5 simple random samples had a smaller B. That comparison supports
the suggestion to use a restrictive random sample.

(3) As demonstrated with the Press and Wilson data, one unit in a sample may be responsible
for a large value of B. Does a sampling unit which causes imbalance adversely affect the inference?
The answer is not obvious and it will depend on the type of inference procedure used. However,
it would be wise to treat such a situation with caution and to possibly exclude that unit from the

population.

(4) The statistic B equally weights each principal component used in developing scores. It also
weights each of the R moments equally. This is reasonable unless additional information is available

about the the components or moments. Another approach would be to report a vector of balance
1-9
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measures based on moments and/or variables but comparison of samples would be difficult.

{3) A restrictive random sample allows the sample to be irregularly spaced throughout the
auxiliary variable space. The sample of size 6 at the top of Figure 3.4 is not ideal even though it
has a low value for B. It is too regular. Choosing a sample by minimizing B would set higher order
inclusion probabilties for adjacent items to zero. A random sample with an adequately small value
of B is preferable. Randomness avoids the pitfalls of regularly but unrestricted randomness may

result in misleading inferences.
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(1) (2) (3) R

EIGENVALUES 1.3406 1.1470 .51244
% VARIANCE 44,69 82.92 100.00
1.INCOME -.76723 .00962 64129
2.BIRTHS U464 .69759 54542
3.DEATHS Tuu211 —.71644 .53968
TABLE 3.1 ) o

Qutput from Principal Components for Press and Wilson Data




METHOD OF VALUES OF B

STATES SELECTION (k=1) (k=2)
;:;::========é:;:::::========i;;:==========ZT;:========;TS§=:
Virginia  Alabama ¢ ses 0.2 0.93
Nebraska  South Dakota SRS 27.35  103.49
Alaska  Colorade ¢ sks .03 3.50
Illinois  Delaware & sks  2.26  2.54
Arkansas  Delaware I Purposive  0.12  0.40
New York  California  Purposive 4.86 5.13
Hawaii  Alaska | Purposive  1.09  10.76
Texas  Rhode Island Purposive  0.95 1.13
Loulsiana  South Dakota Purposive  123.96 194.66
=========================2;;;j;=;:;:===:=====================

Values of B for Press and Wilson Data
(n=2)
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METHOD OF VALUES OF B BRI
STATES SELECTION (k=1) (k=2) atas
Nevada Mississippi Qbi?
Missouri South Dakota SRS 14,00 34.52 R
Nebraska Tennessee
Georgia New York
Delaware Rhode Island SRS 2.15 2.66
Ohio Indiana
Michigan Maine
New Jersey Washington SRS 2.70 3.48
Nevada North Carolina
Nebraska South Carolina =
Louisiana North Carolina SRS 7.31 8.00
New York North Dakota
Texas Iowa
Georgia Nebraska SRS 2.60 3.78 Lo
New Mexico North Carolina -
California New York Purposive:
Texas Pennsylvania Most 3.92 4,78
Illinois Florida Populous
Alaska Wyoming Purposive:
Vermont Delaware Least 5.34 23.87
North Dakota South Dakota Populous
California New Jersey Purposive:
Tennessee S. Carolina VLargest in 0.67 1.48
Arkansas N. Hampshire Stratun
Alaska Rhode Island Purposive:
West Va. Colorado Smallest in 6.01 6.93
Louisiana North Car. Stratum
TABLE 3.3

Values of B for Press and Wilson Data
(n=6)




Index

@ ~N OV E W NN =

1
12
13
14
15
16
17
18
19
20
21
22
23
24

Keesler
Chanute
Sheppard
Columbus
Vance
Williams
Lackland
Lowry
Reese
Mather
Maxwell
Randolph
Laughlin
Scott
Hurlburt
Charleston
Altus
Rhein Main
Andrews
Travis
Norton
Little Rock
Kirtland
McChord

Air
Air
Alr
Alr
Air
Alr
Alr
Alr
Air
Air
Alr
Air
Air
Mil
Mil
Mil
Mil
Mil
Mil
Mil
Mil
Mil
Mil
Mil

Major Command

Training Command

Training
Training
Training
Training
Training
Training
Training
Training
Training
Training
Training
Training
Airlift
Alrlift
Airlift
Airlift
Alrlife
Airlift
Adrlift
Alrlift
Airlift
Airlift
Airlift

itary
itary
itary
itary
itary
itary
itary
itary
itary
itary
itary

Command
Command
Command
Command
Command
Command
Command
Command
Command
Command
Command
Command

Command
Command
Command
Command
Command
Command
Command
Command
Command
Command
Command

Index

25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
4y
45
46
g
u8

Base

McGuire
Lajes

Pope

Dover

K.I. Sawyer
Minot
Wurtsmith
offutt
Barksdale
Vandenberg
F.E. Warren
Plattsburg
Griffis
Farichild
McConnell
Pease
Whiteman
Malmstrom
Blytheville
Grissom
Grand Fork
Dyess

March
Castle

T

Major Command

Military Airlift Command
Military Airlift Command
Military Airlift Command
Military Airlift Command
Alr
Alr
Alr
Air
Air
Alr
Air
Alr
Alr
Air
Alr
Alr
Alr
Alr
Air
Alr
Air
Air
Alr
Air

Strategic Command

Strategic Command
Strategic Command
Strategic
Strategic
Strategic

Strategic

Command
Command
Command
Command
Strategic Command
Strategic Command
Strategic Command
Strateglc Command
Strategic Command
Strategic Command
Strategic Command
Strategic Command
Strategic Command
Strategic Command
Strategic Command
Strategic Command

Strategic Command
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Index

u9
50
51
52

53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
T
72
73

. e
&

LR ]
St .

Base Major Command
Loring Strategic Air Command
Beale Strategic Air Command
Carswell Strategic Air Command
Ellsworth Strateglc Air Command
Langley Tactical Air Command
Holloman Tactical Air Command
Shaw Tactical Air Command
England Tactical Air Command
Myrtle Beach Tactical Air Command
S. Johnson Tactical Air Command
Howard Tactical Air Command
George Tactical Air Command
MacDill Tactical Air Command
Tyndall Tactical Air Command
Keflavik Tactical Air Command
Homestead Tactical Air Command
Moody Tactical Air Command
Nellis Tactical Air Command
Cannon Tactical Air Command
Bergstrom Tactical Air Command
D=Monthan Tactical Air Command
Luke Tactical Air Command
Mt. Home Tactical Air Command
Yokota Pacific Air Force

CIRF Kadena Pacific Air Force

Index

T4
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
9
92
93
94
95
96

TABLE 3.4

Clark

Taegu
Hickam
Kadena
Kunsan

Osan

San Vito
Mildenhall
Zweibrucken
UpperHeyford
Torrejon
Lakenheath
Sembach
Bitburg
Ramstein
Hahn
Springdahlm
Alconbury
Bentwaters
Aviano
Incirlik
Hellenikon
Camp NewAmst

AIR BASES AND MAJOR COMMANDS

Major Command

Pacific
Pacific
Pacific
Pacific
Pacific
Pacific

u.s.
u.s.
u.s.
u.s.
u.s.
u.s.
u.s.
u.s.
u.s.
u.s.
u.s.
u.s.
u.s.
u.s.
u.s.
u.s.
u.sS.

Alr
Alr
Air
Alr
Air
Air
Air
Alr
Alr
Alr
Alr
Alr
Alr
Alr
Alr
Air
Alr

Alr Force
Air Force
Air Force
Air Force
Air Force
Air Force
Force = Europe
Force - Europe
Force = Europe
Force - Europe
Force = Europe
Force - Europe
Force - Europe
Force - Europe
Force - Europe
Force - Europe
Force - Europe
Force = Europe
Force - Europe
Force - Europe
Force « Europe
Force - Europe
Force = Europe

oy ay
,
.
v
v
AR
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CATEGORY 1: MEASURES OF SIZE

V1 - Number of Items Records
Overall Total (Repair Cycle)

CATEGORY 2: ACTIVITY MEASURES e

V2 - Total Transactions (Supplies) e
V3 - Total Issues (Supplies) o
V4 - Total Due-Outs (Supplies) -
V5 - Total Receipts (Supplies)

V6 - Total Overall Requisitions
Total Number

CATEGORY 3: EFFECTIVENESS MEASURES

V7?7 - Recoverable Issue Effectiveness

V8 = Recoverable Release Effectiveness

V9 - Total Item Records with Requisi- .
tion Objective, Zero Accessible e L
Assets - Overall Total 2T

CATEGORY 4: REPAIR CYCLE INFORMATION

V10 - Average RCT for Total RTS
Total All Organizations

V11 = Average RCT for Total NRTS
Total All Organizations

V12 - Average RCT for Total Condemned
Total All Organizations

TABLE 3.5 e

AIR FORCE SUPPLY VARIABLES R,
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OQutput from Principal Components for Air Force Supply Data

C AN M A M AR s SN LGN A NS N S S IS MDA A Sk AR AE AR
(1N (2) (3)
EIGENVALUES 6.2337 2.2224 1.1653
% VARIANCE 51.95 70.47 80.18
1.V1 .34247  -.01612  -.08775
2.v2 -39357 .04980 .00980
3.V3 .36595 .09850 .02281
4.vy .38871 .02107 .00005
5.V5 -38961 .03858  -.00622
6.V6 .38939 .03312 .03650
7.V7 .00740 .04892 .83608
8.V8 -.02456 42394 .34685
9.V9 .35714 .00777  -.08464
10.V10 .05946  =.53931 .09781
11.V11 .03875  -.60602  -.01550
12.V12 .09005  -.37979 .39244
TABLE 3.6
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- METHOD OF VALUES OF B
. BASES SELECTION (k=3)
Grissom Incirlik SRS 2.06
San Vito Torrejon SRS 17.58
Lowry Cannon SRS 44,68
McChord Lajes SRS 10.27
D-Monthan Maxwell SRS 3.47
Howard 0san Purposive 0.56
Carswell Aviano Purposive 225.21
TABLE 3.7
Values of B for Air Force Supply Data
(n=2)
1-23
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METHOD OF VALUES OF B

BASES SELECTION (k=3)
T XXX 22 A it s 22t 2 2 2 s x - 2  E R 2 2 R S R R R R R R 2 2 7 2
Columbus McGuire
Mildenhall Altus SRS 4.77
Randolph Iweibrucken
Norton Castle
Camp NewAmst Mather SRS 4,12
Plattsburg Howard
McChord Osan
Plattsburg Langley SRS 19.43
Taegu Clark
F.E.Warren Mildenha
Rhein Main Blytheville SRS 5.32
Loring Norton
Bergstrom Loring
Taegu Shaw SRS 4.76
Maxwell Upper Heyford
Randolph Little Rock Purposive:
Minot England Data Bank 2.18
Kunsan Upper Heyford Bases
Nellis Clark Purposive:
Offutt Kadena Largest 125.39
Langley Travis by Vi
Lackland Maxwell Purposive:
Chanute San Vito Smallest 45.95
Hellenikon Columbus by V1
Keesler Travis Purposive:
offutt Nellis Largest in 158.49
Clark Ramstein Stratum
Lackland Lajes Purposive:
F.E.Warren Howard Smallest in 32.85
Taegu San Vito Stratum
Z32Z2=zZzsS=2sZSz2=2z=sZ=ssS==zs2=3sTTsZs=SsS==2s23sS==TTzEzzz=s==zsz==T3z===s==sSss====s=s=

TABLE 3.8
Values of B for Air Force Supply Data

(n=6)
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Abstract-Emission lineshapes are calculated numerically for isolated optically

thick infrared lines in the earthlimb as a function of tangent height using a

v~ —

general non-local thermodynamic equilibrium (non-LTE) upper-atmospheric line-
by-line radiation transport code. It is also shown that the exact integral
form of the transport equation can be written in a form that is easily amen-
able to analytical approximation of high accuracy. In this form the 1imb
spectral radiance IL’ appears as a weighted average of n,/ny, the ratio of
upper-state to lower-state population density, multiplied by the absorptivity
l-exp [- v ( v )], wheret (v ) is the total optical path along the line-of-
sight. In the wings the variation of I, is governed by the absorptivity,
while in the core of the optically-thick line I, 1is determined by the

averaged population ratio. The analytical forms enable one to calculate all

L the important features of the self-absorbed line and agree remarkably well
with the more time-intensive numerical calculation., We illustrate these
‘ results by calculations on thel5 um CO, ”2(01]0 - 00°0) vibrational

b transition for tangent heights ranging through the mesosphere and lower

thermosphere. Even though the collision linewidth is less than 1% of the
Doppler width at these altitudes, we show that it is essential to use the
Voigt Vine profile in this calculation rather than the Doppler profile.
Failure to do so leads to a total band radiance in error by up to a factor of

three, as well as incorrect bandshapes and lineshapes.
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SECTION 1: INTRODUCTION

Probing the earth's high-altitude atmosphere by observing emittirg species
in the earthlimb from balloon, rocket, or satellite platforms has become

increasingly popular in recent years]'s. By scanning the earthlimb as a

——
o W

function of tangent height, one obtains a radiance profile which can be

inverted to yield species concentration and temperature 1nformation7’8.

M DA

This technique is capabie of high vertical resolution and large area
coverage. The large 1imb optical paths available compared to upward-looking
or downward-looking probes and the very low background radiation from space
contribute to high signal-to-noise ratio and allow the identification of weak
emitters., These techniques have been successfully employed in measuring and
analyzing the diurnals’g, latitudinal, and seasona]]0 behavior of the

infrared emissions from the earth's mesosphere and thermosphere.

ll!!f_fa AL wasmee

The calculation of the propagation of light from a high-altitude molecular
emitter viewed in the 1imb of a planetary atmosphere is accompanied by many
complications, especially in the infrared region of the spectrum where the
vibration-rotation bands of most atmospheric molecular species lie, The
optical path is inhomogeneous, with the atmosphere becoming less dense and the
mixing ratio and temperature of the emitting species changing as one proceeds

outward from the tangent paint along the path in either direction. At

I NSENEMDIRD . peasou e

sufficiently high altitude, and certainly by the time one has reached 65 km,
collisions are insufficiently frequent to maintain the vibrational populations
in equilibrium, and the atmesphere deviates from the condition of local
thermodynamic equilibrium (LTE). In the non-LTE region absorption of sunshine
X and earthshine, chemiluminescent processes, and radiation to space, in

addition to collisional processes, determine the vibrational population

2-3
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distribution. Additional difficulties are contributed by the presence of hot
bands and isotopic bands, the overlapping of bands, and especially by the fact

that strong lines become optically thick.

’é Most infrared atmospheric radiation analyses have used band models because
:ﬁ of the increase in computational speed which they allow!l. Nevertheless,
X the increased accuracy possible with the more time-consuming line-by-line

calculations is well-known, and various methods have been proposed to increase
computing speed]z'lq. In this paper we present a general numerical

treatment of non-LTE infrared earthlimb emission 1ineshapes, using a recently
developed computer codels. and also show how various analytical

approximations of high accuracy can be used to provide important insights and

to significantly shorten computation time. We express the solution of the
radiation transport equation for the spectral radiance within non-overlapping
lines in the form IV~<R>“ -exp({-7(¥) ]} . where <R> is

essentially a weighted average of the ratio of upper-level to lower-level
populations n /ny of the emitter and 7 (v) is the total optical path

along the line-of-sight (LOS). This expression can be approximated in
different ways in the 1ine wings and in the 1ine-center region. The
expression for I Y, is determined primarily by the variation of T(V )} in the
wings and by the variation of <R> in the central region. We show that in the
line-center region the variation of <<R>, and hence of I prasa function of
frequency reflects the variation in nu/n1 as a function of height. This

suggests the possibility of inverting the radiance profile for a single line

to obtain upper-level populations.

We concentrate in this paper on mesospheric emissions and show the
critical importance of using the Voigt emission lineshape rather than the
Doppler for optically thick lines in this part of the high-altitude atmosphere
to predict properly band and line radiances, as well as the spectral radiance
variation I v within a single line. This is true despite the fact that the -
Doppler linewidth is more than 100 times the collisfon width everywhere above li_:
65-70 km altitude. The extremely slow (A v) 2 fal1-off of the wings of the

2-4
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Lorentzian is responsible for this effect. The observation that for very
strong absorbers the wings of the line determine the absorption coefficient
has been known for a long time in the field of atomic resonance

radiationls. However, the manifestation of this effect in molecular
vibration-rotation bands in the atmosphere is particularly striking. The
wings of the Voigt profile are of importance not only in the calculation of
mesospheric infrared 1imb emission, as pointed out in this paper, but also in
the calculation of mesospheric infrared radiative cooling rates]7.

High-resolution line-by-line 1imb emission spectra have been calculated by
Rebours and Rabache recentlyla’ 19; however, their code has been optimized
for stratospheric calculations, where LTE conditions prevail and line
broadening is predominantly Lorentzian, and they have concentrated on the
far-infrared region (wavelength < 100 cm']). A number of other slant-path
line-by-line transmission and emission codes are optimized for the lower
atmosphere where LTE conditions exist (for example20),

We begin in Sec. 2 with a discussion of the general features of the
emission lineshape. Section 3 discusses the earthlimb viewing geometry. In
Sec. 4 we present the integrated radiative transfer equation for Iy and
recast it into the form of a product of <CR> and the absorptivity. The
numerical solution of this equation is discussed in Sec. 5, and the inadequacy
of using the Doppler 1ine profile in the 70-85 km altitude range is shown.
Analytical approximations to the spectral radiance I, in the line-center

and line-wing regions are presented in Sec. 6, and Sec. 7 presents some

concluding remarks.
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SECTION 2: GENERAL EMISSION LINESHAPE CONSIDERATIONS

E The following discussion and results are generally applicable for

:; non-overlapping spectral lines; however, for clarity we use the specific

:_ example of the CO, bending mode Av, = 1 (01'0—-00%)

Pf vibration-rotation transitions viewed in a limb look near 70 km tangent height.

i In the presence of both Doppler and collision broadening, the lineshape
for a homogeneous path is described by the familiar Voigt profileu. which

is a convolution of the Doppler and Lorentz profiles (Appendix A). (The

. collision lineshape is Lorentzian in the impact approximation.) The use of a
? Yoigt profile assumes that the Doppler and collisional broadening are

:T independent broadening mechanisms which do not interfere, When the molecular
\j mean free path between collisions is much shorter than the wavelength,

E lf <€ A, such destructive interference occurs and gives rise to the

phenomenon of collisional or Dicke narrowing (for example 2, 23). In the
mesosphere and thermosphere at infrared wavelengths, the mean free path is
long enough that this condition is never satisfied, and we assume that Doppler
and collisional broadening are independent for the remainder of this paper.

At 70 km altitude the Doppler linewidth (half-width at half-maximum) ap
-1

= ( pv/c) (1n2) /2 is about 5.3 «x 10'4 cm™' in the 15 um spectral

region, where v is the frequency expressed in wavenumbers, Vv is the most
probable molecular speed, and ¢ is the speed of light. At this altitude the

1

collisional width o fs 4.8 x 1076 ¢!, or only 1/110 times the

Doppler width, The shape of the line close to line center near 70 km altitude

is expected to be Gaussian with a half-width given by xp. A few
(approximately three) Doppler widths away from line center, the shape of the
line becomes Lorentzian. This is due to the fact that, no matter how much
larger °n is than o c» the Gaussian (EQ. A-1) decreases much more

v"apidly than the asymptotic form of the Lorentzian n”'q, v -w)? 1

(Eq. A-2), and the latter dominates sufficiently far from line center v o

2-6
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Still further from line center, perhaps several tens of thousand Doppler
widths away, the condition cAy:tE' is achieved, where tc is the
F duration of a collision23. Then the impact approximation fails, and the

details of the short-range part of the intermolecular potential and of the

molecular trajectory during the collision dominate the lineshape. In this
far-l1ine-wing region, in simplest approximation, the lineshape falls off
exponentially. Although this part of the molecular 1ineshape has raised
several points, which so far have not been completely resolved, in this paper
we need not be concerned with the shape of the line more than about twenty
Doppler linewidths from line center, well within the region where the impact
! approximation is valid.

Suppose we have a detector with infinite resolut. n and negligible noise

looking at the earth limb emission in the 15 u m spectral region and near 70

km tangent height. This detector will record emission from the fundamental of
the bending mode of various isotopes of carbon dioxide. The observed emission
will involve transitions in the various branches of bands ending not only in
the ground vibrational level but also in higher vibrational levels. The
detector will also resolve isotopic emissions and reveal the details of the
lineshape of each vibration-rotation transition,

The shape of optically thin lines seen by our detector is a composite of
lines obtained from different altitudes weighted by the density of emitters
and the element of geometric path length at that altitude. The Doppler
linewidth is independent of pressure and increases weakly with temperature
ap A T172

because the average speed increases with temperature. The Lorentz part
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of the lineshape in the extreme wings may permit us to deduce
the collisional linewidth & .. Because of the weak dependence of ¢
on the temperature and because « ¢ v density, it may be possible to invert

the lineshape in the extreme wings to obtain the density.

In the rest of this paper, we focus on the transmitted COZ ( vy)
lineshape or spectral radiance in the domain where self-absorption becomes
important. Under the influence of self-absorption, the lineshape can be
altered dramatically, and the relative importance of the Doppler center
portion of the line and the Lorentzian wings can be changed. We will examine
the spectral radiance in various regions of a single line and the variation of
line radiance from line to line in the band. The way in which the spectral
radiance and line radiance depend on the properties of the radiative transfer

process and on atmospheric parameters will be investigated.
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SECTION 3: LIMB GEOMETRY

The geometry of a detector making earthlimb radiance measurements is
illustrated in Fig. 1. The detector is in the exosphere above the spherical
earth at an altitude hy = 300 km. The point where the LOS of the detector
meets the line from the center of the earth at right angles is called the
tangent point, and the altitude of this point ht is called the tangent
height. Looking at the earthlimb at tangent height hy, the detector
collects radiation from all altitudes h such that h, <h. The position
along the LOS is characterized by its distance s measured from the tangent
point. The path increment /s along the LOS for an altitude increment A h

above altitude h is given by

As = (2R + h + ht)]/z[(h - ht + Ah)l/Z_ (h'ht)]/zl, (3-1)

where R is the radius of the earth. For ht near 70 km and altitudes h
within a few tens of kilometers of ht’ we have

As=113.5 k"2 [(h -, + AR/ < (h - 0y)2. (3-2)
The point of Eq. (3-2) is that altitudes closer to the tangent height have
longer path lengths along the LOS than those farther away. In fact, the path
along the LOS within 1 km above ht is 2/As = 227 km, whereas the next 1 km

increase in altitude contributes only 94 km. We thus emphasize that not all
altitudes through which the LOS traverses make equal contributions to the path
Tength along the LOS and that the contribution of altitudes close to the
tangent height predominates. Of course, the contribution to the total radiance
from a given altitude region is determined by weighting the path length ODs by
appropriate parameters characteristic of the radiating species, such as the
upper-state density or the transmissivity. We discuss these factors in the

next section.
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SECTION 4: PATH SPECTRAL RADIANCE - GENERAL EXPRESSION

In this section we develop some analytical results for the general line
profile for limb radiance observations. The 1limb spectral radiance 1

Lphotons/cn@ sec sr cm']] at wavenumber p is given by24

ly= ZA;[ds gLv- vy his) njhis)]
x exp {g a]_,u/as' gv-vy, his)] n,[n(s')](l-*r[h(s')])} . (4-1)
s

where A [sec’]] is the Einstein coefficient for spontaneous emission,

2 molecule =

B]_. u is the Einstein absorption coefficient [cm3/erg sec
cm/gm molecule), h multiplying v is Planck's constant, and M (h) and

n,(h) are the densities [cm'3] of the lower state and upper state of the
emitting species, respectively, at altitude h. The function g(v - vo,n)

Lem) is the normalized lineshape function centered at v that is

0.
[_dv glv-wvy,n) = 1. (4-2)

It depends on altitude h through the temperature T and the pressure p. (See

Appendix A for functional forms.) The population factor 7Y (h) is

given by
Y(h) = gy n, (h)/g, ny (h), (8-3) T
where 9, and g; are the statistical weights of the upper and lower

states. Note that ds and dh are related by the infinitesimal limit of £q.

{3-1), namely




as/ah = (1/2) [(2R + h + h)/neng)) /2 . (4-4)

Equation (4-1) has very simple and basic physics as its foundation. The
number of photons emitted per unit volume at h over the whole
vibration-rotation Tine per second per steradian is (A/4 T )"u- Of these,

‘ the number emitted at frequency v is obtained by multiplying by g{v- Voo M),
- and the fraction reaching the detector is obtained by multiplication by the

:ﬁ the exponential transmissivity factor. Finally, the resulting number is

: integrated over the whole optical path. Equation (4-1) assumes that the

- detector height h, is above the whole radiating atmosphere, so that the

upper 1imit on the s integral can be set to + = and that there is no flux

from space into the atmosphere. The equation also ignores scattering of any

kind. The derivation of Eq. (4-1) also assumes a steady-state atmosphere
which need not be in thermal equilibrium and includes stimulated emission

through the factor [1- Y (h)J.

If we define the integrand of the exponential term in Eq. {(4-1), that is

the absorption coefficient, by
fLv,h(s)3 = (hw/c) By _yq(¥ - vy, h) ny(n)1- 7 (h)] (4-5)

and define a weighting factor

FC v ,h{s),s) = fC »,h(s)] EXP{-/; ds' fL v.h(s')]} . (4-6)

then {using the relation between the Einstein A and B coefficients and the

definition of 7}, Eq. (4-1) can be rewritten

I = 2c v / ds (‘Y[h(s)]/ {1- 7 [h(s)] }) FL v ,h(s),s]. (4-7)

v [} A~

2-11




Further substitution of
R(h) = Y(h)/[1- Y (h)] {4-8)
in Eq. (4-7) gives

I, =2 ug [ds RCh(s)] FL v, h(s),s]. (4-9)
Note that 2c u‘g R(h) is equal to the blackbody spectral radiance at a
temperature equal to the vibrational temperature Tyjp for the Q branch. In

this case Tvib is related toy by
Tvib (h) = -hc v o’k Invy(h). (4-10)

For P and R branches an additional factor depending on the rotational
temperature must be included to account for the population difference between
Tower and upper rotational states. The vibrational temperature Tvib need
not be equal to the common temperature T characterizing the translational and
rotational distributions. Furthermore, the interpretation of 2c v g R(h)
as a blackbody spectral radiance does not require that the whole vibrational
distribution be in equilibrium at Tvib'

Clearly the dimensionless factor F is a positive quantity (because f is
everywhere positive) and can be used as a measure with which to average R over

the LOS. The integral of the weight factor F over the whole path is easily

shown to be the absorptivity

/ds FLvons), s) =1 -expl- + (v, (8-11)
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where + ( +r ) is the total optical path,

(e )= J/.US f[ » ,h(s)] . (4-12)

Equation (4-9) can now be written

I, = 2 vg (R) {l - exp[- 7 {( F)]} » (4-13)
where
(R) = fds RCh(s)) F{ =, h(s),s] , {4-14)

JasFL v, n(s),s]

the range of the intecrals being (- o , = ).
The radiative transport equation, EqQ. (4-13), is the central result of
this paper. The radiance at frequency v can be viewed as the effective

2 R, averaged over the LOS with weighting

blackbody radiance 2 ¢ y °

function F, multiplied by the total absorptivity.

Note that (R) depends on the Einstein absorption coefficeint By u O
the line strength, only through the optical path., In two particular cases,
namely (1) optically thin lines and (2) R independent of height, the average

value <R> is independent of the B coefficient or the line strength. In the

former case,

glfds n, 9 , (4-15)
9, f dsnyg1-7)
while in the latter case {RD = R = constant,

<RD =

In the next section we discuss computer solutions of Eq. (4-13) for

(:0.2 (v 2) spectral lines and for a LOS intersecting the earthlimb.
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SECTION 5: NUMERICAL SOLUTION OF TRANSFER EQUATION

The integral in Eq. (4-9) is approximated by partitioning the atmosphere
above the tangent height with spherical shells and summing over the n path

segments, n/2 on each side of the tangent point, resuiting from the partition 15,

n
S.
1, ¥ Z Ri/ T as Flw. n(s), s] . (5-1)
i‘] Si

Each atmospheric layer is chosen to correspond to a 1 km change in altitude.

A constant value R; is assumed for the slowly varying function R(h) in each

layer, based on the mean value within the layer of vibrational temperature (and

also rotational temperature for the P andR branches). The positions s; and Sisl

bound the LOS in the ith layer on the far and near sides, respectively, relative to the
detector. A value of n/2 equal to 50 was sufficient for the calculations

reported here. Integration over the perfect differential F ds for each iayer

gives
n n
1, * — Ri[1-exp(~ 7,5 )] exp(- 3;+1 Tegls (5-2)

where T .j» the optical path along the LOS in the ith layer, is approximated

by

Tyi = F of DBy . (5-3) 2:1:'

Here Asi 1s the LOS distance in the ith Jayer determined from Eq. (3-2),

and f vi TS the 1inear absorption coefficient of Eq. (4-5), assumed constant
within the layer,

h
fui = @ e, P BALE UL A (5-4)

Caay e
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The subscripted parameters 940 My and Y j are mean values of
gl r- o» h}, n,(h). and 7y (h) calculated from mean values of temperature
and number density in the ith layer [compare Eq. (4-5)].

In practice, the linear absorption coefficient was calculated using the

line strength from the AFGL line parameters compilationzs. The tabulated

line strength S(Ts)[cm/molecuIe] is given for conditions of LTE at the stan-

dard temperature Ts' which is 296 K, and is related to B]-»u by

h S(T -1
—CZ B‘—'“szlﬁﬁ_)— [1-exp (-C, V, ARD ' (5-5)

where C, = 1.4388 K/cm'] is the second radiation constant and Py (T)

is the probability of finding the lower vibration-rotation state occupied. In
general, P] = n]/n, where n is the total number density of the species.

The exponential term in Eq. (5-5) takes into account the stimulated emission
at 296 K and, in fact, is simply 7 evaluated under conditions of LTE at

Ts‘ Equation (5-4) can now be rewritten

P.(T.) [

= 81 1 : 94 Ny
P1(Ts) 1 - exp(-C2 v 0/Ts)

(5-6)

The spectral radiance was calculated for lines in the CO, v, (0110 -
00°0) band. Total pressure (p) and kinetic temperature (T) profiles were
based on the 1976 U.S. Standard Atmospherezs. The vibrational temperature
profile used was based on preliminary results from a code currently under
development, and is shown in Fig. 2, along with the kinetic temperature
profile. Similar profiles have been shown by Kumer27. The rotationail
temperature Trot is taken to be equal to the kinetic temperature Tkin =T
at all altitudes of interest. The vibrational temperature is less than the
kinetic temperature for h > 65 km because collisional excitation is
insufficiently frequent to overcome radiative loss. The COp density profile
was based on a constant mixing ratio of 322 ppmvz6 extrapolated to h>125 km

from the data of Trinks and FrickeZ8, and is shown along with the total pressure

in Fig. 3. In Fig. 4 we show the altitude profile of the weighted population ratio R,
along with the corresponding vibrational temperature profile repeated from Fig. 2.
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Examples of spectral radiance calculated for the Q14 line at tangent
heights between 70 and 85 km are shown in Fig. 5. The calculations were
performed using both Voigt29 and Doppler lineshape. Out to approximately
0.0015 cm~! (or three Doppler widths at 70 km) from line center the

calculations are identical for the two lineshape options used. This is

because the Yoigt and Doppler lineshapes are not significantly different from
each other this close to line center at these altitudes. Further from line
center the Voigt and Doppler lineshapes do differ, and the calculations using
the Doppler lineshape deviate from those using the Voigt lineshape at
altitudes below 85 km. At 70 km tangent height, the integrated line radiance
calculated with the Voigt lineshape is more than three times that calculated
using the Doppler lineshape, even though (as noted in Sec. 2) the collisional
linewidth is less than one hundredth of the Doppler linewidth, The very

slight Tine intensity in the Lorentzian wings of the Voigt profile is

nevertheless sufficient to give rise to significant band radiance for the
strong transition and long path lengths involved,

Within about 0.0013 cm™! of line center, the spectral radiance and its
variation as a function of distance from line center are remarkably similar at
the various tangent heights. As will be shown quantitatively in Sec. 6, in
this spectral region, the spectral radiance is approximately that of a

blackbody at a temperature Tvib at the altitude where the radiation

first becomes optically thick and the atmosphere becomes opague, proceeding

N

inward from the detector along the LOS. The initial decrease in T ;y as a
function of altitude h, its minimum near 95 km, and its subsequent increase as RS
a function of h (see Fig. 4) are tracked by the radiances seen looking inward

along the LOS as one moves out from line center in Figure 5., This is due to

the fact that the more opaque center of the 1ine samples the atmosphere closer o
to the detector, and hence at a higher altitude, than does the more R
transparent portion of the line at larger v - Eoe The minimum in the calculated
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radiance is 5.0 X \0]3 phot.ons/Cm2 sec sr cm”
radiance of 4.0 X 10'3 photons/cm® sec sr cm™! for a blackbody at the vibrational . .:

L. 4
temperature minimum of 148 K. For an extremely thick line in limb-looking geometry, -

the altitude where the atmosphere becomes opaque to a given frequency of radiation is
fairly independent of tangent height. Consequently, the resulting spectral radiance ::;{_

is also not strongly dependent on tangent height, This situation leads to the _-‘__5
similarity in appearance of the central spectral region at various tangent R

heights.

In the optically thin frequency range sufficiently far from line center,

the radiance is proportional to both upper-state column density and absolute

PR

line strength. The line strength sufficiently far from line center is, in
turn, proportional to the pressure. Hence, the radiance rises rapidly in the v o
wings at successively lower altitudes below a critical altitude (approximately o *
85 km for the Q14 line).

Integrated 1ine radiances for the fundamental transition of the most
common isotope ]2C]602 in the spectral range 620-720 cm']. again using
botn Yoigt and Doppler lineshapes, are shown in Fig. 6. (Note that an actual
spectrum would show additional lines for hot bands and other isotopes.)
Examination of these radiances shows qualitatively different behavior for the

two lineshapes. The Doppler shape gives almost constant values of radiance

for all except very weak lines. The Voigt-shape calculation matches the
Ooppler for weaker lines, but the radiance from stronger lines shows a ‘iff'ﬂ
distinct correlation with line strength. The additional contribution in the L
Voigt calculation for strong lines corresponds to the spectral radiance

arising in the optically thinner collision-broadened wing region, where ]

radiance is dependent on absolute line strength. ' :;.. f




SECTION 6: ANALYTICAL APPROXIMATIONS

As shown in Sec. 4, the path spectral radiance was expressible through Eq.

(4-13) as a product of two factors, (i) the absorptivity along the LOS, Eq.

(4-11), and (ii) the averaged R, Eq. (4-14), which essentially reflects the

average of the ratio of populations in the upper and lower levels in the

Man e 2 o o

region where the weight factor F of Eq. (4-6) is significant. Various

) analytical approximations or simplifications are now feasible for the
F evaluation of these two factors, depending on the frequency range and other
}

parameters of interest. Many of the salient features of the lineshapes can be

inferred from these analytical approximations.

é A. Determination of Optical Path t ( v )
) From Eq. (4-12), the optical path along the LOS is given by
() =-h?‘i By~ u fas glr-rg, h) ny(n)1- v (M), (6-1)

where h = h(s). For the Voigt profile, a convenient integral representation

j30

(ln.?)]/2 © 2
g | { ) = J/-dx €os {x exp{-ax - x¢/4), (6-2)

g o

where { and a are defined in Eqs. (A-5) and (A-6). Since a <1 for our

parameters, one can use the small-a expression3°.

-1
gl £) = (In2/n)/2a {exp(- §2) - 2an7V201 - 2R ()] 4 } (6-3)
with

P TSR
i e o Sl

F(¢) = exp(-;z)fgdx exp (x2) (6-4)
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veing vawson's vntegral. The function F( {) has been tabulated by Abramowitz

and Stegun:”. We note here the sman-g and large-¢ expansions for the

second term in Eq. (6-3).

-2y . - op-1/2
SRR A UEE F A P RS M (6-5a)
=. 1 3 ,-2 15 -4
772?“* 28 T e g, (6-5b)

The representation for the line profile, Eq. (6-3), allows the evaluation
of the optical path of Eq. (6-1) by a simple quadrature. Since the main
contribution arises from s =~ O where the density has a maximum, one can set
ap = "8- its value at the tangent height, in Eq. (6-3) as a first
approximation. This is permissible since the Doppler width is a slowly
varying function of altitude, and one obtains an explicit v dependence in
terms of ¢ = (In 2)1/2( v -4l ‘18 = /a2,

(In 2)1/2

ey = MY _ 2
Ty ¢ Biey 272 0 [fo exp(- ¢%)
0

-2 L 2 gk, (676

where

—
n

. fds mMIC - ¥ ()],

L

[ds a(hlny ()01 - ¥ (h)].

The first term in Eq. (6-6) represents the Doppler profile contribution, and
the second term fs the additional correction due to the Voigt profile. The

optical path in the wing is governed by the second term.

A further improvement is achieved by expanding the Doppler term as

exp [-1%/af) = exp [-9%/ (a$) 21 fi- 2 [a;? - (ad)2) ...,

(6-7)
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before integration in Eq. (6-1) and including the factor 1/ o p in the
quantity in the integrand of I . rather than approximating it by 1/ « g.
Figure 7 displays the optical path calculated (a) numerically from Eq. (6-1),
as described in Sec. 5, (b) approximately based on Eq. (6-6), and (c)
approximately based on Eq. (6-7). 1In all three cases, summation over 1 km
thick layers replaces the integrals. The three curves for tangent height 70

km are practically indistinguishable. Curve (b) differs at most by 11% and
curve (c) by 3% from curve (a). Even for greater tangent heights such as 110
km, the differences in the three curves are not significant.

Thus, we can conclude that the simple forms of Eqs. (6-6) or (6-7) are an
adequate representation for the optical path over the entire lineshape for the
tangent heights of interest. The absorptivity factor 1 - expl- T(v)] fis
then easily evaluated for all v ; the only required quadratures over the LOS
are the integrals I  and Iy for Eq. (6-6) or the only slightly more
involved quadratures for Eq. (6-7). Hence, a considerable saving of
computation time is realized by using Eq. (6-6) or Eq. (6-7) instead of Eq.
(6-1).

B. Determination of (R)

The other factor to be evaluated across the line profile is the averaged
R, Eq. (4-14). Different approximations are required, depending on the
frequency domain.
{1) Line Center
For thick lines, the line center is characterized by T3> 1, and

Eq. (4-13) reduces to
I, =20 23<R) . (6-8)

The average {(R)can be estimated by applying the method of steepest descent to

evaluate the numerator in Eq. (4-14),
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R = RLh(s,)] = R(h,), (6-9)

where s, the location along the LOS at which F attains its peak value, is

given by

df/ds = -f2, (6-10)
As we move away from the )line center, Sy moves closer to the tangent point,
and h, moves toward the tangent height h,. This is illustrated in Fig. 8
which shows the weighting function F for several values of v -« o 2t 70 km
tangent height. Thus the variation of I , near the center reflects the
variation of R wi.h altitude. (The normalization for F is given by Eq.
(4-11); however, only the shape of F is significant for the evaluation of
<R>.)
(2) "Line Wing
The wing region is characterized by little or no absorption, T <€ 1

and F — f, leading to

gl J/;s gnu
A2 ) (6-11)
9 _[ds gn, (1 -¥)

for thin lines (wheret <€ 1 for all v ), this is valid for the entire

<R>wi ng =

lineshape as already stated in Eq. (4-15),

For the Doppler profile, there are no pronounced wings due to the fast
Gaussian decline of g{ v ), For the Voigt profile, when the Lorentzian
width @ . <€ a, the Doppler width, or a < 1, one can employ Eq. (6-3);
for {31 only the second term survives in Eq. (6-3) and it has the asymptotic
form

gl ¢, h) = [a )/ x)(8/(v - 00)2]. (6-12)

based on Eq. {6-5b), where

2 q

3 aD 15 a,
B=l 4> + L. ) 6-13
21n2 (v - v, ) 4(ln2)2 (v- vo)r ( )
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The primary  dependence is the explicit (V-Vo)'zfactor in Eq. (6-12), while
the space dependence is mainly through W the factor B is only weakly
dependent on ¢ and h.

The approximate separability of g into a function of h multiplied by a

function of » renders <R in £q. (6-11) almost independent of v ,

wing
and if we set B = 1, we obtain the far-wing limit,

d n
o /Sac u . (6-14)

<R> = —
-

The integrals n Eq. (6-14) can be evaluated from the input data specifying
Ny Mo and the pressure p, which determines a., as functions of
altitude. Thus (R% is easily evaluated by quadratures.

The weak dependence of {R> on v in the wings can be recovered by using
higher-order terms for B in Eq. {6-13) to represent g in EQ. (6-11) and by
retaining the Towest-order absorption effects in F in Eq. (4-14). It is
convenient to express these corrections to £q. (6-14) in the form

IR, =T +by(vevg)2 4 bplv-ug)t s ..0]

X(0 =gt 22+ .., (6-15)
where

by = (3721 2) Kaf > -<al> ], (6-16)

with the averages over the upper-level and lower-level populations defined by

fds n A -
<A>, = > Ty % 7 (6-17a)
/c;s n, %
ﬁs n](l - PVP)a_ A
<A> = < (6-17b)
ﬁs n](l - ) )ac
while s . 2
i ] 1 <[];ds n(-vie I >
—_ = S — .(6-18)
- 2
q 24 8 tfo as' (1 -")a )
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The first factor in Eq. {6-15) represents the successive corrections due to
the higher-order terms in B in Eq. (6-13), and the second factor represents
the lTowest-order absorption effects. The mixed representation in £q. (6-15)
)-2

can be converted into a pure { v - ¢ o expansion by noting from Eqs.

{6-1), (6-3), and (6-5b) that

T={tny8y, /me) [ds m(1 Vi J W) + 0L(V-pg1ta (6-19)

h in the far-wing region.

C. Comparison with Numerical Results

It is convenient to express the path spectral radiance in the

normalized form

Tv) = 1, /(2 2 KRY J= {1 - expl- (v ) <R/ <r>} ° (6-20)

Near the line center, when the absorption is strong, the absorptivity factor

approaches unity, and T( v ) is simply the ratio of (R) to (R)_ . On

the other hand, in the wing region, the second factor approaches unity and T

{ v) is simply the absorptivity factor. Further simplification occurs in the
wing domain for r ( v) <1, where T (v )=1-e" (v — r(v). The
solid 1ine in Fig. 9a is a plot of the exact (numerically obtained) T(Y)
for the Q14 line observed at a tangent height of 70 km. The dashed and dotted
lines represent, respectively, the exact first and second factors of -I. (v
indicated in Eq. (6-20).

The analytical expression of Eq. {6-6) for r( v) provides an accuracy of
better than 0.5% over the entire range of » for the absorptivity factor 1-e -7,
and no further improvement is achiev'ed in this strong-line case by
employing Eq. (6-7). Thus the first factor of T (v ) s predicted
analytically to high accuracy over the entire spectral range.

The second factor <R)> / {RD,0f T (v ) departs from its asymptotic
-~ value rather gradually. The analytical approximation for this factor, Eq.

{6-15), keeping only the leading corrections of order{ v - vo)'zand r2
i fnvolving b, and q, is represented by the dotted line in Fig. 9b.
2-23

. LN
G . PO
AU S

.A"" c, ot -.‘\.‘. N .
VST Tl N S T S PRI DA

v
[
PRPY VT PN

s
3
[
PPy

£
4 .
2,1,

€,
[
[
o




The agreement with the numerical result (solid line)is quite remarkable for

le=v o 120,002 cm']. or 7 <4, with a maximum error of less than 2%.

; Furthermore, we find that the 72 term in Eq. (6-15) accounts for the main
departure from the asymptotic value, as b] happens to be quite small; even
at  lv-vgl= 0,002 cm‘]. or £ = 3,12, the error in neglecting by is
only 0.05%.

Under these conditions, we have the simple result

Te)=0-e" )0 -t (6-21)
and the peak occurs at di/d v = 0, or at t satisfying

q=2t(e’ -1)+712 (6-22)
Knowledge of q in terms of the atmospheric density and temperature
distributions through Eq. (6-18) allows us to predict the optical path v at

the peak, and hence also the magnitude of T(v) at the peak. When q» 1, as

is the case here, we can simplify Eqs. (6-21) ana (6-22), obtaining

_ q=2rte’ (6-23a) o
- and
: Teak=1-(1+ v/2) e =1-7 (¢ 2. (6-23b) o

Thus, we can infer that the peak value of T 1s only slightly below unity as
long as q » 1. At 70 km tangent height, q = 187, and according to Eq. (6-22)
the predicted T at the peak spectral radiance is 3.32, in excellent agreement
o with the actual value of 7= 3.3 inferred from Figs. 9a and 7. For this tan-
. gent height, Tpeak assumes the value 0.92, and it is predicted within 2% by ‘
Eq. (6-23b). A
As we move towards the line center, 7 increases very rapidly and the
higher-order absorption corrections become significant in Eq. (6-15). This

domain is well represented by €q. (6-8) or by just the second factor in Eq.

(6-20). The average R in the central domain can be determined from Eq. (6-9),

or suitable extensions of that approach. Even the simple analytical result of
Eq. (6-9), represented in Fig. 9b by the dashed line remains within 203 of

- the numerically obtained result, and the qualitative behavior, including the

occurrence of the minimum of T( v ), is very well represented,
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Further improvements indicated in subsection E below bring the agreement to
within 6% over the entire range from the line center to the peak.

In Fig. 9c the predicted results for the absorptivity and (R) / (R),
factors are combined to obtain the analytically predicted ;'( v ), represented
by the dashed line. The discontinuity in the dashed line near the peak is
associated with the transition from the central to the wing approximation
for (RY / {(R)w . The solid line represents the exact numerically obtained
result, which was already displayed in Fig. 9a.

We see from Fig. 9c that the spectrai radiance for the Q14 line at tangent
height 70 km is well represented by the analytical results. Similar agreement
between the analytical and actual results is obtained for other tangent
heights as well. Figure 10 represents the corresponding results for 85 km.

We will not discuss the latter case in detail. However, we note that the peak
of T'( y) occurs for smaller £ at 85 km, making the Doppler contribution in
Eq. (6-3) significant in the vicinity of the peak. Hence, the simple form of
Eq. (6-21) which only employs the asymptotic wing profiles needs to be
modified.

D. General Comments

(1) The analytical results can be used to obtain the fntegrated
radiance in approximate closed form; these results compare well with the
numerically obtained results.

(2) At 70 km tangent height <R> . the average R at line center,
is much smaller than <R> e, and the radiance profile has one maximum and one
minimum, As the tangent height is increased, the variation in (R) fis
reduced, and when <R>, substantially exceeds <R>, , the radiance
profile will increase monotonically from line wing to center. Such is the
case for tangent heights above 88 km. Thus the determination of the two
1imiting values of (R) 1s useful to assess the general characteristics of
the radfiance profile.

{3) Whether the radiance profile will be monotonic or undulating can
also be seen from the Yine-wing results, which are governed by b; and q.

The absorption effects ( 72 term) dominate for strong 1ines. It can be shown
2-25
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easily that q'] — 0 if R as a function of altitude approaches flatness in
the vicinity of the tangent height. The lineshape effects (b] term) also
vanish in this situation, and <R> is essentially flat over the line-wing
region. This can be expected to occur around ht:z 90 to 95 km (see Fig.
4). The radiance profile, however, already will have become monotonic at a
slightly lower tangent height due to the effect of the absorptivity factor.
For larger tangent heights, q'] becomes negative, and the radiance profile
increases monotonically both due to the 7 2 effects in <R> and the rise in

the absorptivity factor from the wing to the line center.
(4) Decrease in the line strength will push the peak in the radiance

profile towards line center,

(5) The radiance at line center Io can be shown to be almost

independent of the tangent height for the range of tangent heights where 73 1.

(6) A systematic study of the shape of a single isolated line as a
function of tangent height ht, the line strength or the Einstein coefficient
B 1 —y» and the width ratio a will be given in a subsequent paper. The
corresponding results for integrated radiances will also be given elsewhere,
The basic framework for these studies has been developed here.

E. Further Analytical Results for Radiance Profiles

The wing region is very well represented by the approximations given
so far., Agreement between the analytical and numerical results in the central
region can be improved by a better determination of {R) . Some of the
attempts made to improve the line-center profile are described in the

following paragraphs.
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(1) Instead of applying the method of steepest descent in terms of
integration over s, one can change the variable to the altitude h and evaluate
R at the peak C; of the new weighting function €\= F{ds/dh), that is<R>=
R (ﬁ;). However, the results in this case are poorer approximations of
b the exact <R> of Fig. 9 than is R (ho) corresponding to the peak of F.

The reason for the poor results lies in the much greater asymmetry of the
weight functions 4> (Fig. 11) compared to the weight function F shown in Fig. 8.
(2) Since the range of s or h which makes the main contribution to R
is also the range where the line first becomes optically thick as one proceeds

inward from the detector along the LOS, one can use the criterion

T(Y, hy) = 1n2 to define hy, and set<R>= R(hy). The
quantity T (l/.h]) is the optica) path from position sq defined as {n Eq.
(4-12) with the lower 1imit of the s-integration taken to be sy = slhy).
The point Sy is the median point of the weighting function F as a function
of s for optically thick lines.

(3) Alternative (2) above provides some improvement in part of the
frequency range as compared to the simple procedure used in Eq. (6-9). But
the above methods cannot be expected to give a uniformly accurate description

of (R) , since they all evaluate R at a single height. Further improvement

is achieved in these methods, for instance, by expanding R in a Taylor series
arfx?d So or h, and keeping the first few moments over the distribution F

or F. This procedure recognizes explicitly the curvature of R as a function

of h, Keeping terms up to the second moment provides a uniformly good

approximation to {(R) within 6% for the entire domain from the center to the

Chat e sun e g

peak for the Q14 line at 70 km tangent height. The domain beyond the peak is j3v§:

described by the wing approximation.
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SECTION 7: CONCLUDING REMARKS

In this paper we have discussed the emission lineshape for an isolated
line, including seif-absorption, in a planetary atmosphere viewed in the limb
as a function of tangent height. Numerical results were described in Sec, §
and analytical approximations and insights were presented in Sec. 6. The
representation of the spectral radiance in the product form, as an averaged
density ratio <R> times the absorptivity factor [1-exp(- 7)) provides a clear
understanding of the main features of the lineshape.

Besides these insights regarding the formation of the lineshape, the
analytical results provide a reasonably accurate approach for practical
calculations at a considerable saving of computer time compared to the
numerical approach. Since the optical path along the LOS T ( v ) can be
calculated as an explicit function of frequency by simply computing a few
global averages of the atmospheric parameters, the determination of the
absorptivity factor takes very little computing time. The asymptotic form
for <R> in the wing region also requires only a few global averages. Thus
the lineshape for frequencies beyond the peak of I, 1is easi 1y computed
without any serious loss of accuracy. In the central region the simple
steepest-descent methods provide <R> without consuming much computing time,
if we are satisfied with a 10-20% accuracy. To increase the accuracy one can,
for instance, include the higher moments as mentioned in Sec. 6E. That,
however, does take considerable computing time (perhaps almost as much as the
direct numerical approach), and further analytical improvements in that domain

with the aim of reducing the computing time should still be attempted.
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If we consider a single lineshape at a single tangent height, the
atmospheric parameters appear only through global averages along the LOS.
Viewing along a different LOS (that is, varying the tangent height} provides a
numerically different average, and inverting these averages provide a means of
deciphering the atmospheric parameters from 1imb-viewing observations.

The density profiles, both for the lower level and the upper level, were
monotonically decreasing functions of the altitude for the species (coz) and
altitude regime discussed here. For certain other species, peaked
distributions of upper-state and lower-state densities as a function of
altitude will prevail, perhaps substantially altering the F and R(h) profiles.
These effects can give rise to lineshapes with significantly different
features. The methods developed here are, however, general enough to

encompass such distributions, and corresponding studies will be described

el sewhere.
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APPENDIX A: VOIGT LINESHAPE FUNCTION

The lineshape function for the Doppler line profile has the form

1/2
9p (v - v guh) = (In 2)
mRag

2
exp [-(1n2)( = -+ )¥/all, (A-1)

where & o = (v /c)[(2(1n2)kT/m]"*  is the half-width at half maximum.
- Here m is the molecular mass, k is Boltzmann's constant, and v o is the line
i center. The width &, depends weakly on temperature, which in turn gives
ap an implicit dependence on altitude h.
The Lorentz lineshape function 9, is given by

k (V-y,, N=— =
WA VT W e (a o) (A-2)

where aN = A/2 mc is the natural linewidth and & . is the collision

Vinewidth a . = n g v/z nc, n being the total density, o the

species-weighted average collision cross-section, and v the relative

velocity. The radiative width a can be neglected because it is normally

very small for infrared transitions. For example, for the 5um (:02

transition a N = 10'” cm"], while as mentioned above o D= 1073

cm-1 at room temperature and « c =105 cm=) at 70 km altitude. Since

n~ 711 and v~T]/2, for constant pressure and a velocity-independent

cross section we havenc-T']/z. Once again, u . depends weakly on

temperature but more strongly on pressure, The result is a strong altitude

dependence for a ., since p varies exponentially with altitude.

The Voigt lineshape function is a convolution of Doppler and Lorentz

profiles and is given by
o

fav' gv-vihglv ' -ug.h) . (A-3)

Gyiv -v,h)
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If we introduce y and 4, the frequency intervals from line center

. ' .
corresponding to vand ¥, and a, the ratio of Lorentz to Doppler widths, by

y=n)V2w oy )y (A-4)
a= (]n2)]/2( a . +"N)/ 2 (A-5)
$= ()W p . y ) oay, (A-6)

}

3

1 Eq. (A-3) becomes

i 1/2 ™

] d(|n2) ¥ 2

: 9v(§'h)=wf g —eby) . (A-7)

0 == 7 ata(-p
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FIGURE CAPTIONS

Fig. 1. Etarthlimb viewing geometry for an exoatmospheric detector [R = earth

radius, h, = tangent height, h (h +ah) = height at position s (s +/\s)
along line-of-sight].

Fig. 2. Profiles of kinetic temperature T = Tein = Trot and CO Y,

vibrational temperature T, vibrational temperature used in model calculations.

Fig. 3. Altitude profiles of total pressure p and C0, density used in model

calculations.

Fig. 4. Vibrational temperature profile T,ip for ¥ mode of CO,p, along
with profile of R corresponding to this vibrational temperature profile.
Equation (4-8) defines R, which is proportional to the affective blackbody
radiance at temperature Tyip®
Fig. 5. Limb spectral radiance for Q14 line of €0, ¥, fundamental band at
four different tangent heights. The line is symmetric in frequency v about
its center frequency Vos and only half of the line is shown. In each case
the results are shown for the Voigt (solid line) and Doppler (dashed 1ine)

lineshapes.

Fig. 6. Integrated line radiance for 1ines of €0, v, fundamental band at
70 km tangent height for two cases: (a) Voigt profile (b) Doppler profile.
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Fig. 7. Optical path 7 () for the Q14 line of the COZ YV, transition:

(a) exact calculation from Eq. (6-1); (b) . . . . . approximation
based on Eq. (6-6); (€) ---=m=-u- approximation based on Eq. (6-7), expanding
the Doppler term. The results are shown at 70, 90, and 110 km altitude. Over
large ranges of frequency and altitude the approximate results conicide with

the exact solution and are not shown separately.

Fig. 8. Weighting function F [V, h(s), s] for several values of J-}/, in
Q14 Yine of CO2 Vz fundamental as a function of distance s at a tangent
height of 70 km.

Fig. 9. (a) Exact normalized spectral radiance 1 (V) for the Q14 line of
€0, ¥, at 70 km tangent height (solid curve) along with its factors [Eq.
(6-20)]. The dashed curve represents the absorptivity factor 1-exp ( -7),
and the dotted curve shows the behavior of <R> /< R>oo . (b) Exact
result for <R> /<R%°(soﬁd curve) along with approximate calculations
based on peak of weighting function F {dashed curve) and based on expansion of
Eq. (6-15) (dotted 1ine). (c) Normalized spectral radiance T (y)
calculated exactly (solid curve) and on basis of approximate 7 () ) and
<R>KR>,

N
Fig. 10. Corresponding results for I ()/) at 85 km. Format is same as in

Fig. 9.

A
Fig. 11. Weighting function F plotted versus altitude h for several values
A
of V- V,. Tangent hefght is 70 km, and values of F to the left of h = 70 km
correspond to points on the far side of the tangent point, as viewed from the

detector. Rest of parameters are as in Fig. 8.
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Abstract

Stored electrical energy of 0.20 mJ can produce an ignition in a
propane-air combustible mixture of quenching distance (2.00 mm). The
spark and ignition proper are sequential but individually different physi-
cal events. The first is related to the general problem of rapid gas

7 sec), the second to the onset of

heating by electrical discharges (~ 10
a flame by enhanced chemical reactions due to the temperature increase
(v 1073
since the hydrocarbon does not appreciably change the breakdown voltage,
> and 02. In

uniform fields, for all these gases, a critical avalanche is larger than

sec). Only the first event is considered, and it is assumed that,
the same energy is sufficient to heat air or gases like N

the discharge gap used, thus no streamers are produced. There is, however,
preliminary ionization that guarantees the existence of a transient glow
capable of concentrating all electrical forces into narrow sheaths. De-
pending on the electronegativity of the gas and on the conditions at the
cathode surface, it is possible to produce either diffuse cone-shaped

or filamentary discharges. Both heat the gas as confirmed by their
ability to ignite. Diffuse discharges exhibit only molecular lines and
the energy deposition takes a time (v 35 nsec) which is larger than that
for filamentary discharges. The cone produced is consistent with the
concept of a subsonic submerged jet expansion of electrons from the cathode
spot. The gas temperature calculated agrees with both the value for ig-
nition and that predicted for positive streamers in point-to-plane
geometries. Filamentary discharges are associated with the standard
formation of a strongly ionized plasma and the procurement of a critical

17 18 m-3).

electron density (107" to 107 ¢ They are very hot as evidenced by

atomic nitrogen lines and by very rapid energy deposition (~ 10 nsec).

*Work supported by the Office of Naval Research and the Air Force Office
of Scientific Research.
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Objectives and Definitions

The purpose of this study is to clarify the manner in which available
potential energy is rapidly converted into heat in a small discharge at
atmospheric pressure. The problem is one of long standing and has been
traditionally neglected.1 This is because dielectric breakdown constitutes
a series of irreversible events that, if undisturbed, automatically lead
into each other. For example, recording the onset of field directed ioniza-
tion in a uniform field between metal electrodes guarantees a subsequent

rapid collapse of the applied voltage. Experimentally, accurate recording

of any one item in the breakdown sequence, say an initial barely luminous
avalanche, requires very different instrumentation and/or calibration than,
say the strongly luminous final collapse of voltage associated with the
onset of an arc. The spark we study has a 2 mm gap between metal electrodes.
The total time elapsed between ionization onset and gas heating is { 1 usec.
However, within this microsecond, depending on gap geometry and gas used,
one may have avalanches, a transient glow, streamers, interaction with
electrodes, spaee waves of ionization, cathode spot formation, and metal
evaporation and its ionization. Exactly what each one of these processes
is and how they blend into each other is not clear, and it is not uncommon
for people to refer tu physically different events by the same name.

The best known mechanisms are, of course, initial avalanches and
streamers. In order to clarify our nomenclature, we define these two as
follows: An avalanche starts fonization in a neutral gas. Its onset re-
quires the existence of at least one free electron and a critical electric
field (potential difference) characteristic of the gas and geometry used.
1f the free electron is not artifically produced, the onset of an avalanche

incorporates a statistical time delay that is longer for smaller gaps.
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Because of the smaller volume, there is a correspondingly smaller probability
for a random electron to be produced in the electrically stressed region.

Avalanches multiply electrons exponentially with distance, x, as ne/n° =

exp(a-n)x. a and n are, respectively, the number of electrons made by MR
collision and those lost by attachment per unit length of electron travel L
in the field direction. In an avalanch2, each charged particle interacts
independently with the applied electric f «¢ld. Electrons collide and ex- ]
change energy almost exclusively with neutral molecules, and, even at peak ‘
ionization rates, the great majority of collisions are elastic. The avalanche

velocity is of the order of the drift velocity of electrons in the field ﬂf.:u

direction. This velocity is small compared to the random thermal motion

of the electrons. The head of an avalanche grows as a result of electron

diffusion due to their high density, not due to electrostatic forces. Using
. a cloud chamber, avalanches can be verified to be conically shaped. The

h projected cone angles are consistent with simple diffusion theory and are

of the order of two to five degrees in air and gases such as Nz and 02.

Avalanches are intrinsically unstable: they must either cease or

change to a more stable discharge. The final stage of an avalanche is in-
fluenced by space charge effects, resulting from the high degree of ionization

obtained, and by the possible transformation to a non-equipartition plasma.

At critical E/p values in N2 (v 50 V/em-Torr), avalanches grow until electron

multiplication (ne/no) reaches a value ~ 108. This corresponds to a dis-
tance ~ 12 mm, a head diameter ~ 30 um and a time interval ~ 90 nsec.2

The space charge at the head of the avalanche produces a local field that e
is much stronger than the applied field. The discharge accelerates to .
velocities much larger than the electron drift velocity and thus changes

into a streamer. While an avalanche 1is being produced, optically excited
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molecules may decay and produce photoelectrons at the cathode. Thus, suc-

‘
a

cessive avalanches can extend the discharge over the cathode surface. Even

.

’
s
.
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in this case, a final streamer grows from the space charge left by the

LS e st sty o 2
‘4

avalanches in sufficiently long gaps (> 2 cm). In highly overvolted gaps,
a single avalanche can be transformed into a streamer that crosses the
whole gap. In gaps smaller than those required to produce a critical

avalanche, photosuccessors can fill the gap with a glow. This glow can

also be produced in longer gaps by coating the cathode with a substance
that lowers the work function of the metal3 (e.g. Cul on Cu) or also by
using very clean gases with low photoattachment coefficients (e.,. N2).

Streamers are filamentary channels that grow from a critical avalanche

and propagate toward the electrodes at speeds exceeding the electron drift
velocity. In very inhomogeneous fields, streamers propagate from the elec-
trically stressed region into the neutral gas. This is particularly evident
for cathode-directed streamers in positive coronas.4 For their propagation
into a neutral gas, positive streamers require strategically located electrons
ahead of the positive propagating front. The source of these electrons has
never been clarified.5’6 In uniform fields, the luminosity near a critical
avalanche exhibits a contraction at the regién where streamers start propa-
gating toward both electrodes. However, except for discharges in 02, cloud
chambers exhibit a knob-shaped expanded cloud at the same location. The
reason for this behavior is again unknown.7 At any other location, lumin-
osity and ionization profiles are well correlated in time and space. Streamer
channels are of the diameter of the critical avalaunche (v 70 um in diameter)

13 to 1015 cm_3. In

and contain electron densities of the order of 10
molecular nitrogen the average electron energy is limited by vibrational ) OO

excitation2 to values between 2 and 4 eV. Although the electrons collide ~=;;i
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primarily with neutral molecules (they are collision dominated), they first
exchange energy among themselves (Te > Tn), due to their small mass and the
long range of Coulomb forces at this high electron density. Consequently,
their distribution is not only primarily isotropic but also Maxwellian.

This model of a streamer as a weakly ionized plasma capable of producing
shielding sheaths is not consistent with those where a significant charge
separation is due to independent interaction of the electrons with the applied
field (e.g. the Loeb-Raether and Dawson-Winn models). However, the assumed
conducting nature of a streamer leads to a consistent computer modelsthat
agrees with both the very small shielding distances (< 1 um) and the large
plasma frequencies (> 1010 sec-l) that must be inferred from the electron
densities and temperatures 1nvolved.9 In a streamer, the energy of all
electrons is very small compared to the energy of the neutrals, which stays

at values close to room temperature. A low temperature is verified by molecular
line radiation and is supported by the inability of streamers to ignite
combustible mixtures. The glow-like nature is verified by the fact that

when streamers bridge a positive point-to-plane discharge gap, the current

is significantly reduced?’10 whereas in uniform fields, it becomes saturated.2
A conducting glow model also complements the observationl%hat streamers prop-
agate for distances of the order of one meter in an originally uniform field
whichis much weaker than that required to start ionization between parallel
electrodes (v 7 vs 30 kV/em). This suggests field intensification by in-
duction. Also, it has been shown that successive small voltage pulses

along a streamer channel lead to increased ionization and actual gas heating.12
This suggests wave propagation and attenuation in a plasma.

This rather meticulous description of both avalanches and streamers

is presented to clarify our point of view and the work to be discussed.
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It is clear that only the early stages of an avalanche (ne/no < 106) are

in uncontested agreement with theory. It is also clear that, in small gaps
(3 1.50 cm), the whole interelectrodegap is bridged by the discharge before
actual gas heating occurs and, as will be shown, even before a significant
portion of the available potential energy is used. That is, the applied
voltage does not change, the gas remains at room temperature and ionization
is maintained by interaction with the electrodes, as in a steady positive
glow. Fortunately, this high pressure, abnormal glow state constitutes

the longest stage in the breakdown sequence, and its existence has been
clearly demonstrated in discharges with or without streamers.lo In a
point-to-plane gap in air (300 um, 2.0 mm), there is a glow lasting

~ 2.0 usec after a streamer crosses the gap but before the voltage collapses.9
In the same gap with a uniform field, there is an initial succession of
avalanches lasting between 0.2 and 0.5 usec before the voltage collapses.
This final stage of the discharge is the object of the work presented here,
and it 1s all that will be discussed henceforth. Also, it must be noted

14 .
13,1 are not present in smail

that thermalized leaders and return strokes
discharges (< 10 cm) having just sufficient available energy to heat the
gas.

Using a photomultiplier, we have established a time relationship between
gas heating by a spark and the onset of ignition by chemical reactions.15

It is shown that sparks get hot in very short times (5 to 50 nsec), and

that the onset of a combustion flame follows after a few milliseconds. This

is because combustion requires the existence of a hot volume. This must
be sufficiently large to guarantee that the heat produced by chemical reac-
tions is accumulated and not lost through its surface. This volume has a . .j:;

characteristic dimension of the order of the cube of the quenching distance

3-7
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for the combustible mixture used (hence, our 2.00 mm gap). Its formation

’

s %

is associated with heat transfer from the spark channel to its surroundings.l6

It is then clear that, in time and space, the spark and the onset of a flame

1‘7"'!"' '
ros vt fr
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are, again, sequential but very different physical events. However, ignition
guarantees gas heating to, at least, the self-ignition temperature of the v
combustible mixture (» 500°K). The amount of hydrocarbon is smaller than i;L}V
87 by volume and its presence does not significantly change the experimental },j'%u
breakdown voltage. Actually, we observe larger variations due to meteorologi- Ry
cal pressure changes. Consequently, we can safely assume that, in gases
like air, Nz and 02, minimum ignition energies of the order of ~ 0.2 mJ are
also capable of heating the gas even in the absence of a hydrocarbon. As
will be discussed below, current traces and spark luminosities are the same <
as in air. ‘%.E;;
The present work deals with an experiment in which the gas heating
stage alone has been isolated. We have found that, depending on the gas ::._?
used and the conditions at the cathode, the electron number density can
change in such a way that thermalization and rapid gas heating are due to
either electron-neutral collisions or electron-ion interactions. That is, 'i
given the same minimum energy, there are two types of sparks capable of
heating the gas. We will show that both are consistent with the concept

of an electron fluid.

Experimental

The experiment itself is done using a small discharge gap (2.00 mm)
with interchangeable electrodes.15 One of the electrodes 1s machined to
fit the stage of an electron microscope. 1In the gap, one electrode is
connected to a high voltage supply through a very high resistance and

the other to a small grounded resistor with an inductance that matches 5

3-8
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the lines and equipment used (50 Q). The high resistance isolates the power
supply during the time of a discharge. The ungrounded side of the small
resistor is connected to either a fast oscilloscope (Tektronix 7904) or a
transient digitizer (Tektronix 7912AD). Because of the small capacitance
used (5-60 pF), RC times are small enough (< 0.3 nsec) to guarantee that
the current recorded corresponds to events occurring in the gap. (The
recording instrumentation has 0.5 GHz capability). The discharge itself is
photographed through an electronic camera supplemented bv an additional
image intensifier (TRW/Quantrad 1D; EMI 9914 1S). The gain of the image
intensifier is not sufficient to see avalanches or streamers. These can
be recorded by their luminosity or by their characteristic current trace.
Streamers do not occur when using uniform fields, because the gap is smaller
than a critical avalanche. Unless specifically noted the field should be
considered to be uniform.

We have developed a model to explain gas heating that is summdrized
as follows: during the glow stage, electrical forces concentrate near the
electrodes. The electron density is high enough (1012 << m, << 1017 cm-3)
to guarantee that the electron collision frequency, Vee' falls in the range
(me/mn) Yen << Vee << Ven® Consequently, the electrons in the glow constitute
an ideal fluid characterized by Te >> Tn = Ti and by an equation of state
p, = nekTe. The electron temperature value is fixed by vibrational excita-

e
14,17 and a small amount of energy must be supplied to the glow dis-

tion losses,
charge in order to maintain it for the long times observed. This probably

occurs through a standard cathode fall phenomenon. During the long lasting
glow stage, ions can drift and accumulate at a dielectric oxide layer that

invariably covers any metal surface exposed to even traces of 02. (Its

10

equilibrium vapor pressure over Cu is ~ 107 Torr).18 Since these layers

3-9
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are very thin (50-500 A), the capacities involved are very large. The elec~
tric field at the surface of the metal, more properly, at an asperity

19,20,21 The emitted

on the surface, can reach field emission magnitudes.
electrons interact with those in the gap as a fluid driven primarily by
electron pressure gradients.

Experimental evidence for this model is most clearly demonstrated
by a discharge in NZ' The results are shown as the current trace in
Figure la, the photograph of a corresponding single cathode cell in a Cu
electrode, Figure 2a, and the luminosity in the gas, Figure 2b. There is
gas flow of ~ 100 m/sec perpendicular to the discharge, thus ionization
lasting for times compatible with gas motion is evidenced by the asymmetry
of luminosity near the cathode spot in Figure 2b. Notice, however, that
the integral of the current with respect to time (Figure la) raises from
zero to the CV value in about 25 nsec. That is, within this short time,
practically all the available charge and energy goes into the gap. The
stored energy is 0.23 mJ, and only a single cathode spot is produced.

Its diameter is about 3 um, and the peak current value is 6.8 Amp. The
maximum current density is then 9.6 x 107 A/cmz. This value is very large
but agrees with that for electron emission from a single cathode cell

22,23

(a Kesaev cell) as reported by others. Thus, it is concluded that

practically all the stored charge goes into the gap through a single
cathode cell (sometimes two next to each other). This agrees with the

well known fact that, in small gaps between metal electrodes, a spark does

9,15,24

not materialize unless a cathode spot is formed. In vacuum arc

studies, as well as in our previous work with ignitions, it has been

established that electrons from the cathode contribute to ionization only

9,22

after their thermalization. Consequently, the region near the cathode




is one of high electron pressure.

The conical luminosity in Figure 2b is associated with the formation
of the cathode spot and its inherent high electron pressure. A very important
fact confirming this assertion is that the luminosity has an average vertex
angle of 25°. This value is an order of magnitude larger than the "wedge
angle" for avalanches in N, which, as noted must have also subsided by the
time the cone is produced. However, a 25° angle corresponds precisely to
the value for turbulent mixing of a submerged jet. This angle has been

25 to be practically constant (25° to 30°)

verified in fluid dynamic studies
and independent of the fluid used. It follows that the increase in ioniza-
tion and, of course, its associated excitation and luminosity, is due to
energy gained by the electrons in the gap as they mix turbulently with
those emitted from the cathode.

Further evidence for the validity of an electron fluid model has
been obtained by increasing the capacity to demonstrate that such an in-
crease corresponds to a higher electron pressure near the cathode, and,
consequently, to an underexpanded jet expansion.26 That is, one in which
the pressure near the cathode (the exit pressure if it were a nozzle) far
exceeds that of the region into where the expansion occurs, namely, the
glow region in the gap. Such an expansion is characterized by the existence
of a normal shock and of an inviscid convergent core that protrudes into
the divergent region of turbulent mixing and incorporates a series of diamond
shaped shock waves. An example of the formation of waves inside the core
in N2 is shown in Figure 2e, which is a streak photograph of a discharge
with higher capacity (23 pF). The camera is triggered by the signal from
a photomultiplier. This allows us to estimate that the, tos time in the

figure corresponds to about 110 nsec from the onset of ionization. A comne
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like that in Figure 2b is probably produced in the first two nanoseconds e
after t, as evidenced by luminosity near the anode region in Figure 2e. -
Then about 3 nanoseconds later, two brightly luminous regions appear above

the bright cathode spot. Their sudden appearance involves times of a

fraction of a nanosecond, hence the speed of the phenomenon is so high
(10—3m/10_9 sec ~ 106 m/sec) that it can only be explained in terms of
electron waves.

We have shown that the position of the normal shock changes with
capacity, and that the length of the inviscid core is, as expected, pro~ Lo
portional to the area of cathode activity at the metal surface. Further-
more, the length of waves inside the core but after the normal shock, _l;;f
remains constant, increasing in number for a longer core. These are char- -l
acteristic properties of an underexpanded jet. It has been tacitly assumed
that changes in the electron population are very fast compared to changes
recorded by the current trace. That is, it is assumed that a steady state
expansion can be established in times small compared to the recorded current -

rhanges. This is justified because equilibrium between electrons is obtained LT

in times vee-l = 10_10 sec for n, = 1015 cm_3. It is also assumed that the i~.~f
inelastic collisions of frequency Yye that make the flow visible do not affect T
its inviscid quality. This is justified because YNe < Vee® Both theoretical .

and experimental evidence for the existence of a supersonic electron fluid S

expansion have been reported in detai1.26'27’28 ;i:l:
While working in a combustible mixture using minimum ignition energies,

or with the same energy in air, N2 and 02, we noted that there are two

different types of sparks that we call diffuse and filamentary because of ,:73?

their photographic appearance (e.g. Fig. 2b vs. Fig. 2c¢). Diffuse discharges T

are the cone shaped sparks discussed above and filamentary the more familiar
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narrow channel sparks that are always present in longer gaps or with streamer
induced sparks. In air and in a combustible propane-air mixture, diffuse
discharges are almost the same as those in pure Nz with only slight dif-
ferences in the current trace. Also, when either diffuse or filamentary
discharges occur in a sequence,they exhibit a high degree of reproducibility.
For instance, Figure 1lb shows the average current trace of 20 diffuse sparks

in air together with the standard deviation that had to be multiplied by a

factor of ten in order to be noticeable. Such reproducibility is remarkable
because there were five sequences of four sparks at four different sections
of the same Cu cathode, and observation with an optical microscope made
evident that each spark produced its own separate spot. We know diffuse
discharges can not be very hot because they exhibit only molecular line
radiation. However, in combustible mixtures, they are more likely to pro-
duce ignition when compared to filamentary discharges which are louder,
brighter and hotter as evidenced by atomic N lines. The difference in
combustion ability is then clearly related to a more efficient transfer
of electrical potential energy into translational energy of the heavy
particles. For the same stored value, less energy goes into shock waves,
dissociation and excitation.

Consider the current trace for the diffuse discharge in Figure la.
1f we assume that all the stored charge becomes uniformly distributed in
a cone 2 mm high with a 25° vertex,angle we obtain an average charge density
of 7.7 x 101A cm_3. This number is at least two orders of magnitude smaller
than the value required to bring about effective Coulomb interactions be-
tween electrons and ions (2 1017 cm—3). but it is compatible with the
densities of positive streamers.29 Now, assuming all the stored energy goes

into the cone and becomes thermal energy of the neutrals, then
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Taking n = 2.7 x 1025 m-3, C and V from Figure la and r and L from Figure 2b,

we obtain a temperature Tn =1.01 x 103 %K. This value is clearly an over-
estimate because no losses are considered. However, it is an order of magni-
tude smaller than the temperature reported in normal filamentary sparks

(v 104 °kK). Nevertheless, we know the temperature is high enough to produce

ignitions with propane, therefore Tn > 500 °k.
The point made is that under the most optimistic assumptions, the ; ?J";

diffuse sparks never reach the electron density required for transformation ;:f}:

into a strongly ionized gas, but the gas does reach a temperature between ;”i"r

500 and 1000 °K. The lower estimate also agrees with temperatures calculated

for positive streamers. Electrons can interact strongly among themselves, .i;:f

but Coulomb interactions with ions are not important (vee is always much

smaller than Ven)' Thus, energy is given to the electrons and is gradually ; L

lost to the neutrals in times of the order of that for the whole current RS

trace. It is interesting to note that using Ven = 1.5 x 1012 sec_1 and

(me/mn) =1.5x 10-5 for NZ‘ the electron thermalization time is (\:enme/m“)_1 =

34 nsec; that is of the same order as the current duration. As shown in

Figure 3a and b the current trace becomes much larger in He (~ 100 nsec)

but not in Ar (~ 10 nsec), thus indicating a molecule mass effect associated

with the current flow in gases that are unaffected by rotation or vibration.

This is true even though we cannot say anything about the neutral gas tem- -
perature for He and Ar.
As suggested by the luminous region just before the bright supersonic t-:“

waves and near the anode in Figure 2e, we believe the actual formation of the PR
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cone occurs near the current peak in times smaller than 10 nsec. However,
this has to be clarified using better recording instrumentation. Finally,
it must be emphasized that in air, diffuse discharges appear together with
filamentary ones in an unpredictable manner. They may actually alternate
or be of the same nature for a whole day; we have not been able to control
their behavior in air. However, we find that in NZ they are always diffuse
while in 02 they are always filamentary. There are no stable negative N2
ions, but dissociative attachmen: efficiently produces 0" ioms simultaneously
with fonization. Consequently, it is clear that negative iomns in the gas
do play a role. The erratic behavior in air nevertheless indicates that
other phenomena must also play a role. Ve will show that, as expected,
the nature of the spark is affected by events occurring at the cathode.
Figure lc and 2c show current traces and the luminosity associated
with filamentary discharges in oxygen. The oscillations after the current
trace should be real according to the sensitivity of the equipment. They may
represent subsonic electron wave reflections at the electrodes that travel
2 mm in 8 nsec; that is, with a velocity 0.25 x 106 m/sec which is subsonic
compared to the electron acoustic speed (3 kTe/Bme)k = 0,77 x 106 m/sec.
The true diameter of the spark is not well defined because of halation
effects. Nevertheless, according to Figure 9c, it is of the order of 50 um.
This is an overestimate, but it compares favorably with that for a more
diffuse streamer in air, namely ~ 70 um. If we assume that all the stored
charge goes into a cylinder 25 um in radius and 2 mm high, we obtain an
underestimated electron charge density of 6.5 x 1016 cm-s. This value is
larger than the number we have predicted9 for the propagation of non-linear
16

waves n_ £ 2.9x 10 cm-3 and very close to the 1017 cm-3 required for

effective electron-ion interaction. If we put all the energy into this
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cylinder we obtain Tn = 6.7 x 104 OK. which is an overestimate but of the
order of the values2 observed in longer filamentary sparks in N2 (5 to 6 x
104 °k in 2.0 cm gaps). Since the electron density is underestimated, it
is fair to conclude that filamentary discharges are heated because
Vee ” Ven" Consequently, the thermalization of the electrons is associated
with the change in the plasma to a strongly ionized one. This is the more
standard accepted mechanism for gas heating in sparks,even though it is
also poorly understood. The appearance of atomic N lines confirm the
high gas temperature.

The difference between a diffuse discharge in Nz, like that in Figure 2b,
and a filamentary one in 02, like that in Figure 2c, has been ascribed in
the previous paragraphs to the ability of negative ions to be rapidly pro-
duced by dissociative attachment (02 + e >0 +0) in the early stages of
tonization. Thus it is inferred that the 0 ions produced confine the
diffusion of electrons injected into the gap at later times. This can
result in a local high electron pressure. If the electron pressure gradient
becomes sufficiently steep, non-linear waves can propagate into the ion con-
fined electron fluid. These waves provide the mechanism by which the degree
of ionization increases to the thermalization value associated with Vee * Ven®
This point of view is confirmed by the fact that many electronegative molecules

(C12, NOZ’ NO, C12F2, S0 COZ) are also able to confine the discharge and

2!
to produce filamentary channels. Recent experiments by Gosho30 report a

large increase in streamer current associated with an increase in partial

pressure of the electronegative gas used. For instance, in a positive
point-to-plane-gap in air (2.0 mm radius, 2.0 cm gap), an initially steady :::{‘~

glow discharge progressively disappears, and streamer formation is enhanced 32;13_

as the partial pressure of NO is increased. At a partial pressure of 0.16
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Torr, the discharge goes '"directly" into a spark. A strongly electronegative
gas such as 012 produces the same effect at just 0.01 Torr partial pressure.

If a local electron pressure increase leads to filamentary discharges,
it should be possible to do the same even in N2 by enhancing the local
emission and accumulation of electrons near the cathode using a small surface
protrusion. Thus by polishing the metal surface, we left a protrusion about
25 um high, which is large compared to a natural asperity (< 5.0 um in steel
and Al)%o However, it is also too small to produce a regular negative corona,
even though it does lower the breakdown voltage by 1.5 kV. This is evidenced
by the fact that we obtain the filamentary bright spark shown in Figure 2d

3 with a single current trace that indicates the deposition of all the stored

charge in a single rapid event as shown in Figure 3¢ (no corona pulses).

Also note that in Figure 2d, there is an extended faint glow around the cathode
spot on the metal surface which supports the concept of a non localized discharge.
The high current phase lasts about 10 nsec which is of the same duration as
that for a discharge in 02 (c.f. Figure 1c) but is much shorter than the

35 nsec for a diffuse discharge in NZ (c.f. Figure 1la). Notice that the

region near the cathode spot towards the anode is not very bright. This

would be expected if it takes a longer distance to acbﬁmulate the electrons.

As always, it is also possible that the anode may be playing a role. It is
nevertheless clear that ionization near the protrusion enhances the local
accumulation of electrons, and that a discharge very much like one in 02,

but without stable negative ions, 1s produced by the high electron pressure

gradient.
We have previously indicated that the local accumulation of electrons
can also be provided by surface streamers over a charged dielectric.15

There is no accurate way of obtaining a reliable oscilloscope trace, but
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an example of this effect is clearly demonstrated in Figure 2f. The

cathode is cleaned and then covered with the coating provided to fix
Polaroid pictures. This coating is of the order of 10 um: thick enough

to significantly lower the capacity when compared to that provided by the
thinner natural oxide layer on the metal surface. Consequently, initial
ionization cannot increase the surface field to produce electron emission
or a cathode spot. Instead charge accumulates on the Polaroid coating,
lowers the field in the gap and stops the ionization. Progressive increases
in voltage eventually lead to a surface streamer system that resembles a
miniature lightning discharge, when looked at facing the cathode, or just
like a bright line over the surface, when looking sideways, as in Figure 2f.
Note the existence of a characteristic expansion cone, indicating electron
turbulent mixing, and the lack of luminosity at the location where the
cathode spot is shown in Figures 2b, c and d. Thus, we conclude that a
system of surface streamers can also collect charge fast enough to provide
sufficient electron pressure to form an underexpanded jet across the electrodes.
Clearly, this type of discharge is closely related to hazards as well as

to gas heating not strongly influenced by the metallic properties of the

electrodes.

Conclusions

The main purpose of this paper is to demonstrate that in small sparks,
probably in larger sparks as well, heating of the heavy particles occurs
after the region to be heated has changed into a non-equipartition, weakly
ionized plasma of high electron temperature (Te > Tn)' Consequently, outside
electrical forces must affect the plasma through narrow sheaths at its
boundaries or through macroscopic electron fluid motion and waves. The

plasma is primarily neutral ([ne - ni| << ne) and isotropic with all tramsport
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processes small compared to random properties. The electrons constitute

an independent fluid that is bound both weakly to the neutrals, by elastic
electron-neutral collisions, and also very weakly to the ions, because of the
low concentration and heavy mass of the ions. That is, the electrons are
collision dominated, and binary collisions are a good approximation to the
kinetics of the gas. However, because of their small mass, electrons
effectively exchange momentum among themselves through long range Coulomb
interactions, even though they collide primarily with neutrals: (m_/m )v

e n’ en

<< Voo << Vep* (Changes in the electron population occur much faster than
in any other species. Inelastic collisions resulting in ionization are
always very few even at peak ionization rates. In molecular gases like
nitrogen, inelastic collisions, resulting in vibrational excitation, limit
the average energy of the electrons, but rotational states are considered
to be in equilibrium with translational motion.)

It has been shown that small sparks are associated with the formation
of a cathode spot or with a system of surface streamers on a positively
charged dielectric over the cathode. These are associated effects that
feed electrons to a region near the cathode at the point where a spark is
produced across the gap. In both cases, experimental evidence is presented
to show that breakdown 1is produced by a resulting electron pressure increase
that leads to either subsonic or supersonic expansions, with reference to
the electron acoustic speed.

Depending on both the nature of the gas molecules and the efficiency
of the associated mechanism (cathode spot or surface streamers) to raise
the electron pressure, the gas may become hot in two different ways. In
Nz with just sufficient energy to heat the gas, turbulent electron mixing

produces a characteristic 25° conical jer. Practically all the stored

energy is transferred into the gap just before and just after this jet is
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produced, and the current trace indicates a total time compatible with the
energy relaxation time for the electrons (ven me/mn)-l. The gas is gradually
heated to temperatures estimated to be between 500 and 1000 °K. Ion-electron

interactions do not occur because of the low ion density obtained.

In 02 and in other electronegative gases, electrons are rapidly cap-
tured in the initial ionization events with the result that electron dif-
fusion is subdued and the electron pressure gradient emhanced. Filamentary

discharges are produced, and the stored charge goes into the gap in times

| .1

that are small compared to the energy relaxation time of the electrons.

In this case, there is a rapid electron population increase assoclated with

’

TrvYYTrwy

compression heating of the electrons by supersonic waves. Evidence of this
supersonic event has been reported. The gas becomes very hot as evidenced
by atomic radiation. In air,either filamentary or diffuse discharges are

possible, and in N2 it is possible to produce a filamentary hot discharge

by enhancing the electron pressure gradient using a small cathode protrusion.
Finally, a word must be said regarding the temperature of positive
streamers. These are not present in our uniform field discharges, but
Marode, Bastien and Bakker29 have computed the same neutral temperature
range as in our diffuse discharges (500-1000 °k) using the same basic
system of fluid equations. Furthermore, although there are basic differences
in the assumptions made, we believe that, regardless of the validity of
Marode's physical model, we may be actually providing experimental support
for his computations. The plasma in a streamer channel is basically the
same as in our diffuse discharges with the same molecular radiation, demnsity
ng ¥ 1015 cm-3 and temperature Te Y 2-4 eV. Marode considers a section of

a streamer that has bridged the discharge gap. There are no electrode effects,

and the applied electric field is not completely shielded in the plasma.
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Consequently, the temperature of the neutrals increases due to current
flow. This produces a low density core where enhanced ionization leads
to a large current increase that occurs after a delay of 60 to 120 nsec
and which depends on the initial current amplitude of the streamer. Axial
properties are considered homogeneous and the radial changes computed from
the conservation equations of mass, momentum and energy supplemented by
ideal gas laws and the inter-linking collision terms between the species.
The number density of electrons at the axis changes by over two orders of
magnitude between 40 and 94 nsec. But the radial electron velocity exceeds
the ion velocity significantly after only 40 nsec. Thus, a line scurce of
electrons which plavs the same role as our experimental cathode spot, may
be implicitly assumed. The inability of streamers to ignite combustible
propane-air mixtures can be easily explained by their small crossection.
A streamer has a large surface to volume ratio, and, just as in a nucleation
: problem, it cannot raise the temperature in a volume of quenching size.
Conversely, our diffuse sparks involve a much larger volume. The smaller
surface losses account for their good ability to produce ignitions at
3 just the self-ignition temperature ~ 500 %K. Clearly much more work is
required to study the transition from a small discharge, controlled by the

electrodes, to one in which electrodes play only a minor role.
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FIGURE LEGENDS

Figure 1. Current traces corresponding to discharges in N,, Air and 02.
Uniform field 2.00 mM gap. Top figure shows current pulse,
integral of the current with respect to time, and stored charge
value CV, All traces are preceded by a glow discharge.

Figure 2. (a) and (b) show the cathode spot and the luminosity associated r
with a discharge like that on Figure la. - e
(c) Discharge in 0y with a uniform field and associated with .
current traces like those in Figure lc.
(d) Discharge in Ny with a 25 um protrusion at the cathode.
The corresponding current trace is shown in Figure 3c.
(e) Streak picture of a 23 pF discharge in N;. Note luminosity ;
near the anode before the rapid onset of the electron waves. —
(f) Discharge in air using a cathode covered by a thin (v 10 um) [ J
dielectric coating of Polaroid fixer. -

ot oo 8 ok Mt

Figure 3. (a) and (b) Discharges in atomic gases. Note that because of o
the low breakdown voltage the capacitor does not completely I
discharge to the CV value. RS
(¢) Discharges in Np with a 25 um protrusion at the cathode. o
Because of the energy used the gas is hot and the capacitor

i discharges to the CV value (not shown) as in Figure la. The

corresponding luminosity is shown as Figure 2d.
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Introduction

According to this contract, it was intended to search for infrared

emissions generated by the passage of protons and other heavy ions

through atmospheric gases. The particles were to be delivered by a 2 MV

Van de Graaff accelerator. While the initial observations were to be -

made in the optical region, using apparatus in the Department of Physics, ;?

the intention was to have one or more representatives from the Air Force }“7.

Geophysical Laboratory collaborate with us in the later, infrared phases ;fi;

of the work. That collaboration was to include the use of AFGL apparatus ;fié‘
E

for the venture into the infrared region of the spectrum.

The Experiment

In order to carry out the experiments, a differentially-pumped gas Ejtf;

target chamber was constructed and mounted on one of the beam lines in

the Van de Graaff Laboratory. Some of the 1ight generated in the gas
when the particles went through went via a window into the entrance slit Z ‘
of an Interactive Technology high-resolution air spectrometer, equipped
with a grating blazed at 500 nm. At the exit of the spectrometer, a
photomultiplier tube detected the light, the intensity of which was con-
verted into an electrical signal in conventional manner. The signals

were recorded with a multichannel analyzer, with the stepping pulse to
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successive channels being provided by time. Since the particle beam was
quite steady, this was a satisfactory technique for the initial
experiments.

The wavelength range covered in these initial experiments extended
from 300 to 700 nm. We studied two different gases, N2 and 02. We used
several bombarding energies from 250 keV to 1 MeV, and also investigated
the separate effects of protons, diatomic hydrogen jons, and triatomic
hydrogen ions.

The grating we used was blazed at 500 nm, and this might explain

why our work up to 700 nm gave few signals at the longer wavelengths.

The region beyond 550 nm should be reexamined with a grating better RS
suited to the region of long wavelengths. It would then be possible to
gauge better whether a further excursion into the infrared would be ﬁiiz?
profitable. With such information, the direct participation of AFGL
personnel and equipment in the experiments would be worth pursuing.
Please note that a proposal has been submitted to AFGL to request

additional support for this work. ;;\;:

Results
Some of the results we obtained are presented in Figs. 1, 2, and 3.
Those figures make several conclusions clear, namely,
a) A number of interesting features were seen, particularly in the
case of nitrogen. From the nitrogen data, we could qualitatively infer

the relative combined effects of changing the type of incident particle

and the particle velocity. Thus, we tabulate the yield for the most
intense lines, normalized to the number of nucleons in the incident Hz+

beam:
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357.7 2.5 1 2.2
391.4 1.5 1 1.3
427.8 1.9 ] 1.4

[t appears from this that protons have a higher cross section than
either H2+ or H3+ for the excitation of these spectral lines. This is
somewhat surprising in light of the fact that the particle velocity,

relative to that of H+, is reduced by factors of 1.4 and 1.7 for H * and

2
H2+, respectively, and one would expect that slower particles would be
intrinsically more effective in generating excited states. Clearly
further - and more quantitative - work is needed to investigate this
dependence on particle type and velocity.

b) There is a substantial difference between the excitation cross
sections for nitrogen and oxygen, the former being by far the larger.
This may well account for the fact that little has been reported in the
literature on the excitation of oxygen by hydrogenic ions. Of course,

our work covered only one portion of the entire spectral range, and it

would be valuable to extend the observations, especially towards the

infrared.

c) Our resolving power, which is displayed in Fig. 2, was A
considerably better than that used in the several experiments reported V
in the literature. Thus, in a number of the regions seen in Fig. 1 to
show severe blending, it is possible for us to separate out the several : _,E
spectral features. Particular attention should be paid to the regions ?;éiza
near 388.4 and 405.9 nm, and further work to study those regions is s

indicated.
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d) The foregoing give a clear direction in which additional

experiments should go.

The Budget
A1l the funds provided under the contract were spent.

Respectfully submitted, Approved for the University:
o dir M /agriorr

tanley Bashkin Charles Peyt

Principal Investigator Associate Vice President, Research

February 6, 1985
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ABSTRACT

Certain configurations of spin-stabilized spacecraft consistently
develop a coning or nutating motion during the perigee burn. This motion
consists of sinusoidal oscillations about the pitch and yaw axes at the
same frequency, but with a 90° phase difference. The sloshing of liquid
fuel stores 1s suspected as a source of these nutations. The moving
liquid in its spherical containers has been modeled as an equivalent
pendulum, pivoted with the main body of the payload, and moving relative
to it in the rotating constraint. The equations of motion of the space-
craft with a compound pendulum system have been derived. Numerical solu-
tion is accomplished on the digital computer. Comparison is made to

flight test data of actual spacecraft.
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INTRODUCTION

Launchings of several of the STAR 48 Communication Satellites from
the Space Shuttle have consistently resulted in a nutating motion of the
spacecraft. Flight data from roll, spin, and yaw axis rate gyros indicate
a constant frequency, equal amplitude, sinusoidal oscillation about the
yaw and pitch axis. The vector combination of these two components of
vibration results in a coning motion of the satellite about its spin
axls. The vehicle is spin stabilized at launch, having a 1 rev/sec spin
velocity imparted to it.

After launching from the Shuttle, in the perigee phase of its orbit,
the satellite's power assist module (PAM) fires its thruster to establish
a geosynchronous earth orbit. It is this axial thrust that gives rise to
the coning which predominates after PAM-motor burnout. Consistently,
flight data from rate gyros indicates the steady-state coning and a 0.5 cps
small amplitude disturbance superimposed on the 1 rev/sec spin velocity.

Combustion instabilities in the PAM rocket motor were thought to be
the source of a side force which would induce the coning motion. In order
to investigate the presence of any such combustion instabilities, a STAR
48 motor was fired at the Engine Test Facility, AEDC, Arnold AFS. A test
rig having lateral and axial load cells was utilized, and the rig allowed
the PAM to be spun at 1 rev/sec during the firing. A spectral analysis
was completed of the resulting load cell records obtained during firing.
The test results indicated no significant forces at the required frequency
(one-half cycle per second) and it was concluded that combustion insta-
bilities could not be the source of moments about the principal axes of

the spacecraft causing coning motion.
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A preliminary analysis of the payload (the communication satellite)
was completed indicating that a 55 ft-1lb external moment at one-half cycle/
sec would sustain the coning motion. It was suspected that sloshing motion

of liquid stored in the vehicle is the mechanism for creating and sustain-

ing the nutation of the spacecraft. Previous work in modeling of sloshing
fluids {1,2]* indicated that equivalent solid pendulum systems could be

found to represent the periodic motion of the fluid in the container.

THEORY

This investigation has been initiated in order to study the general

problem of the dynamic effects of moving parts on the motion of a spin-

stabilized spacecraft. The problem has been formulated from various points
of view by Roberson [3], Grubin [4]. Kane and Sobala (5], and Edwards and
Kaplan [6]. Roberson modeled a rigid main body with an arbitrary number of
moving components. He chose the composite center of mass of the system as
the reference point. This formulation resulted in time varying moments of
inertia and a moving reference point. Grubin avoided this problem by
choosing the vehicle center of mass as the reference point. He could
easily identify the instantaneous position of the moving mass with reference
to the vehicle. Kane and Sobala investigated the problem of attitude
control through controlled motion of an internal mass in the spacecraft.
Edwards and Kaplan studied the detumbling of a spacecraft by the programmed
motion of a movable internal mass. The equations of motion of the space-

craft were derived with the origin of a coordinate set fixed in the principal

* .
Numbers in brackets designate references. e g
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coordinates of the main mass of the spacecraft. Thus, a fixed reference
point was defined at the body center of mass and the instantaneous position
of the movable mass was defined relative to the main mass. This is the
approach taken here in this present study.

Let a satellite with some even number of semi-spherical fuel tanks be
represented as shown in Figure 1. The sloshing fuel can be represented in
this first approximation as a spherical pendulum with some equivalent mass
oscillating, at some identifiable radius {1,2]. The reference frames
X1X2X3, 318283, and (nln2n3)1 are inertial and body coordinates fixed to
the main body and pendulum respectively. The equations of motion were
derived using both D'Alembert's Form of Lagrange's Equations (also known
as Kane's equations, [7]) and a Lagrangian formulation. These two dif-
ferent formulations provide a check on the equations of motion because of
their differences in form. Kane's equations are much simpler to formulate
than the classical Lagrangian approach because of the differentiations
needed in the Lagrangian formulation.

The two methods can be summarized for this problem by the results

which follow.

1. General Derivations

For Kane's equations,

Fr + Fr* =0 r=1, ..., n

F* = (F %) + (Fr*)mi r=1, ..., n degrees of freedom
(F ) = ve, * ¥+ o T¥ r=1, ..., n

(Fr*)mi = !ﬁr . Fmi* r=1, ..., n

qr ¢ generalized coordinate




v i } i
-

B (ROLL)
P RERAERS
g ;
‘—”’,J'"21 :
E : 1 (YAW)
}
2 X_3 -
s SR
- I KRR
L | o
s By (PITCH) |
- e
ﬁ X2 [ \
-~ o |
b ;] \\\ I
h e~
>~ e
X X3 =~ s ~~:.._
62 1 .’- N
B3 03 62 ?fi'

B -~
Fig. 1. Model of spacecraft with spherical pendulum. Ca

5-6

", N - ", N .
- e . ~ - - -
- v T - %
- - - - -
. o - FL I - -t . -
" PR o o, -




Ty e g -
DA A A .~ SRR i i el Ak s Al e B

g velocity vector

l-
w 2 angular velocity vector
q 2 first derived coordinate with respect to time
A v
Ve & —=g—
—qr aqr
. A Sw
=qr 34r
* .
Lo e -
A -—-h-;.i
MB = mass of main body ] i
A RN
ag acceleration of main body >"f:]
RB RN
* > RB L RB R B ,d S
T ILrw + (L W) x w - 13 S
A S0
I = inertia temsor Rt
LI
* Tm e
Far =7 2y

.

mi g mass of pendulum i

\
a , ® acceleration of mi
—mi

Fr g generalized active force

R B R mi
=g . (TT) + ﬁﬁr T I

= " - +
(Fryy Y4r (E. + Ep) Tni

EG & gravitational force vector

\
ET = thrust vector

lmi = spring and damper torque vector i on mi

I 2 thrust torque vector

R:B # angular velocity of body B in the inertial frame
S:mi & angular velocity of body mi in the inertial frame

For the Lagrangian formulation:

d X K
ac -.Tl:i? ar Fr r 1, ..., n




K é kinetic energy

N
1R B R B 12 1
Kegw sl vy Lamlug * vy + 7MY " Y
A
v_. = velocity of mass mi
—mi

Y6 £ velocity of main body mass center
The generalized coordinates chosen to describe the position of the

system were (see Figure 1),

X)9X,sXq = cartesion location of main body mass center

61,62,63 - angles for the orientation of the main body relative
to X X X4

ai.Bi - angles for the orientation of mi relative to the main
body B,B,B,

The system has n = 6 + 2N degrees of freedom where,

N é number of spherical pendulums

n g degrees of freedom.

2. Definition of Variables and Parameters

The equation variables and parameters;

a, = cos'31 cose3 - sinel sinez sine3
aj, I- sin9l cose2

3, = cosel sin83 + sine1 sinGz cose3
a5 H sine1 cose3 + cose1 sine2 sin63
ay, z cose1 cose2

a,3 E sine1 sine3 - cose1 sin82 cose3

e

IR
. .




aj = - coscz sin93
ay, * sin62
a3y ® cosez cos@3
£, I cosa,
c12 = sino.i
Li Z - L, sina, cosB
1 i i i
Li Z L, cosa, cosf
2 i i i
1.
L3 = Li sinBi
Li = pendulum length
i i
£,
attachment point
Y1 T
uy =3y
Y3 7 213
uy 2y
us T 3y
ug * 323
up T ay
ug = 33
ug = 333

upg = (r3 + Lyag, - (ry + 1y)ay,

sin® = snd cosb = csb

,r§ = distance from main body mass center to pendulum
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upp (7 +Lpagy - (T3 4 Lyday,

upp 3 (5, # Lyagy = (1) +1)ay,

ujg I - (!'2 + Lz)sne3

I = (r1 + Ll)sne3 - (r3 + L3)c563

uyg z (r2 + Lz)cse3

u16 = r3 + L3

up7 50

uig T - (r1 + Ll)

uig = F3ty2

up - It

uyp T Llafyr T Mt

up F ol

U3 =l

uy =0

RwlB = 8y ay) + 6, csoy R“lmi “u By
szB Eél a5, + é3 Rmzmi - RwZB + étlz
ijs 3 agy 8, snd, R“ami Rm3B +a
e = éléz ay, SNy - é1é3 a3 - ézé3 sng,

e, H éléz cse2

ey * 88, agy csby + 88y a5 + 0,05 cs9,
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dp = - (g8 * g + 11383) = (116 + Thowy + 1)5wy)
+ I, wow, + I, w + 1 z_ (1 + I 2 + 1 Wa)
12%1%3 7 T22%2%3 T tas¥s 134192 7 t23%2 33%2%3
dy = - (11,8 * Ip58) + 15383) = (I1u) + Tppwy + 1p30,)
+ 1 2 + 1 w, + L.t - (1 + 1 +1 2)
13*1 23919 ¥ T3guwy = (Tgupwy + Towgug + 1) quy
dy == (1148 * 138y + 13483) = (T1qw) + Lyquy + T350y)
+ 1 W + 1 2 + 1 - (I 2 + I w, + 1 )
11712 12*2 13¥2%3 12*1 22¥1%2 23*1%3

By 2 (g ¥ lydey - (ry + Lydeg + Ly (B(rp) + £),03) - aw))

))+wwr-fl(u‘2+w2

- LyBleppu - )0 19252 2 3) )

2 2 mi
+ ~1¢3r3 + (u)lmzL2 - Ll(uu2 +w3 ) + mlsza)

—Z(wzr -wl..’)-‘l::

372 1 .
The superscript mi denotes the angular velocity used in the brackets must L
pe R otherwise N.B. ';ﬂixfu
82 z (rl + I.l)e3 - (l‘3 + L3)e1 + LI(B(Clzwl - tllwz)) PP
- L (e, -t )+ du) +own T, - £ (w2 4 w.2) :
3058 7 By ) *gigty m mplep oy k
2 2 ni
Foagty P (gugly - LGy w) +wuly)
-2 (w3r1 - w1r3) - T,
-
1
.": ,- 4
’ [
AR IRE I
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By = (ry +Lyey - (r) +Le, + Ly(B(t); = £1owy) + oy et
:‘ ~ L (é(E + ot w,) - &u ) + wyw,r, - r. (w 2 + w 2) R -
- 1 12 1173 1 17371 371 2 B
: 2, 2 mi e
+ »2n3r2 + (u1w3L1 - L3(w1 + wy ) + wszLz) .
- Z(er2 - wzrl) - r3
L gravitational constant
Fl’FZ'F3 Z thrust force components in 818283 reference frame
TI’TZ'T3 Z thrust moment components in 818283 reference frame

K .D1 = spring and damping coefficients with respect to a
coordinate

K.,D, = spring and damping coefficients with respect to B
coordinate

? Motion Equations

Using both Kane's formulation (A) and Lagrangian formulation (B), the

equations of motion were formulated as,

i (- M- C 1% +[0] %+ [0] &,
* 1= pyluguyg +uguyy +uguppll 8 :
+ 1= Tpglugugy ¥uguy *ouguysll 8, :
+ 0= Gy luguyg + ugu 1] 8y i U
+ = Dgglugugg + uqugg + uuy 11 3 é: ii
Voo
+ (= I luguy, + u2u23]] &i P
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R a2 W iy 'H"V'*v*,rr o ‘.-‘"_’.a‘,.v_"mxv- R R T ——

+ [~ [uIBl + u2

B2 + u383]] + auF1 + alez + a13F3

[x1 + x2 + x3 13/2
(013, + [- M - T, 1%, + [0}, C
+ (= Ipgluguyg +uguyy +uguy,ll 6y R
* U g luguyy ¥ ouguy, + uguygll ) v
+ 1= Dpyluguyg + ugupgll 6y
* 1= Spiluguyg + uguyg + uguy) 11 8y

- 5 ~
+ 1= Iy lugugy +uguysll &
+ (- L [u481 + uSB + "615]] + 321F1 + a22F2 + a23F3
KCXZ ,
- T3 2 7} (2)
[x1 + x2 Xy 13/2

(0]%, + (0]%, + [- M - zm11§3 + [0) él

: + 1= Iy luguy g+ uguy, +uguygll 9,
[
! + [~z [u7u16 +u u18]] 8

+ (- C [u u19 uglyg + u u21]] B
|- .

+ o[- Sy luqupy + uguysll o)

[~ ZgilusBy + ugBy + ugBy)] + ay F) + a ) F) + aj,Fy

SO s
+
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u

1074

+ = gy (uyquy +

2

+ U= 18y

2153333345 -

'mi(ulo +u

_ A
+ [ Illa3lcs“

1233325n63 -

- CpilUyo¥ys *

+ (- T35 -

oy
A

nil¥10%16 *

+ [~

. “mil%10Y19 *

+ (- :mi[u

+ [- T [u B, +

1071

+ dla31

+ dza32

x32]3/2

Yoty YUY t

(u u, +u

112 +
;s -

L3325
Y1 *

12835 =

w022 *

+ d.a

=0

u)puqll %)

u

1145 * uppugdll X,

U * uppug) 1l X5

21 21

12231332 ~

2
Iy33337]

2
401 8
112a32c393 - I,.(a

sn83]

upg¥ g5l éz
123333

vy ugl] 8y
u11tgg * Uygugy 1] E
uyyup3l) &1

up By + uppBall

+a, T, +a

3733 3171 3272
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13891233 ~

137733

15233,

cse3 + a

T, + a,..T

3373

3)

snej)

=0
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+ [- L

+

-
m(®13%1 ¥
milU13% *

Tpilupgyy *

VAV I

0L Bt Bt S i SIS 4

u15u3]] X

u. +u

Uy4Ys 15911 ¥,

ujug * upsugll X5

cvrerevveeRey

S e IR ER T TR,

+ (- Ij a5 883 = I))agcsy = 14(35408; + aysn6,)
- Iy333,sn0; - I33a559n8,
ZoilU13%10 * Y1491 ¥ Y1st1g)! 5
+ [-1 c526 - 2I_.csf.snb, - I snzé
11°% %3 1368939093 — I3350 5

O L DA
+ [- 112c583 - Iz3sn83 ~ (u13 16 " 15“18)] 63
4 [m T Tuygupg + up 0,0 + upsup 1) By
+ 1= Tpgluygugy +ugup5ll oy
+ [_" [1Bl+u1B +u1533]]
+ dlcse3 + d3sn83 + Tlcse3 + T33n83 =0 (5)

(- Zpilugeuy * uig¥sll %y

+ 1= Tpylugeuy * ugusll %o
* = Iy lugguy + ujgugll ¥y
*+ [- Lpag) = Ippagy = Ip3agy = Inlugeuyp + vigtial!] 5
+ [~ Ilzcsa3 - 1235n63 [u16 13t 18u15]] 52

PGSR W W VA VLA S, WA WA S

AP WO T W ST Wil WAl Wl ¥
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TR e we— T A Zhat-a 0 o & ten i e doie s

2 2. .
* =Ty - Loy lug” +ugtll 8y

+ [ Ipy wupguyg Fupguy 1] B

*+ 1= Ty lupgupyll g

* 0= Ly TupgBy * ugBsll +dy + T, =0 (6) o]
(- mi [ujqu) + upquy + uyugll X J

+ (=i (uyqu, +upqug + uyucll X

+ (=i [u)guy + uppug + uyjugll x5

+ [ mi fu)qu)p + upgupy + upugpll 8

+ [=mi fujguy g+ upquy + Uy 51l 6

5

+ (-l {ujgue +uyugll By

2 2 2 “@
+ [- mi [u19 tuyy tuyy 1 Bi

3

+ (0] ap + (- mi [u) B + uy0By + uy Bol] = (ky(B - Bp)

+ Dzé) =0 %))

(- mi [u22u1 + u23u2]] il

+ [- mi [u22u4 + u23u5]) *2
+ (- mi [uzzu7 + u23u8]] §3
+ L=t Qugpuig + upuy 11 8

+ [- o fupyupq +uy5u,1] 8,
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+

A gaulh 4

+ [~ mi [UZZBl +u

Equations (7) and (8) occur for each pendulum.

The equations of motion can be expressed in state variable form as,

ST | Y7
Y2 ¢ él g
Y37 % Y9
Yy ® *2 Y10
Y5 = %3 1
Ve = ;3 Y12

r] 00. .. ]

0010. ..

000010. .

. i

The left hand side matrix is symmetric and a set of 2(6 + 2N) nonlinear

equations come about from the formulation and can be solved by various

22%1611 &3

2 2 ..
{- mi [u22 + us3 11 a

2352]] - (kj(a = ay)

AaREACHA AN et R At IR IR SRR Al A A R A A e At et iy

13 = 8 Yon-3 = Ba
i = By Y2a-2 én
Y15 = % YoN-1 = %
Y16 = &1 Y ~ &n
- ry21
v
v
3L 9

3, D,&) = 0 (8)
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numerical schemes.

Rocket motor thrust properties were modeled using a cubic spline fit
of data supplied from the manufacturer. The curve fit is shown in Figure
2. These data provide the ¥ and T thrust force and thrust torque terms
of Equations (1) through (8). Spacecraft inertial data required in the

motion equations is shown in Figure 3.

SOLUTION

1. Numerical Solution of Equations of Motion

An arbitrary initial state of the free surface fluid was set and the
thrust data of the Power Assist Module, as shown in Figure 2, was applied
to the structure. The digital computer solution of Equations (1) through
(8) yielded roll, pitch, and yaw rates versus time as shown in Figure 4.
As time advances into the burn phase, the pitch and yaw oscillations
begin. With continued thrusting, the small amplitude 0.5 Hz variation in
the 1 rev/sec spin velocity is seen to appear. With the completion of the
ninety second booster thrust, the approximate equal amplitude, quarter
cycle phase shifted oscillations about the pitch and about the yaw axis is
sustained. This is the physical manefestation of the coning mode of the
spacecraft.

Considerable study is needed to find an efficient algorithm to accom-
plish the numerical quadrature of the motion equations. This set of
nonlinear, coupled differential equations possesses a time varying Jacobian

and shows traits of systems with stiff coefficient matrices.

2. Flight Test Data
Figure 5 shows the flight test data from roll, pitch, and yaw rate

gyros of the RCA-C' vehicle thrust phase. Approximately ten seconds before -,; C:f}
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burnout, the onset of coning motion is evident. At burnout, the half-cycle/
sec. variation in spin velocity is now sustained. The results of analysis
have shown that the initial state of the sloshing liquid markedly affects

the steady state oscillations in roll rate. Close examination of Figure 5

shows some beating superimposed on the coning motion, having a period of
about 20 seconds. This is borne out from analysis. It is again evident
from the numerical solution that the initial state of the fluid affects

the magnitude and frequency of the beat phenomenon just mentioned.

The implication of the effect of the fluid stores initial state is

.ﬂ an interesting research question. Study of varying initial conditions

could yield the knowledge that one particular induced state of the fluid
could yield reduced coning motion. The controlled sloshing state of the
fluid produces challenging opportunities to optimally control the space-

craft attitude.

PROPOSED RESEARCH

The next topic which should be investigated after modeling the system
dynamics is the control of the vehicle to reduce or eliminate the coning
without expending large amounts of station keeping fuel. This can be
studied by formulating and solving an optimal control problem which mini-
mizes the fuel expended by the vehicle subject to thrust constraints.
This is known as a nonlinear two point boundary value problem.

An alternative control scheme would use the fluid on board as a
control mass to minimize the deviation from the desired state of spin by
solving the nonlinear two point boundary value problem.

This type of optimal control would provide a baseline from which to

determine how closely other control laws perform. These controls are not
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practical to implement because they are not in so-called feedback form. A
more practical control law would be generated by linearizing the system
and control equations and solving the linear regulator problem. This con-

sists of minimizing a functional containing the state and control variables.

This cu...rol law is in feedback form and linear in the system states but
will be time varying. A drawback lies in the fact that all the state

variables must be known. This is not feasible in this system because only

the location relative to the earth and the roll, pitch, and yaw signals
can be obtained for control purposes. This problem may be overcome by
using an observer or state estimator to estimate the unknown states.

The solution to the linear regulator problem combined with the state
estimator gives a linear feedback control law which minimizes the devia-~
tions from the desired state with minimal control affort. Control per-
formance of the linear feedback controller can then be compared to the
solution of the nonlinear two point boundary value problem (NLTPBVP)
because the system is inherently nonlinear.

The study proposed requires the solution of a large number of ordinary
differential equations which can seriously overload many computers. Previous

work done with ISU's AS/6 mainframe proved to be marginal and a faster

machine would be more ideal to solve the NLTPBVP.
In summary the proposed research would,
1) Solve a NLTPBVP using the on board thrusters as
control variables.

2) Solve a NLTPBVP using the fuel as a control mass.

3) Solve the linear regulator problem using the on

e

e

board thrusters as control variables.
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4) Solve the linear regulator problem using the fuel as
a control mass.

5) Develop a state estimator,

6) Compare the performance of the linear regulator with

state estimator to the NLTPBVP solution.
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0BJECTIVE

The objective both proposed and attained in this project was to
investigate the relationship between surface potential changes, including
free surface charge accumulation, and laser induced damage on a wide
variety of optical surfaces. This is the first such investigation
relating surface potential and laser damage. The Kelvin technique
for surface potential measurement was adapted from work in other areas
of surface science. Unanticipated results were found for dielectric
materials where extensive surface charging followed by a slow decay
was observed. A detailed account of our experimental findings is presen-

ted in Appendix I.

SCOPE OF WORK

A1l the experimental work was completed during the one year grant
period and one technical conference presentation was made. After the
termination date of the grant, work continued on a second conference
presentation and two written papers for the respective conference proce-
edings. These contributions are Tisted in the following section. The
more detailed of these two papers serves as the technical report on

this work and is attached as Appendix I.

Conferences and Publications

Conference Presentations:
“Surface Potential as a Laser Damage Diagnostic,” 16th ASTM Laser
Damage Symposium, Boulder CO, QOctober 1984.
"Surface Potential as a Laser Damage Diagnostic," Southwest Conference

on Optics, Albuquerque, N.M., March 1985.
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t Publications:
M. F. Becker, J. A. Kardach, A. F. Stewart, and A. H. Guenther, “Surface

& Potential as a Laser Damage Diagnostic," 16th ASTM Laser Laser Damage

Symposium, NBS Special Publication, Boulder CO, 1985.
M. F. Becker, J. A. Kardach, A. F. Stewart, and A. H. Guenther, "Surface

Potential as a Laser Damage Diagnostic," Proceedings of the Southwest

Conference on Optics, SPIE, Bellingham WA, 1985.
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Appendix I

’
Surface Potential as a Laser Damage Diagnostic
M. F. Becker

Electrical and Computer Engineering Department
The University of Texas
. Austin, TX 78712

J. A. Kardach, A. F. Stewart, and A. H. Guenther

Atr force Weapons Laboratory
Kirtland, NM 87117

We investigated the relationship between surface potential changes and N-on-1 laser
surface damage on a wide range of materials. The surface potential or work function dif-
ference was measured as a function of position by a small non-contacting Kelvin type probe.
This design and operation of the probe is described. Using this probe, the change in
surface potentia) due to laser irradiation was mapped with 8 ~l mm resolution. Although
no consistent pre-damage changes in potential were observed, a1l larger damage features
had surface potential changes associated with them. The insulating materials studied,
fluoride and oxide thin films, bare fused silice and magnesium fluoride substrates, all
showed the accumulation of negative charge fn areas more than ten times larger in diameter
than the laser beam spot or damage area. This initia) charge was observed to decay on

- the time scale of hours to a Tower fixed value of potential associated with permanent
damage to the surface.

Key words: Taser damage, N-on-1 damage, surface potential, contact potential, work function,
surface charge, charge decay.

1. Introduction

This is the first reported study of the relationship between surface potential and laser induced
damage of fasulating and semiconducting optical materials, and the first such study for metals damaged
at wavelengths shorter than 10.6 microns {1]. By surface potential we simply mean the difference
in work functions or the contact potential between two materials. Usually one materfal is employed
as a reference; stainless steel was used in this study. Surface potential {s related to a number
of material surface properties which may be of interest in the study of laser damage. For metals
and semiconductors, surface potential is sensitive to band bending at the surface which can be related
to surface preparation procedures, fixed surface states, or adsorbates. For dielectric materials,
surface potential is sensitive to these same effects as well as to fixed charge either in the form
of surface or volume charge distributions or even permanent electric dipole states.

Our interest in surface potential was aroused by ow: previous experiments utilizing charge
emission into vacuum as a diagnostic for the onset of laser damage or more importantly as a precursor
to laser induced damage [2-4). Although no charge emission was observed prior to damage in N-on-1
tests for silicon and ThFg thin films fn these earlier experiments, all other materials, inctuding
copper mirrors and several types of oxide thin films, showed charge emission at fluences as low
as 1/20 of the l-on-1 damage threshold. The copper mirrors exhibited a reduction of emission for
repeated shots to the same site (N-on-1) as one would expect in a condttioning or cleaning effect.

To further complfcate the situation, all of these materials showed either accumulatiop or hardening
in N-on-] tests. The idea of a non-contacting charge sensitive technique which could measure changes
in the surface state of a sample appeared an attractive method to study these N-on-1 effects.

Previously, Porteus, et al. [1] used Auger electron imaging as a qualitative measure of laser
induced changes in work function. In our experiments we have applied a different technique which
is capable of giving spatially resolved quantitative maps of surface potential over the region in
and sround the laser interaction area. This technique utilizes what is known as a Kelvin probe
or the Kelvin method to measure surface potential without making physical contact with the surface,
and as such fs also non-intrusive.

In this paper we first describe the Kelvin probe apparatus used in our experiments as well
as the other diagnostics. The sample set was chosen to include a wide variety of optical materfal
classes, including copper mirrors, silicon crystals, dielectric thin films and bare dielectric
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substrates. After the experimental samples and clesning procedures are described, data taken by
the Kelvin probe from s series of N-on-1 experiments wil) De presented. Finally, the implications
of these mpasurements for the understanding of laser induced damage will be discussed.

2. Experimental
2.1 Kelvin Probe

The Kelvin method for measuring surface potential 1s essentially one of adjusting the dc voltage

on the test capacitor formed by the sample surface end the reference electrode so as to null out

ac variations in the capacitor voltage caused by physically dithering the reference electrode. in

these experiments, we used a feedback technique which would adjust the dc voltage for an ac null
) automatically [5,6]. The probe assembly is shown in figure 1. The probe electrode tip 1s 1 me
in diameter and is on a carrier which may be positioned over the laser beam axis and adjusted in
spacing from the sample or may be withdrawn when laser irradistion takes place. The sample location
is also mechanically controlled in order to position it to new irradiation sites and to scan the
sample under the probe in a raster pattern for measuring surface potential contours. Typical raster
scans were squares of either 5 mn or 10 mm on a side. Dats points were taken at 0.25 mm intervals
on each row while the scan rows were separated by 0.25 mm for the small squares and O.5em for the
9 large squares. The scan rate of the stepper motors was the chief factor limiting data acquisition
speed. A magnetic drive fs used to dither the probe at 88 Hz with a pesk-to-pesk amplitude of 0.1
wm, It requires a drive signal at 44 Hz of about S M.

i In operation, the probe tip is placed so that its closest approach to the sample surface is
about 25 um as viewed by a Tong working distance Questar microscope with a CCTVY system. This view

is shown in figure 2. Since the capacitance between the probe and a grounded sample is about 0.1

pF and the capacitance with a dielectric sample 9.5 mm thick backed by a ground plane s considerably
less, eliminating stray capacitance was crucial [7.8]. To do this we mounted a low input capacitance
electrometer op-amp directly to the end of the probe arm. Other metallic objects were kept as far
away as possible from the oscillating probe tip. As a result, the probe sensitivity to surface
potentia) changes was less than 10 m¥. This level is also of the same order as the noise level

and the reproducibility of the measurements.

The feeddack circuit used to automatically adjust the probe dc voltage to be equal to the surface
potential s shown in figure 3. The preamp has an ac voltage gain of 11 while the lock-in amplifier
1s adjusted for the maximum gain possible without oscillation with a 0.3 sec damping time. The
dc output of the lock-in is fed back through a high impedance path to supply the surface potential
to the probe. The dc output is also read by a digital voltmeter which was interfaced to the laboratory
mint-computer used for automatic data reduction. Only the critical adjustment of setting the probe
height above the sample surface was done manually. The probe was always scanned over the unirradiated
site to obtain a background potential map which was later subtracted from the data to obtain the
laser produced change in surface potential. The probe was next removed, the sample irradiated,
and the probe returned to scan for the data. Sequences of scans over time could also be programmed
in order to monitor the time decay of laser induced effects. The time needed to scan & 10 mm square
was 16 minutes, and about half that for the 5 sm square.

2.2 Dlagmostics

The optical and diagnostic layout is shown in figure 4. The fundamental 1.06 um wavelength
of a Molectron Q-switched Nd:YAG laser was used at a rep rate of 10 Hz. It was focused on the sample
with 8 2 m foca) length lens. Time and space profiles were checked regularly. The pulse length
was 18 ns FWHM, and the focused spot was typically 0.39 mm {n diameter at the 1/e< points. The
beam was scanned in both the vertical and horizontal directions with a narrow slit at the focal
plane. An electromechanical shutter was used by the computer to control the irradiations. Pulse
energy for every shot was recorded and statistics were computed. The standard deviation in pulse
energies for 10 to 100 pulses was typicaily IS or less and never greater than 3%.

After a sequence of sites had been tested on a sample it was examined under a Nomarski microscope
to determine the corresponding damage morphology. Although exact damage thresholds were not measured,
data was generaily taken at f?ucncu between 1/2 snd 2 times threshold with an exposure of 10 or
more pulses in order to attempt to observe pre-threshold 3s well as permanent damaging effects.

2.3 Samples

The sample set consisted of OFHC diamond turned copper mirrors, single crystal [111] silicon
substrates, MgF2 half wave {(at 1.06 um) thin films on fysed silica, Hf02 half wave thin films on
fused silica, ThFy half wave thin films on fused silica, bare oriented crystalline MgFy substrates,
crystalline quartz and bare fused silica substrates. The silicon and fused silica substrates used -
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in this study were fabricated using the contro)led grinding technique. Total mtegrxted scattering
(TIS) measurements on witness samples indicated an average surface roughness of 5:2 A RMS for both
substrate types. TIS measurements were repeated on fused silica witness substrates after film deposi-
tion. .The messured surface roughness of half wave Hf0, films on fused stlica was found to be

5:1.5 A . In contrast, half wave ngri films on fused silica were found to have an average roughness
of 10:1.5 A RMS. In subsequent examination of these samples under the Nomarski microscope, only

the MgF2 films were observed to have a definite microstructure and a “parquet tiled” appearance
resulting presumadly from columnar growth.

The cleaning procedure did not require touching the sample surfaces with any soltd object.
The samples were cleaned in a photoresist spinner with defonized water and high purity acetone and
. blown off with dry nitrogen. The dielectric samples were pre-cleaned by spinning on a collodion
- layer and subsequently Tifting it off to remove any tenaciously held particulates.

3. Experimental Data

In this section, we present a selection of typical data obtained by the Kelvin probe and correla-
tions with microscopically observed damage morphology.

3.1 Dielectric thin films

Figures 5 and 6 1llustrate the two graphic formats we used for data presentation. Figure §
is a three dimensiona) projection plot of the potential change with a small, unscaled contour plot
below, and figure 6 1s a full size contour plot, The large contour plots and the raw data arrays
were used to extract al) numerical data since small changes in surface potential were readily apparent.
However, the three dimensional projections are more easily viewed, especially when the change in
potential is in an upward direction. For this reason, we show only projection plots in the remainder
of this paper with their potential axis polarities oriented such that the change in potential at
the damage site is always upwards.

The data in figures 5 and 6 is for an MgFa thin film irradisted with 10 pulses at 69 J/cm?,
It is representative of al) the thin films stusied in these experiments. Note that the observed
potential change is negative for this sample. Subsequent microscopic examination showed large scale
damage covering the entire beam footprint. The profile of the change in surface potential was &

to 6 mm in diameter with & magnitude of nearly half a volt. This diameter is distinctly larger

than both the laser spot and the resolution of the Kelvin probe. In additfon, all large scale damag-
ing events were detected by a similar potential change. No potential changes were detected when

laser damage was not observed. In these N-on-1 experiments, small damage pits were observed only

on the HfQ, film. About 50X of these sma)) damage sites were detected by the Kelvin probe as small
changes in surface potential, while the remaining sites resulted in no observable change. The surface
potential change on these thin film samples was observed to decay with time. This effect and its
relation to surface charge will be discussed in a later section.

3.2 Conductors

The surface potentia) changes on damaged silicon and copper, although similar to each other
in diameter and magnitude, were opposite in polarity. In fact, copper was the only material that
showed 3 gositive surface potentfal change when damaged. (Bare MgFp substrates also showed & positive
potential change but only when bulk cracking was created by exit surface damage.) A typical surface
potential plot for single crystal silicon is shown in figure 7, The object to the left in the field
is the adjacent, previous damage site.

For silicon, not &1l microscopically observed surface damage could be detected by the Kelvin
probe. When pits were formed, indicating a more severe degree of damage, the potential changed
as shown in figure 7. However, when only melting and resolidification occurred with the accompanying
formation of ripples or ridges, no change in surface potential could be observed. No pre-damage
changes in surface potential were ever detected.

The OFHC diamond turned copper was always observed to damage by melt pit formation, and these
pits were detected by their accompanying changes in surface potentfal. As for the silicon, the
observed diameter was Timited by the 1 mm resolution of the Kelvin probe tip. One case of pre-damage
change in the surface potential was observed for copper. In three other cases near the threshold
fluence where no observable surface damage occurred, no surface potential change could be detected.

The surface potential change for the conductive samples was found to be constant and reprod-
ucable over time. In this case, no decaying component was observed as was for the dielecgric samples.
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3.2 Bare dielectric substrates

The bare dielectric substrates seemed to be more unpredictable in their behavior. Experime-
ntal difficulty was experienced due to their tendency to damage on the exit surface. In N-on-1 .
experiments for large enough N, damage would propagate from' the rear to the front surface before
surface damage was injtiated on the front surface. Experiments were thus limited to less than 10-20
pulses per site.

A typical potential contour plot for bare Si02 1s shown in figure 8. Both fused silica and
the polycrystalline MgF; substrates showed similar behavior. The surface potential change was 4
to 6 mm in diameter but smaller in magnitude than for the thin films. The Kelvin probe notse level
seemed to increase in the vicinity of the dumage sites.

Microscopy of the damsge sites on the bare substrates showed less distinct damage features
which resembled surface erosion. Larger diameter surface damage sites were detected by the Kelvin
prode while several smaller diameter damage sites and all undamaged sites showed no surface potential
change. These surface potential changes were observed to decay with time just like those for the
thin film samples, and will be discussed later.

The lgF; substrates showed unusual behavior when a crack from the rear surface propagated to
the front. The arrival of the crack at the front surface would be accompanied by a sudden strong
positive change in the surface potential. This change may be associated with the piezoelectric
properties of the material or with the exoemission of electrons from the crack which leaves the
substrate positively charged [9].

4. Discussion
4.1 Surface charge density

One of the most Jnteresting and unexpected findings in these experiments was the significance
of surface charge effects on the dielectric samples. First it wil) be necessary to relate the surface
potential measurements to surface charge density. In measuring contact potential as between two
conducting samples, the Kelvin probe separation from the surface does not affect the potentfal differ-
ence so long as the increase in distance can be compensated for by an increase in the gain in the
feedback loop. The case of free charge on the surface of a dielectric material is entirely different.
It resembles very closely the case of fixed charge in a Shottky or MOS device. The potential required
to place an equal and opposite charge on the probe tip is now dependent on the tip to surface distance.
The surface potential is related to the surface charge density (ignoring fringing field effects)
by the parallel plate capacitor formula:

Qg/A = €qV/d (1)

where Qg is the total surface charge under the probe, V is the surface potential, and d is thi mean
probe height over the surface. Typically, d was 70 m so that a charge density of 1.26 x 10-11 C/cm?
per volt of potential change was measured in these experiments. As an example, a spot 4 mm in diameter
with a potential change of 0.1 V would represent about 1.3 x 106 negative charges. A rather large
amount of charge is spread from the 1/3 mm diameter laser damage site to a distance of several mm.

Closer analysis of the surface potential contour maps reveals that the effect is even more
widespread. The shape of the potential change peak is flat topped with a sharp drop at a diameter
of 4 to 6 mm. The drop is not to zero however, since there is about 10% rematning change in surface
potential which decreases slowly with distance for another several sm. This might lead an investi-
gator to rethink the problem of site spacing for laser damage experiments on dielectric samples.

The charge related effects of a damaging event extend across the sample surface much further than
would be expected from either the observed damage morphology or even the incident beam diameter.

4.2 Charge decay

Detailed measurements of the surface potential decay as a function of time were made on the
Hf02 thin film and on the MgFp bare substrate. The results for the two were similar and the thin
film data will be presented in detail.

Figures 9a-c show selected surface potential maps of the damage site at t=0, 1 hour, end 2
hours respectively. Note that each scan took about 16 min so that there was an initial delay of R
8 min to scan to the beam center. Subsequent scans of the center were spaced by intervals equal
to the scan time plus a programmed inter-scan delay time.




In figure 9, the potential change 1s observed to decay without significant migration of the
charge. Presumably recombination, not diffusion, is responsible for the decay. It ts not certain
whether the recombination charge comes from the afir or the material, however, these sites could
be discharged artificially with atrborne charge by using & static charge gun or by creating another
charge cloud from a nearby laser damage site. .

The decay of the surface potential peak values obtained from the scans shown in figure 9 is
plotted in figure 10. From the simple linear graph, we infer a single exponential decay process
with a time constant of 62 min. The decay asymptote is not zero potential change. There {s permanent
damage, and some fixed change is expecied. In this case the fixed part of the potential change
is -25 mV as compared to the initial peak of -100 mV. As indicated previously, similar data was
obtained for the MgFz bare substrate for which a 30 min time constant was observed.

4.3 Conductors

Obviously no such free charge effects will be observed for conductive samples. An earlier
study using Auger analysis of damage sites on OFHC copper surfaces demonstrated the effects of surface
shape changes ?pit formation) on the work function [1]. MWe also observed these effects on copper
with 1.06 um illumination. There is no way of telling if the sign of the change observed by the
authors of reference (1] matches that measured by the Kelvin probe since they used a different method
which measured only qualitative potential changes. Similar potential changes were cbserved at damage
pits on silicon but of opposite polarity. There is no obvious reason why such a polarity difference
should exist.

4.4 Pre-damage effects

One of the objectives for undertaking these experiments was to observe sub-damage threshold
changes in the surface potential on those materials which emitted charge at 1/10 to 1/20 of the
threshold fluence, or showed accumulation or cleaning effects. In this respect we were unsuccessful.
One possible pre-threshold event was observed for copper out of four total observations. If a sub-
threshold surface potential effect exists, it is not large.

5. Conclusions

We observed distinct surface potential signatures associated with laser damage. For conduc-
tors, silicon and OFHC copper, small diameter surface potential changes were detected in conjunc-
tion with pit formation. No surface potential change was seen on silicon when only surface ripples
or ridges formed. Copper differed from silicon and all other materials in that the sign of the
surface potential change was positive.

A1l of the insulating materials showed surprisingly large diameter surface potential changes
around the laser damage spots. These potential changes were observed to extend over an area 4 to
6 mm in diameter as compared to the | mm diameter Kelvin prybe resolution and the 1/3 mm laser beam
spot diameter. These charged areas contained as many as 10/ negative charges. In light of this
large diameter charging effect, the spacing of adjacent sites in laser damage experiments on insulat-
ing substates and thin fiims should be carefully reexamined.

The charge on the insulators' surfaces was observed to decay with time constants on the order
of an hour to a constant level whose value s 1/4 or less of the initial value. We associated this
change with recombination, and the fixed change in potential with the effect of surface geometry
and damage morphology on surface potential.

No consistant pre-damage potential changes were observed indicating that the charge emission
and surface cleaning observed in previous experiments do not have a significant effect on surface
potential. Evidently these effects are not appropriate for study by surface potential methods.

This reseach was supported by an AFOSR/SCEE/RIP grant and by the DoD Joint Services Electronics
Program at The University of Texas.
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Figure 2. Photograph of the Kelvin probe over a silicon sample.
The probe is higher than its usual operating distance above
the sample surface.
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Figure 4. Optical layout and laser diagnostics.
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Abstract

Electrostatically variable SAW delay has been demonstrated for the
in-plane configuration where the D.C. electrodes are placed on the same
surface as the SAW and on either side of the propagation path. 1In this
study we investigate the properties of the guided waves when the
electrodes are covered with an AN layer to form a slot waveguide.
both semi-infinite and finite width electrodes are considered, with the
former giving superior performance, but the latter employing a thinner
ALZN layer. Use of slot waveguides for frequencies in the vicinity of
1 GHz are found to permit close electrode spacing, for high voltage
sensitivity, with path loss only a few dB greater than the free-surface

attenuation.
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I. Introduction

Studies have shown that the time delay of a surface acoustic wave
(SAW) delay line is changed by the application of a D.C. bias field
[1-4]. For some crystal orientations, the change in delay is propor-

tional to the applied field [4,53]. While the change in delay time is

not large, with sufficient path length and/or applied voltages it
should be possible to achieve a delay change of * 1/2 of an R.F. cycle.
‘i This effect can serve as the basis for phase shifters, such as those
employed in phased array radar antennas. SAW phase shifters, fabri-
{ cated by photolithographic techniques, would be much less expensive
E; than the current latching ferrite phase shifters.

| It is desirable that the path loss in the device be low, and that

the voltage VDC necessary to achieve a change in delay time of * 1/2 an

R.F. cycle be as low as possible. One method that has been proposed to
achieve low values of VDC is the in-plane configuration {3] shown in
Figure 1. Here the D.C. electrodes are placed on either side of the
path of propagation. Reducing the electrode separation 2a lowers the
D.C. voltage needed to achieve a given field strength in the gap. The
presence of the electrodes however results in an increase in the path
loss due to diffraction effects and attenuation in the metal film [6].

The velocity change with applied in-plane field has been measured
for various materials. Of these, the 38-X cut of LiNbO; has been found
to have the highest sensitivity [3]. This cut is also attractive
because its piezoelectric coupling allows for low transducer insertion
loss over a wide band of frequencies. Measurements for this material

lead to the relationship V.. = (2a/L)(3.3 x 103/f) for the voltage need

bC

to change the delay time by 1/2 an R.F. cycle, where f is the frequency

7-6
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in GHz. For example, if VD = 100 volts, then at 1 GHz the path length

C
L must be 3.3 x 103(2a). For a gap 2a = 10 pm, L = 3.3 cm. It is thus
seen that narrow gaps and long paths are required to prevent VDC from
becoming large, which implies the need for some type of waveguiding
structure.

Deposition of a fast material, such as aluminum nitride (AZN) over
the electrodes of Figure 1 has been proposed as one method for over-
coming the electrode loss. In this case, the coated electrode configu-
ration would act as a slot waveguide [7-10], with the energy of the
guided waves primarily confined to the free surface region between the
electrodes.

In this study we investigate the characteristics of the two types
of slot waveguides shown in cross-section in Figure 2, with the sub-
strate assumed to be the 38-X cut of LiNbO3. The waveguide shown in
Figure 2a has electrode and AN layer that are semi-infinite on either
side of the gap. For the guide shown in Figure 2b, the electrodes have
been reduced to strips of finite width w, while the A2ZN layer is semi-
infinite on either side of the gap.

The propagation and attenuation constants are computed for the
modes of both guiding structures as a function of the various geo-
metrical parameters and frequencies in a band centered about 1 GHz. In
addition to attenuation, the insertion loss will depend on the mismatch
between the profile of the fields radiated by the transducer, which is
assumed to be rectangular, and the profile of the modal fields. A
factor describing the effect of field mismatch is also computed for
various modes of the two waveguides. These studies show the potential

of waveguides for use in electrostatic phase shifters.
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II. Guided Waves
In order to construct the solutions for guided waves, it is first
necessary to understand SAW propagation in the various surface regions

of Figure 2.

A. Straight-Crested Surface Waves

With the coordinate system shown in Figure 1, and assuming

harmonic time dependence exp(-iwt), straight-crested surface waves have

x-z dependence of the form

inx ikz

e e (1)

where n,k and w are related via the SAW dispersion relation. Because

L aa v
., 2] .

the SAW velocities in the various surface regions are all close

together, guiding will take place only when the coastituent straight-

crested SAW propagate at small angles to the z-axis. As a result, we
may use the parabolic approximation [11]. Using this approximation,

the SAW dispersion relation has the quadratic form

2n2 2 = 12
a + K = k¢ 2
in J (2)

where kJ. is the wavenumber for SAW propagation along z, and aJ. is
related to the anisotropy parameter y = d?V(€)/d82 of Reference [11]

via

a2 =1+ y,
R YJ (3)

J=rey

The index | 1 refers to the free surface, j = 2 to the metalized

surface covered with AN, and j = 3 is for a surface having only the

«®et

ALN laver.
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For the 38-X cut of LiNbO3 (crystal X axis along z in Figure 1),
o, obtained from the computed Rayleigh velocity [12] is 0.8916. In the
absence of loss k; = w/Vy, where V; = 3.9913 x 10% um/s is the Rayleigh
velocity for propagation along z [12]. On well prepared samples,

Rayleigh wave attenuation has been found to be [13]
= 2.5f2 + 0.54f db/cm (4)

where f is the wave frequency in GHz. Converting (4) into units of
-1
Hm -,

k; = 1.5762f + i[2.9 X 107°¢% + 0.6 x 107°f] ym ! (5)

where f is in GHz.

If a thin metal plating is deposited on the LiNbO; surface,
shorting of the piezoelectric field at the surface causes a slowing of
the SAW by an amount AV/V, = 0.0268, as well as an increase in attenua-
tion. Davis and Weller [14] have measured SAW attenuation in the
frequency range 270-730 MHz for AL films on YZ LiNbO3. For their best

films the data is given approximately by

9.5f2'2(h/600)°'4 db/cm (6)

where h is the film thickness in .

To produce a slot waveguide it is necessary to increase the
velocity of the SAW above V,; for those portions of the surface in the RO

range [x| » ®. Such a speed-up of the SAW can be accomplished by

stiffening the surface with a layer of material such as AZN.
In the case of the semi-ianfinite electrodes of Figure 2a, the

stiffening layer must overcome the slowing effect due to the conducting
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electrodes. For thin electrode platings h, the mechanical perturbation
of the surface will be due only to the stiffening layer. To first
order, the electrical shorting and mechanical perturbation are additive
effects. For a layer of thickness H of a hexagonal material, such as
AN, with C axis normal to the surface, the SAW velocity V, can be
found from the relation [15]

Vi av , WuH -1 2 Iy 12
=1+ ) tp [(p V¥;gg)lvx1 +p !Vyl

. 1 S
+ (p~ - vz ;g:fég;) Ivzlz] (7

Here AV/V; is the change due to shorting of the piezoelectric field, p~
is the mass density of the layer material, and sij is the elastic

stiffness constant in the coordinate system where Z is along the C

axis. Finally, Ve VY and v, are the particle velocity components at
the surface y = 0 of a Rayleigh wave carrying power along z of P watts
(per meter along x).

Using the compliances Cij given in Reference [16] for A£N, and
neglecting the piezoelectric constants, l/s66 = 1.10 x 10''(m%?/N) and
s11/(s31-5%;) = 1.35 x 101 (m?/N). Also, p~ = 3.26 x 103 kg/m® and
using valz/P, lvylz/P and |Vz|2/P from Reference [12] for the 37-X cut
of LiNbO;, expression (7) becomes

3—; = 1.0268 - 0.0556 fH (8)

where H in (8) is measured in pm and £ in GHz. For f = 1, a layer
thickness H slightly greater than 0.4 is necessary to overcome the
slowing due to the conducting film. Greater values of H will cause the
SAW velocity to be greater than V..
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The AN plating can be expected to contribute to SAW attenuation,
although we are not aware of any reliable measurements. Because one
goal of the study is to assess the effects of film attenuation on path
loss, we assume the attenuation to be the same as found for a metal
film alone on LiNbO3. With this assumption, we find from (6) and (8)

that the SAW wavenumber ks for h = 6008 of A2 covered by A2N is

5f2'2

ko = (1.6164f - 0.08756£2H) + i(11 x 10~ ) . 9)

In the case of the slot guide of Figure 2b, guiding is achieved if
the SAW velocity for the ALN layer placed directly on LiNbO; is faster
than the free surface SAW velocity. Neglecting piezoelectric and
dielectric effects in the AfN layer, the perturbation in the SaW
velocity is given by the last term in (7). Assuming the SAW attenua-
tion to be the same as o; a free surface, the wavenumber kj of the SAW

for an AZN layer on LiNbQOj is
kg = k, - 0.08756f2H . (10)

The imaginary parts of k,, k, and k; are plotted in Figure 3 as a
function of frequency.

A more accurate approximation for k, and k3 requires a full wave
analysis of the two layered structures. Such an analysis is beyond the
scope of this study, and would only modify details of the results
obtained here using (9) and (10). Similarly, computing anisotropy
parameters o for the layered structures would require a fu 1 wave

analysis. For simplicity, we assume all o's to have the free surface

value.
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Figure 3. Frequency variation of the SAW attenuation
constants on LiNbO, for a free surface (Im k
and for a surface govered with 600 Angstroms
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B. Dispersion Relatons for the Guided Waves

When solving for the waves guided by surface platings om isotropic
substrates, various authors have used the two-dimensional amplitude
approximation {7-10]. With this approximation one solves for the SAW
amplitude Y(x,z) that satisfies the two-dimensional wave equation. As

applied to a substrate with parabolic anisotropy, the wave equation

becomes
52 32
2 2 =
(a 532 + 552 + k J.) P(x,2z) 0o . (11)

Boundary conditions at the edges of the various platings require

that particle velocity and stress be continuous. Within the amplitude

approximation, the boundary conditions require that ¢ and 3¢/3x be
[- continuous. One consequence of the boundary conditions is that the

amplitude must have the same z dependence in each region. Thus if K is

|

the wavenumber along z of the guided wave, then in each region of the

surface the solution to (11) is of the form

S T e )
« v s L

in.x -in.x
P(x,2) = (V; e 3 +vV. e I e (12)

where nj and K satisfy the dispersion relation of Eq. (2).

The derivative JY/3x is of the form

g o= 1y (v . vy T ek (13)
\:l

;‘ Expressions (12) and (13) have x dependence of the same form as found
E for voltage and current on a transmission line ([17] of impedance I/nj.
; As a result, the transmission line formalism may be used to find the

properties of the guided waves.
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Let Zin be the impedance seen looking to the right at x = a in
either Figure 2a or 2b. Recalling the time dependence e-1Wt, it 1is

easily shown that

for Fig. 2a
s o ig

z,. =< (14)

1 (1/ng)-i(l/ns)tannsw
ne2 (1/ng)-i(1/ng)tannyw

for Fig. 2b

The transverse resonance condition for the guide modes requires that
the sum of the impedance seen looking to the left at x = a and Zin
should vanish. For even modes 3Y¢/3x = 0 at x = 0, corresponding to an

open circuit, while for odd modes ¥

0 at x = 0, corresponding to a
short circuit. Using the impedance seen looking to the left at x = a
for open and short circuits at x = 0, the dispersion equation for

guided waves 1is

[}
o

for even modes

o1
+ — =
zin i - cot nN;a

(15)

1]
(=]

.1
Zin i n tan n;a for odd modes

For transducers that are symmetrical about x = 0, as in Figure 1,
only the even modes are excited. Because of this, we treat only the
even modes for the remainder of this report. Simplifying the first

equation in (15) gives the even mode dispersion relation

N2 for Fig. 2a

in; tan Ma = (16)
Na-instanngzw
N2

N2-instannpw for Fig. 2b
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Solution of the dispersion equation is discussed separately for the

semi-infinite electrodes and for the finite width electrodes.
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III. Guided Waves for Semi-Infinite Electrodes

The solution of (16) for the modes of the slot waveguide with
semi-infinite electrodes can be obtained by solving (2) for n; in terms
of n;. Observing that in the absence of loss n, must be positive

imaginary in order for the guided wave fields to decay for x| » ®, we

. obtaian from (2)
e =iiJ K-k -afnf - (1)

thus the dispersion equation becomes

Nitann;a = % J kf - k§ - o®ng (18)

which may be solved for n,.
The right and left-hand sides of (18) are plotted in Figure &4 for

the case of k; and ky real. It is seen that the lowest n = 0 mode will

exist for all frequencies and all guide widths 2a. Higher modes are

obtained as the width 2a decreases or frequency increases. The cutoff

IhEENE
» ERECHANAN

condition for the higher modes is

oA

5 V] =a (a=1,2,...) (19)
When loss is present, the higher modes will not have a sharp cutoff.

However, they will exhibit large attenuation for frequencies near and

below that for which (19) is satisfied with Rek; and Rek, substituted

for k; and kj;.
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Solutions of (18) for n, were obtained numerically for a number of
cases, and corresponding value of K was obtained from (2). In Figure 5
we have plotted Rek for the various symmetric modes as a function of
the slot width 2a for £ = 1 GHz and an AZN film thickness 0.677 pm. At
cutoff for each mode Rex = Rek, = 1.5571. As 2a increases Rek
increases towards Rek; = 1.5742. To four decimal place accuracy, the
same results were obtained when (18) was solved assuming k; and k, were
real with the wvalues cited above. Thus, SAW attenuation does not
affect Rex.

The additional attenuation of the guided wave, over and above the
free surface attenuation, due to the electrodes is indicated in
Figure 6 for f = 1GHz and H = 0.677 um. The value of Im(k-k;) is
plotted as a function of guide width 2a. The additional attenuation
was computed two ways, with agreement to two significant figures.
First, K was computed with k; and k, having the complex values given in
(5) and (9). Next, the imaginary part of k; was set to zero and the

imaginary part of k,; was reduced to 7.5 X 10.5 by subtracting

Imk; = 3.5 x 10-5. Because of the agreement between the two methods,
guided wave attenuation for other values of film loss can be found by
scaling the additional attenuation presented in Figure 6.

It is seen from Figure 6 that the attenuation is large for each
mode near its cutoff, but decreases rapidly away from cutoff. For
example, at 2a = 20, the additional attenuation has fallen to about 13%
of the free surface value.

Because the frequency dependence of Rek, is not linear, changing

frequency does not have the same effect on the dispersion relation as

does changing guide width 2a, which has been found to be the case for
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AV/V waveguides [9]. The dependence of the modal Kk on frequency has
been calculated, and the results plotted in Figures 7 and 8 for the
case of H = 0.677 pm and a guide width of 2a = 20 pm. In Figure 7, the
deviation of Rek from Rek; is plotted on a logarithmic scale to accom-
modate the large range of variation. Note that Rek,; > Rexk for these
modes .

The lowest mode (n = 0) has a cutoff frequency f = 0.712 GHz
corresponding to the value of f at which Rek; = Rek,. For lower fre-
quencies, it is seen from the dependence in (9) that the mechanical
stiffening of the ALN layer is too small to overcome the slowing effect
of the conducting film. As a result, the SAW under the electrodes has
lower velocity than the free surface Rayleigh wave so that no guided
wave exists. Above 0.712 GHz, Re(k;-k) for the n = 0 mode increases
rapidly to about 3 X 10-3, and remains close to this value for fre-
quencies up to 2 GHz. The near constancy of Re(k;~k) is due to com-
peting phenomena. If k, were proportional to frequency, one would
expect Rex to approach Rek; as frequency increases. However, the
difference between Rek; and Rek; increases as f2, and inhibits Rex from
approaching the limit.

The higher modes (n = 1,2,3) shown in Figure 7 have a cutoff
frequency, which in the absence of loss is given by the solution of
(19) for f. Were it not for loss, K = kp at cuttoff so that at cutoff
k; = Kk = k; - k. Because of the dependence of k; and k; on £, the
value of k; - K will be different for each mode. It is seen from
Figure 7 that the value of k; - Kk for the higher modes does not change

significantly from cutoff through f = 2 GHz.
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Figure 7. requency dependence of the propagation constants
Rex < Rek; of the various modes for 2a=20 um and
H=0.677 um plotted as the deviation Re(kl—<).
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Figure 8. Frequency dependence of the attenuation due to the
metalization Tm(x-kj) of the various modes for
2a=20 um and H=0.677 um.
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Figure 8 shows the variation of the guided wave attenuation due to
plating loss in the vicinity of the cutoff frequency. The free surface
attenuation Imk,; has also been plotted for comparison. Attenuation due
to plating loss, Im(k - k;), is seen to drop rapidly for frequencies
above cutoff, and ultimately become small compared to Imk,.

Modal dispersion characteristics for the lowest mode (n = 0) of a
narrow slot width of 2a = 10 pym and AYN layer thickness H = 0.677 pm is
shown in Figure 9. Here Re(k; - x) is plotted on a linear scale as a
function of frequency over the range for which the slot guide has a
single propagating mode. The frequency dependence is similar to that
of the lowest mode for a slot width of 2a = 20 pm.

Figure 10 shows the contribution to the attenuation constant Imk
due to plating loss for the lowest mode of the 2a = 10 pym guide. The
decrease in Im(k - k;) with increasing frequency results from the fact
that the fields of the guided wave penetrate a smaller distance under
the plating. This decrease partially compensates for the increase in
Imk; with frequency. For example, in the band 0.9 < f < 1.1, the

5 5

Rayleigh wave attenuation Imk; increases from 2.9 X 1077 to 4.2 x 10° ,

whereas the guided wave attenuation Imk has a much smaller variation

> t05.6 x 107> pm" L.

from 5.1 x 10~

The value H = 0.677 used for the previous calculation was chosen
to place k; midway between k; and the wavenumber of the slowest shear
wave propagating along the crystal x axis at £ = 1 GHz. To investigate
the effect of changing H we have plotted the variation of Re(k; ~ K)
with H at f =1 GHz in Figure 11 for 2a = 10 ym and 2a = 20 pm. At

H = 0.482, Reky = Rek; for f =1 GHz, so that H must be greater than

this value for guiding to take place. This condition is evident
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the curve for 2a = 10 and from the lowest mode (n = 0) for 2a = 20 in
Figure 11.
Thicker layers allow more modes to propagate, although only one mode
propagates for guide width 2a = 10 over the entire range of H shown.
When H is greater than about 0.87 for f =1 sz, the SAW on the
layered surface is faster than the slowest shear wave, so that a
straight-crested surface wave would leak into the substrate. However,
in the case of the slot waveguide, the modal fields in the layered
portion of the surface are not those of a straight-crested surface
wave, and hence need not leak into the substrate even for H > 0.87.
Provided that Rex for the guided wave is greater than the wavenumber of
the slowest bulk wave, all fields will decay intn_the substrate and the
wave will be of the bound variety. Thus the guided wave character-
istics may legitimately be computed for H + 1.0, as indicated in

Figure 11.
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1x10~

Re(kl-K)

1

(um™*)

2a=20um —

2a=10pm

Figure 1ll. Variation with AIN laver thickness H of the

propagation constant Re « < Rek; for £=1GHz
and guides of width 2a = 10,20 um.
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IV. Guided Waves for Electrodes of Finite Width ;*
; Single step deposition of the AZN layer is expected to give the
F same thickness over the electrodes as over the LiNbO3 surface. We
ﬁ therefore assume that H has the same value when computing k, from (9)
r’f. as when computing ki from (10), with the result that Rek, > Rekj.
t.‘ Depending on the value of H, Rek, may be less than Rek;, or greater.
In the former case, the slot acts as the primary guiding region, while
for Rek; > Rek; either the electrodes or the slot can act as the pri- ;_~
' mary guiding region.
A graphical construction indicating the character of the roots of
the dispersion equation can be obtained by defining i i.‘;
6 = tan”! (102) (20) AR
N3
In the absence of loss, n3 of the guided waves must be pure imaginary ;
so that the fields will decay as [x| =+ ®. Thus 6 in (20) will be real ’
or imaginary depending on 1, being real or imaginary. Using this
definition in (16) for the case of Figure 2b, the dispersion equation
for the symmetric modes becomes il."‘."
n,tann;a = Eﬁ(—?{;;éj (21) S
Comparing (5) and (9), it can be shown that for fH > 0.482, Rek,> Rek, .
and guided wave solutions of (21) will have n;, real in the absence of -
loss, but n, may be real or imaginary. For £H < 0.482, n, will be
real, but n; can be real or imaginary. These cases are discussed '.:":
separately below. !
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A. Guided Waves for Rek; > Reks > Rekj

The right and left-hand sides of (21) are sketched in Figure 12
for n, real, and neglecting loss. If n; were imaginary, the left-hand
side of (21) would be negative real. For Rek; > Reky, nz and 6 would ¥
also be imaginary, and the right-hand side of (21) would be positive
real. Thus, no solution to (21) exists for Rek,; > Rek, that has n;
imaginary.
In the range 0 < n, < Jk#%/a, both n, and 6 are imaginary and the

right-hand side of (21) decreases monotonically, as shown in Figure 12.

;; Note that for w + », this portion of the curve approaches that for the
F. right-hand side of (18) for semi-infinite electrodes. In the range
[ JkI-k3/a < n; < Jkf-k#/a, mp and O are real so that the right-hand side

of (21) undergoes variations like those of the cotangeant function. For

n, > qk%-ki/a, N3 will be real, as well as n,, so that 6 is imaginary
and hence the right-hand side of (21) will be complex. As a result, no

solutions with n; real will be found.

MU A

Figure 12 has been sketched in a way indicating four solutions to
(21). The number of solutions depends on both the size of w and a, as
well as H and frequency. No simple formula can be used to express the
cutoff condition of the modes. Actual cutoff is determined numerically
by tracing along the branches of the dispersion curve.

Solutions to the dispersion equation (21) were obtained numeri-
- cally and the wavenumber k of the guided waves were obtained from (2).

' The phase constants Rex are plotted as a function of slot width 2a in
Figure 13 for f = 1 GHz, w = 5 ym and a layer thickness H = 0.6 um.
;i The lowest n = 0 mode starts as the mode of a AV/V waveguide of width

2w = 10 uym when the two electrodes are next to each other (2a = 0).

.,y eyt
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IV. Guided Waves for Electrodes of Finite Width

Single step deposition of the AZN layer is expected to give the
same thickness over the electrodes as over the LiNbO; surface. We
therefore assume that H has the same value when computing k, from (9)
as when computing ks from (10), with the result that Rek, > Rekj;.
Depending on the value of H, Rek, may be less than Rek;, or greater.
In the former case, the slot acts as the primary guiding region, while
for Rek, > Rek; either the electrodes or the slot can act as the pri-
mary guiding region.

A graphical coastruction indicating the character of the roots of

the dispersion equation can be obtained by defining

8 = tan-l (EﬂZ) (20)
N3

In the absence of loss, N3 of the guided waves must be pure imaginary
so that the fields will decay as (x| » ®. Thus 6 in (20) will be real
or imaginary depending on n,; being real or imaginary. Using this
definition in (16) for the case of Figure 2b, the dispersion equation

for the symmetric m- ‘es becomes

¢39)

= "2
Mitann;a tan(nyw+d)

Comparing (5) and (9), it can be shown that for fH > 0.482, Rek,> Rek,
and guided wave solutions of (21) will have n, real in the absence of
loss, but n, may be real or imagimary. For fH < 0.482, n; will be
real, but n; can be real or imaginary. These cases are discussed

separately below.
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Higher modes (n=1,2,...) start at Rex = Rekz. For all modes, Rex
approaches Rek; as 2a becomes large.

Comparing Figure 13 with Figure 5 for semi-infinite electrodes, it
is seen that more modes can propagate for a given value of (2a) in the
structure having finite width electrodes, even though H is nearly the
same in both cases. This property can be understood by comparing the
wavenumber k; in the central guiding region with that for [x| » =,
which is k; in the case of Figure 5 and k3 for Figure 13. The number
of modes increases with the difference between the real parts of k; and
the wavenumber for |x| + ®». Since Re(ky~ky) > Re(k;-ks) for the same
H, one would expect more mode for the finite width electrodes, as is
found to be the case.

Conversely, to have the same number of modes for the case of
finite width electrodes as for semi-infinite electrodes, the value of H
must be made smaller for the fnite width electrodes. For example, if
H = 0.677 is used for the semi-infinite electrodes, then to have the
same number of modes for finite width electrodes ome should use
H=~o0.2. For this value of layer thickness however, Rek; > Rek;,
changing somewhat the character of the lowest modes. This situation is
discussed in the next section.

The effect of changing the electrode width w can be seen from
Figure 14. Here we have plotted the phase constants Rex for the vari-
ous modes as a function of slot width 2a for £ = 1 GHz and H = 0.6 um,
but for an elect;oded width w = 10 pym that is double the width used for
Figure 13. It is seen that two modes are guided by the AV/V guide
formed by the electrodes when 2a = 0. The curves for w = 10 are
similar to those for w = 5, except that the wider electrode introduces

one additional mode.
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Surface wave attenuation was found to have no effect on Rex to the
accuracy shown in Figures 13 and 14. The contribution to the guided
wave attenuation>due to loss in the electrodes is depicted in Figure 15
as a function of 2a for £ =1 GHz, H = 0.6 um and the electrode width
w =5 of Figure 13. Here we have plotted the difference between the
guided wave attenuation constant ImK and free-surface Rayleigh wave
attenuation Imk; = 3.5 x 10_5 pm-l.

Attenuation of the lowest mode (n = 0) is high for 2a small, since
this is a wave guided by the metal film, which is much more lossy than
the free surface. The loss quickly decreases as 2a increases. Higher
modes (n = 1,2,...) near cutoff have Rek close to Rekjz, and hence their
fields extend far from the guiding structure on the AZN layered portion
of the surface. Because the fields extend well away from the metal
electrodes, their effect on ghe attenuation is small. Above cutoff,
the fields are more concentrated under the electrodes and attenuation
is higher. Finally, well above cutoff the fields become concentrated
in the free-surface region between the electrodes and the loss becomes
small again. Similar curves for Im(x - k;) are obtained for w = 10 pm,
corresponding to the propagation constant Rex of Figure 14.

Comparing Figures 5 and 6 with 13 and 15, it is seen that for the
same thickness of A#N, narrow electrodes produce a more complex mode
structure than do semi-infinite electrodes. Attenuation for the n = 0
modes is about the same for both electrode structures, but single mode
operation is obtained over a wider range of electrode separation 2a for
the semi-infinite electrodes. In short, narrow electrodes, which are
more difficult to fabricate, appear to offer no advantage over semi-

infinite electrodes when the same thickness AXN layer is used for both,

AT R gt SP A SR ANl

Y



—

Ak auie et

001

(ur) ez

*zHD T=3 pue wd 9-0=H
‘wri g=m Butaey 9pInbh JOTS ® JO SIpow I0J UOTILZI[LISW SPOAFOI[d
3y3 03 onp uoIIENUIIIR I3Y3} JO ez YIPTM 3JOTs uo aouapuadaq

Qv

‘o1 @anbry

(7-un)

(Y—sou

7-39




SO P TR AN TR EE AN

and the thickness is great enough to allow guiding in the case of the
semi-infinite electrodes. The guided wave properties obtained for

reduced layer thickness are treated in the next section.

B. Guided Waves for Reks > Rek; > Rekj,

3 When Rek, >Rek,, a range of real values of n, exists over which n,
: is imaginary in the absence of loss. In this range of n,, the left-
i hand side of (21) is negative for 1y positive and real. Since
! tan(naw+0) can be negative for n, positive and real, a solution to (21)
is possible in this range of n,. However, no solution of (21) is

possible for which both n; and n, are imaginary, as discussed in the

previous section.
In the absence of loss, when n; is imaginary with magnitude in the

range 0 < |ng| < Jk% - k3/a, then Nz is real and ng imaginary. For N

real and in the range 0 < n; < JkI - k3/a, then n; is imaginary but n,
is real. These two ranges are plotted as the left-hand axis and right-
hand axis in Figure 16, respectively. The two sides of (21) are
sketched as a function of n; real, or of n,; imaginary, in Figure 16.
The intersesction points, of which there are four in Figure 16, give
the roots of (21).

The intersection points in the range where n, is imaginary corres-
pond to perturbations of the modes that would be guided by the AV/V
waveguide formed if the free surface in Figure 2t were to extead to
x » -». Figure 16 has been drawn for w small enough so that only one
such mode exists. For larger values of w more than one solutiom will

exist for Ny imaginary.
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Numerical solutions of (12) for the case Rek, > Rek; have been
obtained by assuming H = 0.2 um. The phase constant Rex for the guided
waves 1is plotted in Figure 17 as a function of slot width 2a for
frequency f = 1 GHz and electrode width w = 5 um. The contribuation to
the guided wave attenuation due to loss in the megal electrodes is
plotted in Figure 18 as a function of 2a for the same parameters as
used for figure 17.

For 2a large, the mode labeled n = -1 corresponds to a perturba-
tion of the AV/V waveguide mode for a structure obtained by letting the
free surface region in Figure 2b extend to x » -». When 2a » 0, this
mode approaches that of a AV/V waveguide of width 2w and covered with
an AZN layer. the n = -1 mode comes from the solution to (21) having
n, imaginary. Because this mode is guided by the electrodes, its
attenuation will be large compared to that of a free-surface Rayleigh
wave, as seen from Im(xk -k;) in Figure 18.

The other modes in Figure 17 arise from the solutions to (21)
having n; real. At cutoff they correspond to SAW propagation along 2z
on the ALN layered surface. Above cutoff, the guided wave fields are
larger under the electrodes, while well above cutoff the guided wave
field is concentrated in the slot region and Rek approaches Rek,. 4As a
result of this change in the modal field pattern, the contribution to
the attenuation due to the electrodes, Im(k - k,), is seen in Figure 18
to be zero at cutoff. It increases initially with 2a, but decreases
again for 2a large.

The effect of changing electrode width is seen from Figures 19 and
20, which have been plotted for an electrode width w = 10 pm that is

twice the width for Figures 17 and 18. As in the case of w = 5, one
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mode exists for which n; is imaginary. The propagation constant of
this mode is shown in Figure 19. The attenuation constant of the mode
Imk varies from a minimum of 9.82 X 10.5 pm-l at 2a = 8 pym to
10.06 x 10-5 pm'l at 2a = 100 pym. Because Imk is large, the difference
Im(x - k;) does not fit on the scale of Figure 20, and is not shown.

The mode labeled n = 0 in Figure 19 is seen to exist for 2a = 0.
In the limit 2a = 0, the guiding structure consist of a AV/V waveguide
of width 2w = 20 pm, covered with an ALN layer. This structure guides
a second mode for which Rek = 1.566 pm-i. However, for 2a large, the
AV/V guide of width w = 10 pm support only one mode, which is close to
the n = -1 mode shown in Figure 19. Thus as 2a increases from zero,
the n = 0 mode in Figure 19 gradually changes from a mode of AV/V guide
to a mode of the slot guide. Corresponding to the change in the modal
field pattern, the attenuation Im(x-k;) due to the electrodes is large
for 2a small, and decreases with increasing slot width 2a. Higher
modes (n = 1,2...) in Figures 19 and 20 have behavior that is similar
to that of the higher modes for w = 5 pm.

Variation of the propagation constant with frequency is shown in
Figure 21 for a slot width 2a = 20 pm and electrode width w = 10 um.
Here we have plotted Re(k - k;) on a linear scale to accommodate
positive and negative values. The n = -1 mode is slower than the
free-surface Rayleigh wave and hence Re(k - k;) > 0. Waves guided by
the slot are fast, so that Re(x - k,) < 0 for n=0,1,2,3. The n =20
mode is similar to the first higher symmetric mode on a AV/V waveguide
of width 2w. As such the mode has a finite cutoff frequency. Numeri-

cally, the cutoff frequency of the n = 0 mode is found to be just under

0.6 GHz, at which frequency the fields on the AZN layered surface are

7-45




LAl Saf Aak Al Saf s Ad

)

TTIT VR TX

AL A A Sk 4

v

Py

*ZHO T=3 pue wr 9°p=H ‘wr 0l=m buraey aptnb jors jo sapow ay3z 103
39y S3jue3suod uoriebedoad 8yl jo ez YIPTM JOTS UO aouapuadad

*61 2anbr4

{ur) eg
00T 08 09 oV 0z 0
|....¢|e|-l _ I|1— - |+ — b A -_— — — .,—.l..
B .
1 1 \ 1 \ . 1-=u 2
1 1 1 j | | I | D S E—— |
—

BLs ot .t st s e § P TR TR A P ORI Y

£ oy

9%°1

LS°1

Tyay

85°1

(p-url)
oy

6S°1

i ]
.

o di B
AL

7-46




o

~

Tt
N AR

AP AR

-

‘T-Wn ¢-.0TXS5°9 uaaxlvaH apou T-=u 3yl a04 * ZHD T=3F pue
wurt 9°0= ‘ wl g=Mm Buraey SpTNH 3O0TS JO Sapouw I0J uorIeziTElaUW
apoxloaT?@ 031 3np uorlenudl}e BY3 JO ez YIPTM 3OTS uo dduapuadsg gz danbrg

(url) ez
001 08 09 ov 114 0

Aﬂ-E:v

(To-ur

7-47




Figure 21. Frequency dependence of the propagation constants
of slot guide having w=10 um, 2a=20 :m and H=0.2 um,
plotted as the as the deviation Re(K-kl) .




those of a SAW propagating along z wit.. wavenumber kj. The higher
modes (n = 1,2,3) each have a cutoff frequency at which the fields on
the layered surface are those of a SAW propagating with wavenumber kj

at the cutoff frequency.

Ty

The contribution from the electrodes to the attenuation of the -

guided waves, Im(xk - k;), is plotted as a function of frequency in

Figure 22 for the waveguide geometry shown in Figure 21. For com-

parison, Imk, is also plotted. The additional attenuation Im(x - k;) ...

of the n = -1 mode is nearly twice Imk;, while for the n = 0 mode

Im(x - k,) is about one-half of Imk;. Higher modes have Im(xk - k;) =0

at cutoff, but this quantity rapidly increases above Imkj. i

C. Comparison of Semi-Infinite and Narrow Electrodes

As pointed out previously, Reks for H = 0.2 is approximately equal

to Imkp, for H = 0.677. One might therefore expect a similarity between

the modes for the semi-infinite electrode structure with H = 0.677, and

those for the finite width electrodes when H = 0.2. The similarity can

be observed by comparing Figure 5 with Figures 17 and 19. Aside from

the o0 = -1 mode, the n = 0,1,... modes have a similar dependence on 2a,

except for the cutoff value of 2a and the behavior of the n = 0 mode

for 2a + 0. The mode numbering in Figures 17 and 19 is purely arbi-

trary, and made to facilitate comparison with figure 5. For wider

electrodes, two or more modes with n; imaginary will exist. These

modes have Rek > Rek; and, like the n = -1 mode in Figures 17 and 19,

have no counterpart in Figure 5.

Attenuation for the n = 0,1,... modes is less for the finite width

electrodes very near to cutoff, but is elsewhere greater than for the
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semi-infinite electrodes, as seen by comparing Figures 18 and 20 with
Figure 6. This is due to the fact that for H = 0.2, the fields under
the electrodes have sinusoidal dependence on x and fill the region
under the electrodes. However, for H = 0.677 the fields under the
electrodes decay exponentially with x away from the edge.

Frequency dependence of the phase constant for guides of slot
width 2a = 20um can be compared from Figure 7 for semi-infinite elec-
trodes and from Figure 21 for w = 10 pm. Aside from the differences in
scales used, and the fact that Re(x - k;) is plotted in one while
Re(k; - k) is plotted in the other, the dependence is similar for the
a = 0,1,... modes away from cutoff. Higher modes have higher values of
Re(k; - k) and this quantity is a slowly varying function of frequency
away from cutoff. The frequency dependence of Im(k - k;) is however

seen from Figures 8 and 22 to be considerably different for the two

guiding structures.

In summary, for the same layer thickness H and slot width 2a, the
finite width electrode structure has more propagating modes than does
the structure with semi-infinite electrodes - compare Figures 13 and 14
with Figure 5. Moreover, the attenuation of the modes is greater for
the finite width electrodes - compare Figures 6 and 15. With the
exception of the n = -1 mode, the modes for semi-infinite electrodes
with H = 0.677 are similar to the modes for finite width electrodes

with H

n

0.2, although the latter generally have higher attenuation.
Unless thickness of the AZN layer is critical for fabrication or other
reasons not now apparent, the simple slot guide using semi-infinite
electrodes appears to be the preferable geometry. Fabrication should
be simpler, and the modes are fewest, as well as having the lowest

attenuation away from cutoff.
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V. Delay Line Path Loss

Insertion loss between the transducers of Figure 1 can be approx-

imated as the product of three factors. The first is the electro-

mechanical coupling efficiency of the transducers, which would give the
total insertion loss if the two transducers were located close together
on a free surface. The second factor gives the efficiency with which
the aperature distribution of the fields radiated by the transducer
couple to the transverse variation of the guided wave field. Guided
wave attenuation, which was discussed in the last section, gives the
third factor. In this section we treat the effect of mismatch between
transverse distribution of modal fields and the aperature field of the
transducer.

At the input transducer, the transverse field mismatch will result
in a portion of the radiated power being carried away by the continuous
spectrum of fields, rather than the guide waves. Thus, only a fraction
of the radiated power will go into the guided waves. At the output
transducer only a fraction of the power carried by a guided wave will
couple out, e.g., some of the guided wave fields lie outside of the
transducer aperature [18]. for identical input and output transducers,
reciprocity implies that the fraction of the power coupled to a guided
wave at the input is equal to the fraction of the power coupled to the
transducer at the output.

wWaldron [18) treated the problem of finding the output power
resulting from the illumination of the traansducer by a SAW having
nonuniform amplitude. The mismatch of fields was found to effect the

output power by the factor
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b
| J w(x) dx|?
-b

) (22)
2b J J(x)12dx
-t
for a transducer of width 2b. Here Y(x) is the transverse variation of .7?"?'

the incident SAW amplitude, or in our case the transverse variation of
the guided wave. Note that this factor is unity when {(x) is uniform

over the aperture -b < X < b of the transducer, and zero outside the

aperture. For all other y(x), this factor is less than umity.

In the case of guided waves, the same factor (22) gives the field
mismatch effect at the input, as well as the output. Thus the ratio of
output to input power will involve the square of (22). Alternatively,

the ratio of output to input voltage will include the first power of

. s o ~
T -

the factor (22) to account for field mismatch at both input and cutput.

We define this factor as Rv, and evaluate it below for the various

waveguide modes.

A. Field Mismatch Factor RV for Semi-Indinite Electrodes g" i

The amplitude variation of the symmetric modes of the slot wave-

guide of Figure 2a is given by }fffi
. '- e
cosn;a elnz(x-a) for x > a !N,~,
P(x) = cosnx for -a < x < a (23)
cosn,a e"inz(xta) for x < -a

In (23), n, is any one of the solutions to the dispersion equation (18)

~ ::
and ny is given by (17). Neglecting loss, n; is real and n, pure Q¢: :3
:\‘;\‘ ;-.'
imaginary. e
"
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For each mode we may define the field mismatch factor Rv. As

discussed above, R is obtained by substituting (23) into (22).

Neglecting the imaginary part of n; and the real part of nz, after some

-

manipulation one obtains

} Py 2
1 sin n;b for b < a
- 1
r
! 2/(nyb)
| Ry = yooTav1 (24)
- b-a
' [n3+Inz]2-nge” ! M2! (>=2))2
8 for b > a
: Minzl(n§+In21?)
b.
g The factor RV has been computed as a function of transducer ;f{ﬂ
‘ aperture 2b for various guide widths 2a at f = 1 GHz. For guide widths ’
. 2a = 10 and 20 pm, only the lowest mode propagates. We have plotted R, -513{}5
d for this mode in Figure 23 for the two guide widths, with absissa b/a. S
i For guide width 2a = 20 pm, RV peaks at 0.9 for aperture 2b equal to i
the guide width. In the case of the narrow guide 2a = 10 pm, the .
fields extend a greater distance on the layered portions of the surface.
In this case RV has a maximum value for 2b = 15 pm, which is 1% times

the guide width. The maximum is broad so that even for 2b = 20 pm, RV
is close to its maximum value.

In the case of a guide of width 2a = 40 pm, two modes (n = 0,1) ;%;;}f
can propagate at f = 1 GHz. The variation of RV for each mode is
plotted as a function of b/a in Figure 24. The value of RV for the R

lowest mode peaks when the aperture 2b is about 9/10 of the guide

width, at which point Rv for the n = 1 mode is small. The zero of RV
for the n =1 mode at b/a ~ 0.8 corresponds to an aperture 2b that
covers one full cycle of cosnx in (23), with the result that the

integral of ¢(x) in (22) vanishes.
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When two guided modes are present, as is the case f-r 2a = 40 um,
the output voltage will show interference ripple when the frequency is
scanned. The amplitude of the ripple can be estimated from the
relative size of Rv for the two modes, and from their attenuation over
the guide 1length L. Assuming 2b = 2a = 40 pm, it 1is seen from
Figure 24 that the ratio Rv(n=1)/Rv(n=0) is 0.05/0.9. From Figure 6
for 2a = 40 pm, it is seen that Imk(n=1) - Imk(n=0) is approximately
0.9 x 10-S pm-l. For a short guide length L, so that the guided wave
attenuation 1is not significant, the interference ripple is #0.5 db
about the average. For a long path L = 4 cm, the attenuation dif-
ference reduces the ripple to $0.3 db.

The variation of RV with frequency has been computed for several
values of a = b. Results for 2a = 2b = 10 and 20 um are plotted in
Figure 25. As frequency increases from cutoff, RV for these n =0
modes seen to approach 0.9. Over the same frequency range with

2a = 2b = 40 pm, little variation was found for RV of the n =0 and

n = 1 modes.

B. Field Mismatch Factor RV for Finite Width Electrodes

In the various regions, the transverse variation of the amplitude

for the symmetric modes can be expressed in the following form. For

0 <x < a,
-]
R
w(x) = cosnx . (25a) 1
Under the electrodes a < x <a+t+w E o

nacosna(x-a-w) + inzsian,(x-a-w)

w(x) = cosn,a N2COSMW - inNgsinn,w (250)
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while for x > a + w

o(x) = N2€08M1a eiNa(x-a-w)
T T nacosnaw-ingsinnaw

(25¢)

These expressions directly satisfy contianuity of ¢(x) at x = a and
Xx = a + w, and continuity of 3y/3x at x = a + w. For n; satisfying the
dispersion relation (21) and nz, n3 expressed in terms of N, conti-
nuity of 3y/dx is also satisfied at x = a. For these symmetric modes,
the amplitude in the region x < 0 is obtained by replacing x ia (25)
with |x]|.

The factor Rv can be found by straight forward evalufcion of the
integrals in (22) making use of the expressions (25). As suggested by
the transform approach to computing path loss used in Reference 6, it

can be shown that neglecting loss

- 3
J lyl2dx =
-
. cos?nja d ina+nstanf,w
n. an, nitann,a + np N2-iNstannow (26)

In (26) n3 is imaginary and both n, and N3 must be expressed in terms
of n; before the derivative is taken. Because the derivative can
easily be computed numerically, this form for the denominator of (22)
facilitates numerical evaluation.

The integral in the aumerator of (22) must be evaluated for

different ranges of b relative to a and a + w. For 0 < b <a
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J wdx = %; sinn;b . (27a)
-b

For b in the range a < b < a + w,

_f Pgdx = 2 (ﬁI -'Eg) sinn,a
(27b)
i +2 cosn a[n,sinn,(b-a=w)-inscosns(b-a=-w)]
nz(ﬂzcosﬂzw-in:;S innzw)
Finally, for b > a + w
b 1 M
(27¢)

ins(b-a-WXll

-2 Cosﬂla{iﬂaf(ﬂiliﬂs)[l'e_
nz(ngcosn,w-ingsinnaw)

The forgoing expressions were used to compute RV for several cases.
The field mismatch factor is plotted in Figure 26 as a function of
transducer width 2b for a slot guide of width 2a = 10 um, electrode
width w = 10 pm and layer thickness H = 0.2 ym. For these dimensions
and for f = 1 GHz only the n = -1,0 modes propagate. It is seen that
the n = -1 mode guided by the electrodes can be more strongly excited
than the desired n = 0 mode, whose fields are more nearly confined

within the slot region. Even for 2b ~ 2a, where RV is maximum for the

n = 0 mode, substantial excitation of the n = -1 mode will occur. If

b

a, excitation of the n = -1 mode will result in ripple of * 1.9 db
over a band of frequencies for short path lengths L. However, the

large attenuation of the n = ~1 mode compared to the n = 0 mode will

reduce this ripple to £ 0.5 db for a path length L = 4 cm.
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Figure 27 shows the field mismatch factor RV for the three propa-
gating modes of a guide whose width 2a = 20 pm is twice that of Figure
26, but whose other dimensions are the same. For 2b = 2a = 20 ym the
n =0 mode is more strongly excited than for 2b = 2a = 10 pm. The

presence of the n = *1 modes however leads to ripple as frequency

varies. For long paths L, the ripple is due to the n = 1 mode, since
the high attenuation of the n = -1 mode significantly reduces its
amplitude at the output. As an example, if L = 4 cm, the ripple is ;+;';J
£0.6 db. ]

Comparing Figures 26 and 27 with Figure 23, it is seen that simple RS

slot guides having semi-infinite electrodes gives higher excitation
efficiency for the n = 0 mode. further, they are free of the problems
associated with having more than one propagating mode. This latter

property is very significant in the case of narrow guides 2a = 10 um,

te

0 L .

where it may be convenient to use long transducers 2b > 2a. Excitation

£ s N
1
"-\

of the n = -1 mode in guides having finite width electrodes would lead

e,
7/ :
N
N,

2 e iy

to severe multimode problems.
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.
"l .
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VI. Conclusion

Simple slot waveguides having semi-infinite electrodes covered
with AZN and slot width 2a in the range of 10-20 pym have only one prop-
agating mode for frequencies in the vicinity of 1 GHz. Attenuation of
this lowest mode is in the range 1.5-1 times that of the free-surface
Rayleigh wave, i.e., between 4.6 and 3 dB/cm at 1 GHz. Loss due to
mismatch between the transducer aperture and the modal field can be
made close to 1 dB by using transducers of length 2b ~ 20 pum.

The use of wider guides has disadvantages besides requiring higher
D.C. voltage and/or greater path length to achieve *% cycle change in
time delay. Because two or more symmetric modes can propagate, their
interference gives rise to ripple in the frequency response that is of
the order of 1 dB peak-to-peak. Since the modes have different trans-
verse dependence, they will experience differently the D.C. electric
field, which is nonuniform in the vicinity of the electrode edges.
Thus the change in delay with applied voltage will be different, which
will give rise to phase and amplitude variations with applied voltage.

More complex guides having finite width electrodes do not appear
to offer any performance advantages. The lowest mode is confined
beneath the electrodes, and thus has attenuation approaching that of
the SAW on the metalized surface, which is at least 9.5 db/cm for 6008
thick metalization at 1 GHz. For small electrode widths (w < 10 pm),

the next higher symmetric mode is similar to the lowest mode of the

simple slot guide, but with somewhat higher attenuation. It is this

mode which will respond to the D.C. field between the elactrodes.
However, the presence of the mode concentrated beneath the electrodes

will cause ripple in the response as a function of frequency.
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Waveguides using semi-infinite electrodes require an A4N layer
thickness of about C.6 pm, as opposed to 0.2 pm for the case of finite
width electrodes. However, deposition of the thicker layers does not
appear to be a limitation {16,19], so that the simple slot guide

appears to be the most desirable choice for an electrostatically

——

variable SAW delay line.
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Abstract

A two phase model has been developed to study aluminum (Al) particle
preheating through selective radiation absorption in composite solid propel-
- lants. The two phases considered are one strongly absorbing particle (Al)
_- phase and another weakly absorbing matrix (Ammonium Perchlorate (AP) and
binder) phase surrounding the particle phase. Separate energy balance
equations for the particle and matrix phases are developed. Both the mat-
HE rix and the particle phase are assumed to be non-emitting, anisotropically

4 scattering, absorbing media. The parameters identified which inhibit Al

pre-heating and melting are Al size, mass fraction, burn rate and level of
incident radiant flux. Smaller Al particles and larger Al mass fractions
promote lower Al temperatures. These results should prove wuseful to pro-

pellant formulators in trying to reduce the problem of unwanted Al agglomera-

tion.
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INTRODUCT ION

It nas been observed that during the combustion of aluminized composite
solid propellants, some of the aluminum particles agglomerate before they
- leave the surface of the propellant [1-3]. Typically, aluminum particles
with mean diameters of 5-30um may be mixed in the propellant formulation.
Yet combustion bomb studies [1-3] indicate that aluminum agglomerates as

large as 300um leave the burning propellant surface. This agglomeration

results in two kinds of loss. The first loss is the eneryy that escapes
due to the fact that the large agglomerates have insufficient residence
time to burn completely. The second loss is the two phase flow loss incur-
red in dragging the large agglomerates out through the nozzle. Both types
of loss reduce the specific impulse of the rocket motor.

It is conceivable that the problem of unwanted aluminum agglomeration
could be substantially reduced by maintaining the temperature of the alum-
inum particles below the melting temperature (933K for pure aluminum). To
study the factors which influence the temperature variation of the aluminum
particles, a heat transfer model has been developed. Among the factors
investigated which influence the aluminum particle temperature are aluminum
particle size and mass fraction, the level of radiant flux incident from
the rocket motor, and the nature of the propellant matrix surrounding the
aluminum.

The type of propellant studied was an Ammonium Perchlorate (AP)/hydro-
carbon/aluminum (Al) composite propellant with properties similar to Morton-
Thiokol space shuttle propellant. Bi-modal AP was considered., Taken to-
gether the AP oxidizer and hydrocarbon binder constitute the matrix which
surrounds the Al particles (see Fig. 1). Since the matrix is relatively

transparent to thermal radiation and since significant levels of radiant
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flux are likely to be present in aluminized propellant motors due to the
abundance of Al and Al 03 particles suspended in the gas phase it is quite
possible for the Al particles embedded in the propellant to be preferenti-
ally heated and become hotter than the surrounding matrix. Futhermore the
Tow thermal conductivity of AP (kpp = 0.04186 W/m K, 10°% cal/em s K) in-
hibits heat conduction between the Al particles and matrix and thus
preserves separate and distinct matrix and Al particle temperatures. By
tailoring the propellant's thermal radiative absorption and scattering
properties it should be possible, in theory at least, to control the sub-
surface Al particle temperature profile and maintain Al particle tempera-
tures below the matrix temperatures. Perhaps it would be possible to
maintain the Al particles below the melting temperature. These considera-
tions are the basis for this theoretical study.

Definition of Model

The model developed consists of two phases, one strongly absorbing
particle phase consisting of Al particles and another weakly absorbing ma-
trix pnase (AP plus hydrocarbon binder) (Fig. 1). The incident radiation
was assumed to be blackbody radiation at a temperature Tp. For theoretical
purposes all particles (AP and Al) were treated as spherical and monodis-
perse. Both phases were assumed to be non-emitting, anisotropically scat-

tering, absorbing media.
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Analysis

As the propellant is assumed to be non-emitting the radiative transfer

equation is decoupled from the energy equations and solved by the two-flux

method [4].
The two-flux radiative transfer equations are
+
dIa (3 ) I"’ - i \
=z - a +
o Atoy) hto Iy (1)
di - - - -+
- p =—(ax+ox) Ix"'cx Ix (2)
X
where
3 =2 (axg + 2P, * 3P, * 3iA1) (3)
o) =2 (oxap Bap + aaap, Bap,* oAl Ba1) (4)
1.5 f,: Q. f.q 47k
= ——N1 3l =
33 = D; except g = -—15—;-1L- (5)
1.5 f 5 Qe
0)‘1 = D.\” S (6)
i
1 10
o LL L o 7
i dq P (u,u°) du® du (7)
I (8) sine de
p sin
Pi (u, u?) = — j (8)
! n Y%y [O-68) (1-u-) - (cost - wu-©)]'/¢

p(8) - single scatter phase function

8g and 8, are defined as:

cosay = wp” + (1-42)1/2 (1.°2)1/2 (9)
cos8, = wu* - (1-u2)1/2 (1.,°8)1/2 (10)

Directions for I* and 1= are as shown in Figure 2.
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Solution of equations (1) and (2) with the boundary conditions

(1) at x + ~=; l; + finite value (1)
(2) at x = 0: 1;(0) = (1-R) 1%& +R I} (0) (12)

(where R is the hemispherical spectral reflectivity and qry/v = (uniform)
incident intensity)

Zﬂ[I;(X) + Li(x)] = 2Cy exp [yyx] (13)
where,

YA = Ex (3')‘ + ng) (]4)

1 - - T -
Cx n C] [] + T (ax + 2 dx) + (ax + 0x)] (]5)
o) g

(]-R) R/
. A

€y = (16)
In equation [13] the term Zw[I:(x) + I;(x)] has the interpretation of
tne radiant power incident on a differential slab element of propellant
per unit volume per unit wavelength, Weighted by the appropriate absorp-
tion coefficients this term will appear as a source term in the particle
and matrix energy equations.

Separate steady state energy equations for the matrix and particle

pnase are written,
dTe d7e
(oC)w (fyp + fyap) r PRl ke (fyg + fyap) P

2 2 ke - _ _ + -
+ n Do (—D——) (Tp - Ta) NaY + wfo (an + aApx)(Ix + Ix )da (17)
Al

a7 2 2k I._ + -
fuaL par O B s Oy () (Ta = Tp) Ny + vy (134 1)

(18)
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where

f.ookn ¥ fvaok
k. = V? B 7 AP™AP (]9)
vg * Vap
(). =JvB 8 o * fvap eapCap (20)
® (fvg + fvap)
6 f
Ny =—p4L (21)
»DaA1

The above equations are coupled through the conduction term h (Tp - Ta):
h = 2ke/Dpy. In this equation the limiting result for sprerical conduction,
Nu = 2, is used [5]. Also the particle temperature has been Jumped due
to the poor matrix conductivity.

Biot No. = h (Da1/3)/ka) = 2/3 ke/kpy << 0.1
Tne coupled energy and transfer equations are reduced to:

a3t d2T, T, j- — Y)\X
;;3 + 3, ;;? + a‘?;: + 3, ; a, CA e dx

1
+
ka(fyg + fyap)

L -— X
fo (agy + aapa) €y e ax =0 (22)

where:
12

= 7
oa1 DAY Ca1 r (fyg + Tyap)

(23)

a - -]Z(DC)G ]2 va] (24)
"7 oa1 OR1 Ca1  DZa1 (fyg + fyap)
and
-(pC), r 12 k
I~ (25)
Keo D%A1 o) CAv T S

Tne solution of this equation is o
. L a1 X b yxx
Ta(x) = [Tg - T4 - b Cox r] 1% + Coy © a + T, (26)
where the boundary conditions used are
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(1) Ta(0) = Tg (27)

(2) Ta(x + - =) =T, (28)

(3) dTa/dx (x + ®) = 0 (29)
The constants appearing in the solution for T.xx) are

3
Cor * 2 [‘° o ’( k ('vs * Tvap) “ (30)

Yx3 + sz 2+ny

a ® ) +| a; - 43 (31)

2

and

The particle temperature can than be determined as

2
. Da1(eC)e r (fvg* fvap)
Tolx) = To(x) + 2 ke T a) (Ta(x) - Tg)

- Yy X Dgy (fp + f 2
+£ Cer A (Yx-a]) dy) - ?; fv:'la VAP) )

- 2 2
(Tulx) = o) + [7 ¢y e™ () -a1) 02

2
)\ N fo"(sm + Tppy) €, e @ (32)

12 ke fyAl

Radiative Properties

The absorption and scattering efficiencies Q)7 and Qg,j for the
AP and Al particles were determined from the fundamental optical constants
n =n- ik. The values for the Al particles were taken tobe n = 1.7 - i 0.1
for all wavelengths, which is characteristic of the oxide which coats the
aluminum particles [6]. The optical constants for AP were determined
from the dispersion equations [7-8]
3 Nie? o2 .2

n? . k2 = 1.4833 + ) —29-12-:—“—'2—2——2—2— (33)

izl Mg (wpi€~ w®)° + vi‘u

L IR
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0.252 x 10'9, cm-3
0.188 x 10'°
0.405 x 10'9
58.7 x 1013, s-!
25.4 x 10'3
19.8 x 10'3
1.66 x 1013, s-!
1.76 x 10'3
= 0.746 x 10'3
which is valid over the range of wavelengths from 0.4 to 14 um. Over this
range of wavelengths it was determined from Fourier-Transform Infrared
Spectrometer (FTIR) measurements that tne AP transmits between 0.4 and
2.7um, 3.8 and 4.3um, and 11.8 and 14.0un. The AP absorbs between 2.7 and
3.8um and 4.3 and 11.8um. Since the AP dispersion equations give small non-
Zero values for k in the known transmissive regions k is set equal to zero
in those regions,

Absorption and scattering efficiencies are determined either by Mie
theory or the laws of geometric optics. For opaque regions of wavelength
(all wavelengths for Al and selective as noted above for AP) the efficien-
cies and single-scatter phase function are calculated from Mie theory for
x = aDng/x <5, For x > 5 the geometric optics results are used assuming 2

diffusely-reflecting particle with the hemispherical reflectivity equal to

normal reflectivity [9]. For transmissive wavelength regions (AP only)

Mie theory is used for values of x < 50. For x > 50 geometric optics results
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are used with the Fraunhofer diffraction contribution to forward scatter
removed.

The binder was assumed to be non-absorbing with a refractive index
of ng = 1.6. This is a reasonable representation of most hydrocarbon
binders which have a few very narrow infrared absorption bands and refractive
indices ranging between 1.4 and 1.7.

Asymptotic Solution

To clarify the roles of some of the major parameters and to help
debug the computer program of the full solution an asymptotic solution was
developed using the following assumptions.

(1) Transparent matrix phase (app = ag = 0)

(2) Grey medium

(3) Fya) very small

(4) No scattering (o = 0)

(5) No interface reflectance (R = 0)

(6) a1 > > v

(N Jar/a] > > Jag| 17|

Assumptions (6) and (7) may be verified by substituting realistic pro-
pellant properties into the definitons of those constants. With the above

assumptions the modified constants are obtained as

C r
ay = ——'—("k) (35)
-qp 3, 3
C, = (36)
0 Y3 N ,2a2 + yay
y=2 ' (37)

and equation (32) evaluated at the surface x = 0 reduces to
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Tp -1 .8 Q) 041 (38)

o § 4 ke
; Also. for large black (o = 0) A) particles (Dpgy > 10um) Qaa) =+ 1.
giving

1. = R0 (39)

Te -
Po ™ 'S 3 ke

Now the influence of the key parameters can be easily seen. The temperature

difference between the selectively absorbing particles and transparent mat-

rix is larger for large incident fluxes, small matrix conductivities and

LA e

large particle diameters. Assuming values of Tp = 3000K, k., = 0.04186 W/m K

E (10-% cal/em s K) gives the following results from the limiting case.
i Dyy (wm) Too = To (K)
§ 10 275

30 826

100 2750

Results and Discussion

A formulation similar to the space shuttle solid rocket booster (SRB)

propellant manufactured by Morton-Thiokol was chosen as a baseline case
{ against which to test variations in various parameters. The parameters
E for the baseline formulation were as follows:
3 Dap, = 24um Dap,® 180w DAy = 30um
map, = 0.21 map, = 0.49 may = 0.16
r=0.9347 cm/s npg = 1.6 kg = 0
; TR = 3000K Tg = 1000K To = 300K
nay = 1.7 ka1 = 0.1 :
The predicted particle and matrix temperature profiles for this case, Tp and 'i:
b Tes are depicted in Figure 3. The selectively absorbing Al particles main- {i
8-11 1’
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tain a consistently nhotter temperature profile. For this case the Al
particles would reach 933K, the melting temperature of pure Al, at or very
near the surface. In other cases that follow, for comparison, the base-
1ine formulation will also appear as a solid curve.

To test which parameters most strongly influenced the Al particle
temperature each parameter in the baseline formulation was varied keeping
all others the same. In Figure 4 the total AP mass fraction was held con-
stant at 70% but the split between large and small AP varied. Little effect
was noticed on Tp. In Figure 5 the small AP size was varied. To some
degree smaller diameters reduced the A) particle temperature due to the
enhanced scattering by smaller particles.

Variation of the large AP size (Figure 6) did not produce any signifi-
cant changes in Tp. This is because the AP radiative properties are domi-
nated by the small AP, Variation of the total AP mass fraction (Figure 7)
keeping the small/large ratio the same (30/70) made no significant differ-
ence either,

The surface temperature Tg is a parameter over which the propellant
formulator really has no control but its effect was tested anyway (Figure 8)
and found to be insignificant. Because of uncertainty in the optical con-
stants of the oxidized Al particles kpy was varied in Figure 9 and also
found to be relatively unimportant.

Of the parameters over which the propellant formulator has control the
two which indicated promise for use in reducing the Al particle temperature
were the Al diameters (Figure 10) and mass fraction (Figure 11). Both small
diameters and large mass fractions favor lower Al temperatures. Temperature
reductions of approximately 200K are predicted by merely reducing the Al size

from 30 to 10 um.
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Finally, two parameters which had a large effect on Tp but which are
difficult to control independent of other ballistic considerations are the
characteristic blackbody temperature of the incident radiation Tp (Figu(e
12) and the burn rate r (Figure 13). For obvious reasons low {ncident
fluxes and high burn rates favor lower Al temperatures. While little is
known about the level of radiant flux present in aluminized propellant
motors and controlling that flux would be difficult, it is important
to recognize that it is a major parameter in determining the temperature
of the Al particles.

One final case, presented in Figure 14 shows the effect of varying
several parameters simultaneously to achieve minimal Al temperatures. By
reducing Da1 to 20um, increasing may to 0.25, reducing Dppy to 20um, chang-
ing the small/large AP split to 50/50, increasing the burn rate to 2.0 cm/s
and decreasing Tp to 2000K the Al temperature was reduced by approximately

400-500K.

Conclusions

A realistic model for radiative pre-heating of aluminum particles in
AP composite propellants has been developed. The model predicts melting
of the aluminum near the propellant surface for parameters corresponding
to the space shuttle solid rocket booster propellant., The model also
identifies which parameters have 2 strong influence on the aluminum particle
temperature. These are aluminum size and mass fraction, burn rate and level
of radiant flux. Smaller aluminum particles and larger Al mass fractions
promote lower temperatures. The model was used to predict that certain
combinations of parameters may be chosen to inhibit heating and melting of
the aluminum. Parameters were also identified which have little effect on

Al temperature., These were total AP mass fraction, small/large AP split,

8-13




syrface temperature, Al extinction coefficient, and large AP size. In

addition the size of small AP had a weak effect. These results should

prove useful in formulating propellants which minimize the problem of un-

wanted Al agglomeration.
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Figure Captions

Fig. 1. Aluminized Composite Propellant with Bi-Modal AP Blend
Fig. 2. Radiative Flux Convention for Two-Flux Model

Fig. 3. Particle and Matrix Temperatures for Baseline Propellant
Formulation

Fig. 4. Effect of AP Split on Particle and Matrix Temperatures
Fig. 5. Effect of Small AP Size on Particle and Matrix Temperatures
Fig. 6. Effect of Large AP Size on Particle and Matrix Temperatures

Fig. 7. Effect of Total AP Mass Fraction on Particle and Matrix Tempera-
tures

Fig. 8. Effect of Propellant Surface Temperature
Fig. 9. Effect of Aluminum Extinction Coefficient S
Fig. 10. Effect of Aluminum Particle Diameters -
? Fig. 11. Effect of Aluminum Mass Fraction :

;j Fig. 12. Effect of Blackbody Incident Radiation Temperature

Fig. 13. Effect of Propellant Burn Rate

Fig. 14. Results of Special Non-Agglomeration Formulation
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Upper Case
C

G
G
Coa
D

T
fower Case

a¢

3

NOMENCLATURE

Specific Heat (Cal/gm K or kJ/kg K)

Constant defined by equation (15) (watts/cm2 um)
Constant defined by equation (16) (watts/cm2 um)
Constant defined by equation {30) (K/um)
Diameter (um)

Intensity (watts/cmZ um)

Number density of particles (cm=3)

Parameters in equation (33) (cm'3)

Phase function in slab geometry

Scattering or absorption efficiency
Hemispherical spectral reflectivity

Temperature (K)

Absorption coefficient (cm")

Constant defined by equation (23) (K/watt)
Constant defined by equation (24) (cm‘z)
Constant defined by equation (25) (cm'])
Charge of electron

Volume fraction

Heat transfer coefficient (watts/mZ K)

Imaginary part of refractive index (; zp-ik), also thermal
conductivity (watts/m K)

Mass fraction, also mass of electron

Real part of refractive index (; = n -ik)
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[N
b
y

4

3

»

»
y.

p

r
Greek Symbols
a
a
Y
Y}1Y2:Y3

€0

g

w

Single scatter phase function

Rate of burning (cm/s)

Constant defined by equation (31) (cm“)

Constant defined by equation (14) (cm'])

Constant defined by equation (37) (cm-1)

Parameter defined in equation (33) (S'])

Permittivity of free space

Polar angle in single particle geometry

Cosine of polar angle in slab geometry for incoming ray
Cosine of polar angle in slab geometry for outgoing ray
Density (kg/m3)

Scattering coefficient (cm-!)

Angular frequency (S-!)

wgy swpewq3 Parameters defined in equation (33) (S‘])

Aluminum

Ammonium perchlorate

Binder

Particle

Particle at x = 0

Incident radiation

Surface (at x = 0), also scattering
Absorption

Index used for APy, APy, Al and B
Matrix

Monochromatic
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DEVELOPMENT AND TESTING OF AN ANIMAL MODEL
OF STATE DEPENDENT EFFECTS WITH ATROPINE
by
L. W. Buckalew
ABSTRACT

This project attempted to 1) design and validate a small
animal model for determining state dependent effects with a
CD agent, and 2) explore the possibility of a state dependent
effect with atropine, a CNS-acting CD agent. Relevant liter-
ature is reviewed and a model developed which required experi-
mentation to determine appropriate drug dose levels, route of
injection, and time to peak effect. The evolved model and
suggested procedure accompanying it are recommended for use
in future small animal experimentation with atropine. This
agent was found to yield decrements in performance during
training though no definitive conclusion as to state depend-
ency was warranted due to complications encountered during
testing and the resultant small number of cases available.
However, trends would suggest the viability of a state
dependent effect with atropine in small animals, and further
more extensive research is strongly encouraged due to the
important implications for combat-conditions (CD) behavioral
efficiency, as discussed. Presently reported research
efforts are continuing, stimulated by this opportunity as
reported, and further results will be made available to USAF.
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I. INTRODUCTION:

The threat of chemical (drug) weapons appears very real,
accentuated by recent reports of field deployment in Central
and Southeast Asia. There appears a growing possibility of
military personnel encountering chemical environments in any
future conflict, a realization which has stimulated concerted
research interest. A major defensive/protective thrust now

exists for the evaluation of potential CD agents in order to
preserve the viability of military operations, with USAF con-
cerns for flight line operations in particular.

The discovery of German nerve agent (anticholinesterase)
stockpiles after World War II rapidly stimulated interest in
developing, testing, and making available to field forces
appropriate pre-treatment or antidote CD agents.1 These
agents (anticholinergics), such as atropine, were first
studied in organized fashion in the 1950s, with particular
concern for determination of therapeutic doses.1 Since then,
considerable research has been conducted, primarily by the
British, on atropine drug effects in humans. Relatively com-
prehensive overviews of the pharmacology and pharmacodynamics
of anticholinergics are available.z'B’A For two anticholiner-
gic CD agents, atropine and benactyzine, exiensive investiga-
tions have been conducted on their physiological effects.1'5'
6,7,8,9 with particular emphasis on dose effects. Many
fewer efforts have been directed at determining performance
effects, both psychomotor and cognitive, of CD agents in

humans, though some research exists.1’6’10

A review of atro-
pine's physiological and performance effects in humans, with
specific concern for USAF interests, is available.11

A majority of available research on atropine, both for
humans and animals, has been concentrated on the investiga-
tion of physiological effects., While certainly important
considerations in evaluating the effects of any drug, these

effects must ultimately be related to behavioral changes and
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X efficacy, concerns particularly relevant to the operational
'& readiness, combat efficiency, and mission integrity needed
_ in USAF personnel. Given that such personnel, and particu-
? larly those on the flight line, have been highly trained, a
major concern emerges as to the influence of atropine, as a

f
ottt

CD agent, on learned behavior, learning phenomena, and
memory. Obviously, disruption within these processes induced
by a CD agent could prove disastrous to combat operations and
» mission integrity. However, few studies have been devoted to
. exploring atropine's effects in these areas. One early study
. 12 did report passive avoidance learning, extinction, and ]
retrieval in rats as impaired by atropine sulphate, though
the consolidation and storage of memory traces were not

13

adversely influenced. A recent major review reported that

anticholinergics alter learning and memory performance, though

B SRR

memory storage itself is rarely affected by these drugs. 1In
essence, while the process of learning and memory storage are T
relatively free from anticholinergic influence, performance 1;%15
relying on these processes is impaired. The question emerges, . :
- then, if input processes are undisturbed by atropine, though ¥
output (performance) is impaired, how can this impairment be
minimized so as to maintain behavioral integrity?
Particularly relevant to this question is the concept
of state dependent learning. In typical studies, subjects
learn a set of materials in one particular state (e.g., under
the influence of a drug) and are then tested either in that
- same state or in some other (e.g., atropine-free). Although

the results are controversial, some studies have shown that iliﬁf
retention, and hence performance, are better when the learn= !A ..
ing and test states are the same.14 Mixing the states (e.g.,
learning while atropine-free and recalling/performing under
the influence) can result in poorer retention/performance.
This last scenario would typify the concerns of the USAF in
its contemplated use of atropine as a CD agent. Of note,
much of the research on humans with atropine was accomplished

9-4
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prior to "the increasing experimental avidence that responses
acquired under one drug condition and tested under another

\an Sk

may result in a response decrement independent of the specific
actions of the drug employed."15 i.e. the state dependent

Paadant 2

l effect., Hence, the question evolves as to whether atropine
i lends itself to state dependent effects, knowledge of which
¢ could be used to minimize the drug effect, per se, of atro-
pine employed as a CD agent., Experimentation exploring this
parameter, however, is hampered by the toxicity of atropine.

Due to the toxic nature of CD agents, in vivo human
testing is often precluded, thus necessitating use of animals
to estimate human performance decrements. Examples of this
orientation are reflected in previous USAF efforts.16'17'18
However, while advantageous if not necessary, there are some
important problems associated with the use of anémals in CD

research, as addressed by a recent USAF report.1 One such
problem is the development and validation of animal models
for drug effects. A second and related problem is validating
animal performance measures/tasks as analogs to human behavi-
ors, a consideration further defined by necessity to approxi-
mate flight line, aircrew operations. With resolution of
these basic problems, and assuming the validity of aircrew
performance decrements associated with treatment by a CD
agent as suggested by previous studies, there remains the
untested possibility of state dependent effects associated
with administration of atropine. The implications of this
phenomenon, if demonstrated, extend to training conditions
and practices for aircrews, as performance decrements shown
to exist for atropine might be minimized if performance
training operations methodologically compensated for state
dependent effects of this drug. Given appropriate testing
and empirical demonstration of state dependent effects for
atropine, efforts could be readily undertaken during initial
aircrew training to compensate for anticipated performance




........

decrements when exposed to this CD agent.
II. QBJECTIVES:

It was a major objective of this research to design and
develop an animal model which would facilitate testing for
state dependent effects with anticholinergic drugs. A por-
tion of this development involved determinationof survivable
does levels of atropine and levels which did not compromise
behavioral integrity. A second major objective was to employ
this model to explore whether the pharmacological and behavior-
al effects of atropine, a primary CD agent, lend themselves
to state dependent effects associated with other CNS-acting
drugs such as alcohol.20 In essence, the state dependent
phenomenon involves the fact that, for a given agent, per-
formance under that agent's influence is maximized if training
was also under the same agent's effect. This phenomenon
allows that performance decrements will be minimized as a
result of an agent's influence providing that similar physio-
logical conditions existed during both training and performance
phases.

Animals are frequently used in drug studies because they
allow a degree of control not possible in retrospective or
prospective human studies, and animal investigations allow a
greater range of tests than possible with humans.21 Hence,
pre-clinical drug development research and much medical and
psychological research uses animals. The efficacy of such
research is predicated on the design and validity of specific
animal models, the most prevalent of which involve rodents
and primates, and basic drug research methodoléagical con-
siderations.22 The present effort considered rodents (rats)
in an escape learning paradigm involving a noxious (shock)
stimulus such as has been discussed in drug research reviews.
13 This scenario was operationally equated with emergency
aircrew operations during highly stressful and cambat-related
operations. Of note, a state dependent effect has been

demonstrated for a number of CNS-acting agents, most notably
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alcohol, marihuana, nicotine, and amphetamines.

Given that atropine, alone or in combination with benac-
tyzine, is the primary pre-treatment or antidote agent indi-
cated for CD, the development of a model for and the demon-
stration of state dependent effects with this drug should
have appreciable implications for both training and indica-
tions., If state dependent effects can be tested for and
demonstrated with atropine, and recognizing performance decre-
ments generally associated with the administration of this
agent to naive subjects, these decrements could be minimized
if training procedures involved an atropine-influenced con-
dition. This phase of training, if indicated, would contri-
bute appreciably towards the maintenance of aircrew viability
during treatment for suspected chemical warfare agents. Ary
effort to preserve the integrity of aircrew operations under
chemical warfare conditions may be regarded as a major contri-
bution to insuring the operational readiness and ultimate
combat efficacy of USAF personnel and missions.

III. METHODS AND MATERIALS:

a. Subjects
The subjects were 24 adult male albino rats; four groups

of six each. Rats were obtained from an animal supply
company and were naive to any drug administration or previous
experimentation. Animals were obtained at an age equivalent
to human adeclescence and were matured in the laboratory over
a two month period to facilitate laboratory acclimation. At
the beginning of drug testing, the mean weight of animals
was approximately 230 gm.

b. Apparatus and Materials

To facilitate injections, a 5cc disposable syringe was
used. The agent employed was atropine sulphate (1ml = .5mg),
and injectable sodium chloride (.9%) was used for the control
condition. Dose quantities were determined by animal weight AR
which was measured by a Hanson Model 1440 500g scale. A gnafi
Lafayette Model A-586 one-way shuttle system facilitating S

9-7
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the administration of shock and use of a light discriminative
stimulus was employed to test/train avoidance behavior. This L
apparatus allows provision, with or without discriminative ;
stimulus presentation, provision of a mild shock via a grid jf
floor. Avoidance is accomplished by the animal jumping to

M. . BRI

S

a higher, nonelectrified portion of the apparatus. Animals ]
were housed individually in standard galvanized cages which

had 200 ml water bottles and drinking tubes attached. Purina

Lab Chow was used for feeding, supplemented by 20% protein O
chunk dog food. S

c. [Procedure
The operational procedure of this research was multi-
faceted due to two distinect, though related, objectives. One L
objective involved the design, development, and testing of ';f}%ﬁ
an animal (rodent) model for detecting state dependent E
effects with a CD agent (atropine). This effort included '
experimentation to determine a survivable and appropriate ;
dose level of atropine for subjects. The second objective ERE
entailed specific drug-testing to determine the existence, if
any, of a reliable state dependent effect using the evolved
model. S
Objective 1. A number of animal models for testing drug
effect exist, though differences may be noted between models ffwf:
based on the animal being used and the nature of the agent
. employed. As atropine is a CNS-acting agent, review of models
) was restricted to this category. Further, while a general Tt
e paradigm for testing state dependent effects exists, it was
K necessary to experiment with methodology to determine the
most appropriate methodological procedures. The major con-
cerns requiring actual experimentation for resolution were:
dose level, type of injection (IV, IP, IM, subcutaneous),
avoidance learning criterion (performance), and determination
3 of a standard interval period between training trials and

5 testing (drug effect and/or state dependent effect) trials, 'Ei:&f
E As indicated, the appropriate procedure(s) for resolving 1};:?
'% these issues entailed review of the literature and actual R

9-8
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experimentation. Based on outcomes of meeting Objective 1,
actual testing for a state dependent effect (Objective 2) was
instituted. PFigure 1 reflects the procedural model designed.

Objective 2. The model on which initial experimentation
has begun involves three distinct phases: 1) training, 2)
interim period, and 3) testing. During training, subjects
were conditioned to escape (initially) or avoid (finally)
the shock. Early training essentially reflected an escape
learning situation in that animals had to learn to attend to
the light discriminative stimulus. This stimulus was turned
on 5 seconds prior to shock. Once this stimulus acquired
meaning, training became traditional avoidance learning, with
trials continuing until a criterion was met., This criterion
was pre-determined to be 3 successive successful avoidance
trials. Once an animal completed this phase, no further
training or even experience in the apparatus was allowed for
a 3-week period (interim phase). The testing phase entailed
recording the mmber of trials needed for an animal to regain
training (criterion) performance levels. One half of the
animal population underwent training under atropine exposure
and one half under saline exposure., Testing, or phase 3
trials were accomplished under either atropine or saline
conditions. The specific drug conditions of any group of
animals may be seen in Figure 1.

IV. RESULTS:

As this project entailed two major objectives, results
are reported individually for each. The design and develop-
ment of a state dependent model for testing CD agent effects
in rodents is reflected in Figure 1, which incorporates both
specific treatments and the sequence thereof.

The design and development of this procedural model, to
include specific subject treatments, entailed a number of
trial-and-error experimentations. The relative poverty of

13

with dose levels and routes of injection. A consultant

research with atropine on rats necessitated experimenting

93-9




Training Phase

Interim Phase

Testing Phase

Qutcome

Placebo/Saline

Placebo/Saline

CD Agent/Atropin

CD Agent/Atropin

No Exposure
to

Agent

Placebo

Training
Condition

Apparatus

Placebo/Saline

"

Placebo Effect

CD Agent/Atroping

Atropine Effect

CD Agent/Atroping

Placebo/Saline

Figure 1. A model for state dependent learning effect testing in small animals using
prophylactic doses of atropine.

State

Dependent

Effect

Dose level, peak effect time, injection
route, and learning/performance task are discussed in text.
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veterinarian aided in experimenting with route and dose
determinations. While the prescribed CD human route of
administration is IM, or at worst, subcutaneous, this mode
proved inefficient with rats due to 1) typical needle length,
2) small size of muscle groups readily accessible, and 3)
difficulty of injection. Hence, and in accord with some pre-

12

vious relevant research, an IP (intraperitoneal) route was

established as the most efficacious accomplishable, Deter-
mination of dose level proved both difficult and costly. A

3 major regional school of veterinary science consulted was
unable to indicate any precise rat-equivalent of the conven-
tional human dose. Of note, not only is the rat much smaller
but metabolism and drug assimilation rates are appreciably

CNLANL SN B0 a5 an

different than in humans. Unfortunately, experimentation
with a narrowing range of atropine doses resulted in the
premature demise of some animals, thus reducing the number of
subjects available for actual state dependent testing. The
atropine dose of 1 cc/100 gm of 50% solution of atropine
sulphate prove& as the most viable dose level to approximate
the behavioral decrement noted in humans for a CD dose, It
was also determined, through trial-and-error, that this ani-
male dose achieved essentially peak effect in 20 minutes fol-
lowing IP injection. The determination of an avoidance

= T
PR MR 8

learning criterion was based on preliminary testing of non-
injected (atropine or saline) animals: 3 consecutive trials
of successful avoidance behavior in a discriminant stimulus
situation. The 3-week interim (between training and testing)
period was selected arbitrarily. Collectively, the model of
Figure 1 and the foregoing experimentally-based information
constituted completion of Objective 1.

Objective 2 entailed the actual controlled testing of
animals using the paradigm evidenced in Figure 1. Several
intervening variables operated to severely limit the conduct
of this portion of the research project. As previously noted,
an unexpected number of animals were lost to the study in

9-11
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the process of exploring dose levels, either as a direct and

W Vv, v, W w
P P T

relatively immediate result of atropine administration or as
a suspected side/after effect within several days of injec-
tion. A second unforeseen situation further detracted from

experimental efforts and opportunities: a wild rat managed ;
to gairn entry into the animal housing area. Before it could ot
be eliminated, it had destroyed several laboratory animals or : 4

sufficiently injured them so as to require humane sacrifice.
s Hence, the total number of available and surviving animals

) naive to atropine exposure was sufficiently reduced to

o require curtailment of using the full state dependent para- }
t: digm of Figure 1. Consequently, the data obtained must be e
considered limited and/or preliminary. In essence, the N's

for experimental groups (4) with insufficient statistically o
to allow drawing definitive conclusions. However, prelimi- < i
nary/guarded data indicated the following: 1) the administra- f ,_1
tion of atropine did disrupt the learning/training process, S

as control (saline) subjects required an average of 14 trials )
to criterion while experimental (atropine).subjects took an f o
average of 23 (22.7) trials to reach criterion; and 2) while v h
no definitive statement on a state dependent effect is
warranted (n = 3 per group), a trend was evidenced support-
ing the phenomenon, i.e. atropine/training rats returned to
criterion level performance during testing with atropine

in fewer trials than did either rats trained under saline
conditions. Again, this data must be considered tentative,
and continuing, larger-N, experimentation is in progress.
V. RECOMMENDATIONS:

Despite the recounted problems encountered in pursuing {‘

Objective 2, several suggestions and recommendations seem
warranted.

1. The developed model (Figure 1) appears viable for
atropine experimentation with small animals respecting a CD 7
orientation. !»

2., The atropine dose level and peak effect time period
and mode of injection appear viable and adequate, and should

9-12
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be considered for future and/or continuing research efforts.
3. The present research, coupled with previous related

12,13 strongly supports performance

efforts.using rodents,
decrements associated with atropine exposure. Such knowledge
is a necessary precursor to testing for state dependency.

4Le The trend evidenced presently, along with results of
other research on CNS-acting drugs, endorses the probability
of state dependent effects with atropine. The clear estab-
lishment of this phenomenon should be a high priority in USAF
research interests due to the implications on combat (CD)
efficiency. A reliable and clear establishment of such an
effect would encourage special training (under atropine
influence) for all essential flightline personnel which
could deter any significant loss of behavioral efficiency in
CD conditions.,.

5. The research herein reported is continuing at per-
sonal (researcher)/institutional (university) expense, stimu-
lated by this RIP grant and inherent opportunities. As
larger amounts and more definitive data become available,
journal publication is envisioned and all results will be
made readily available to AFOSR.
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COMBINED BLAST AND FRAGMENT LOADING
OF REINFORCED CONCRETE
by

Or. Chester E. Canada

ABSTRACT

The loading and response of an aboveground, blast-resistant,
reinforced concrete structure to the nearby detonation of an air-
delivered bomb is addressed. The resulting load on an adjacent
structural element is due both to blast waves and to the impacts
of high-velocity metal fragments. The loading profile from a
metal-cased charge is found to differ significantly from that of
a bare explosive charge because of these high-velocity fragmenté,
which cause direct spall from the front face of a concrete
element and modify the shock wave that propagates into the
concrete. Overpressure magnitudes are larger, and the spatial
gradient behind the front is increased. Larger structural
deformations and a nigher probability of spalling at the back
face of the concrete element are to be expected. Consequently, a
structure that provides desired protection against a bare charge
may prove inadequate for protecting against a metal-cased charge.
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I. INTRODUCTION: Aboveground reinforced concrete structures are
widely used by the Air Force to protect equipment and personnel
from the near-miss detonations of air-delivered ordinance. The
design of these structures has nhistorically been based on
conservative procedures such as those outlined in Reference 1.
Recent tests (2-4) were conducted to investigate the degree of
conservatism inherent in these accepted design procedures. These
tests confirmed that an acceptable protective structure
satisfying the shear and flexural requirements imposed by the
detonation of a bare charge can be met with a design using less
steel than is recommended by the conservative procedures. These
tests were conducted using structures with concrete wall
thicknesses consistent with the accepted procedures but with
variations in both the flexural and shear reinforcing.

Unfortunately, a new area of concern became evident because of
these tests. Reinforced concrete walls that were capable of
resisting the nearby explosion of a bare explosive charge without
significant damage could spall or even breach when subjected to a
metal-cased charge of the same weight. Hader (5) reported that
cased charges caused perforation in walls at distances up to ten
times larger and thicknesses up to three times greater than a
bare charge of the same weight. Fig. 1, which shows the effect,
is taken from Hader's paper. Obviously the loading caused by the
high-velocity missiles modify the total loading profile to
enhance the probability of spall or perforation.

Additional work conducted at Tyndall AFB (6) has demonstrated
workable methods to mitigate the loading of the fragments thereby It
reducing the likelihood of spall or perforation. All tested )
methods have involved the insertion of a barrier between the
charge and structural wall so that direct fragment impact was
prevented. An earth cover, a tile wall, or a decoupled concrete
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barrier wall were all effective for mitigating the case charge f“l}’
effect. Simply increasing the wall thickness was not practical G
for eliminating spall. It was found necessary to decouple a ?i%ﬁﬁ
R
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solid barrier.

Considerable effort has been historically expended in both
understanding and in predicting the response of a structure to
the blast wave loading of a bare explosive charge. Unless the
charge is in contact or very close to the concrete element of
concern, loading magnitudes are generally not sufficient to cause
crushing of the concrete on the front face nor spalling of the
concrete on the back face. As a result, most of the experimental
literature addresses structural rather than material response.

T Y Y YV W e

Both spall and breaching are early-time, across-the-plate effects
caused by localized material failure., The Tater-time flexural
response of the structure depends on the overall geometry as well
as material strength properties. Early-time effects such as
spall or breaching that cause removal of material from a
structural element obviously adversely effect the response of
F that element at later times. It is noted, however, that if spall
A or even some limited breaching should occur, the affected
structural element should not be considered as totally failed.
Reserve strength in the element or in the structure may well be
P adequate to carry the subsequent dynamic flexural response as
y well as the post-event dead loads.

10-5
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Il. OBJECTIVE: The purpose of this study is to “evelor a
quantitative rationale to predict the response of a reintorced
concrete structure to the detonation of a metal-cased explosive
charge. As explained, considerable effort has been expended in
understanding response mechanisms due to detonations of bare
charges. The emphasis of this work will be to identify and
quantitate differences in the loading magnitudes and profiles
arising from the high-velocity fragments that cause enhanced
across-the-plate effects and perturbations of the subsequent
flexural behavior. Where possible, predictions based on these
across-the-plate effects will simply be incorporated as

; modifications into existing predictions of structural behavior.

D

1 Ref. 7 contains a computer program, herein called "REICON" that
predicts structural behavior from the detonation of a bare
charge. Predictive rationale developed here will use flexural
response algorithms contained in this existing program. For the
situation to be considered, a direct line-of-sight path from the
charge to the element is assumed. The structural element is thus
loaded by both the blast wave and the high-velocity missiles from
the fragmented case.

10-6
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I1I. DISCUSSION: For this study, a vertically oriented
explosive charge of known weight and cylindrical geometry is
used. The charge is located a prescribed, unobstructed distance
from the structural element to be analyzed. Loads from bare and
metal-cased charges are examined. When cased, the outside
dimensions of the charge are assumed equal to the inside
dimensions of the case.

On detonation, a nearby structure is externally loaded by both a
blast wave and, if the charge is cased, high-velocity
fragments. Parameters of the loading on the front face of the
structural element due to the blast wave and the fragments are
estimated from empirical data and theory (1, 8-9). If present,
the numerous high-velocity fragments crush and penetrate the
concrete on the front face thereby causing the removal of some
concrete from this surface. In addition this external loading
induces a shock wave into the concrete which propagates across
the element, interacts with the free surface at the back face,
and causes potential spall at this surface. These early-time
phenomena may adversely affect the capacity of the element to
resist later-time flexural requirements.

A typical blast-resistant structure has concrete walls containing
flexural reinforcement, 1In most cases this reinforcing steel
spans both the horizontal and vertical directions. If the
anticipated overload is sufficiently severe, web reinforcement,
most often stirrups but sometimes lacing, is provided. A
concrete cover of prescribed thickness is used to protect and
contain the reinforcing steel. As explained below, the mechanism
for spall used herein is a direct function of this concrete cover
thickness.

A post-test examination of the structures and a review of the
photographic records taken during the testing at Tyndall AFB and
described by Colthorp (4) provide insight for understanding the
mechanisms leading to spall, perforation, and flexural responses.




DA Y]

For these tests, metal-cased charges were detonated at ground
level at prescribed distances from several model structures. The
load carrying capacities of the various concrete walls were
varied so that a wide range of structural responses and material
failure modes would be observed. At one extreme, for a weak
wall, early-time spall and perforation failures followed by
later-time flexural deformation failures, all occurred in a
single test. At the other extreme, for a wall designed so that
excessive flexural deformations were prevented, spalling on the
back face still resulted. One effect common to all walls was the
removal of concrete from the front face due to the impacting,
high-velocity metal fragments. The amount of concrete removed
was directly dependent on the depth of penetration of the high-
velocity fragments.

The high-speed photographic records (4) indicate, when all
failure modes occur during a single test, that the time sequence
of failure events is first spalling, then breaching, and then
excessive flexural deformation. Dimensions of individual,
spalled concrete pieces were found to be strongly dependent on
the concrete cover thickness and the spacing between the
horizontal and vertical flexural steel. When spall occurred, the
pattern of first cracking of the concrete on the back face formed
a rectangular array directly over the location of the adjacent
flexural steel, The presence of the flexural steel apparently
serves to focus the shock wave thereby producing the observed
cracking array. As a result, the preferred lateral dimensions
and thickness of a spalled concrete piece equals the spacing of
the steel array and the thickness of the concrete cover
respectively. It will be assumed herein that, if spall occurs,
only one spalling plane is formed and this plane is near the
centroid of the flexural steel for the back face. Of course,
additional spalling planes may form between the front and back
faces, but the prescribed flexural and shear steel confines the
concrete in this region thereby resisting the separation of
material across a spall plane.

10-8




. R (R T . Tt e e e ST e
e e -, e R RIS SR,
RIS S JX ) S PRI N PP LIS PN *

The crushing and removal of concrete from the front face by the
impacting fragments and the potential spall from the back face
both cause a reduction in thickness of the structural element

that is to resist breaching and flexural deformations at later
times.
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Z a. LOADING DUE TO BLAST WAVE: Prediction of the parameters for =
N the free-field blast wave, as it approaches the element of L
E concern is based on curves in Ref. 1 and 8 for the detonation of ! :

.. a hemispherical charge at ground level. No pressure reduction

: mechanisms due to the metal case are considered. Pressure-time
loading applied to the element depends on the angle of incidence
of the blast wave and the magnitude of the free-field side-on
overpressure, Empirical data in Ref. 9 is used to convert the
free-field parameters to actual pressure-time loading.

Necessary numerical values, from Ref. 1 and 9, to compute the -—
loading profile at a point on a surface are stored as data in the ,, -
computer program. These data include values from the scaled .
distance, side-on overpressure, peak reflected overpressure,
scaled reflected impulse, scaled duration, and scaled time-of- o
arrival curves of Fig. 4.12 (1) and the side-on overpressure, ‘ ’
angle of incidence, and reflection coefficient curves o