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PREFACE

This Final Report was prepared by IIT Research Institute, Rome, New
York, for the Kome Air Development Center, Griffiss AFB, New York, under
Contract F30602-83-C-0056. The RADC laboratory contract manager for this
program was Mr. Preston MacDiarmid (RBE-2). The study originator and
fnitial RADC laboratory contract manager was Mr. Lester Gubbins. This
report covers the work performed from February 1983 to September 1984.

The principal investigator for this project was David W. Coit.
Valuable assistance was provided by Mary Priore, Donald Fulton, Donald
Rymer, James Carey, Kieron Dey, Thomas Ballou, Bernard Radigan, Harold
Lauffenburger, William Denson, Michael Rossi, Donald Rash and David Dylis.
Report production was coordinated by Pamela Coe and Virginia Dwyer.
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MANAGEMENT SUMMARY

The objective of this study was to develop a procedure to predict the
quantitative effects of nonoperating periods on electronic equipment
reliability. A series of nonoperating failure rate prediction models were
developed at the component level. The models are capable of evaluating
component nonoperating failure rate for any anticipated environment with
the e2xception of a satellite environment.

The proposed nonoperating failure rate prediction methodology is
intended to provide the ability to predict the component nonoperating
failure rate and reliability as a function of the characteristics of the
devices, technology employed in producing the device, and external factors
such as environmental stresses which have a significant effect on device
nonoperating reliability. The prediction methodology is presented in a
form compatible with MIL-HDBK-217 as an Appendix to the technical report.

Observed nonoperating failure rate data were collected from a variety
of sources. The following criteria were established for an acceptable
source of data:

Data available to the part level

Primary failures can be separated from total maintenance actions
Nonoperating failures can be separatad from operating failures
Sufficient detail can be identified for components

Sufficient equipment nonoperating hours to expect failures

0 0 O O o

A summary of the collected data is presented in Table MS-1.

The model development approach was based primarily on empirical data
analysis. Thus, the proposed models include variables which can be shown
to significantly affect nonoperating failure rate. A model development
matrix is presented in Table MS-2. The model development matrix indicates
the part class, data sources, empirical model factors, assumed/theoretical
model factors and also provides a discussion.
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- A clear and concise procedure was also developed to apply the

.‘J

2 component nonoperating failure rate prediction models to assess the impact

S

gl of nonoperating periods at the equipment level, Additionally, a

g comprehensive reliability prediction methodology was presented which

fz describes the use of the proposed nonoperating failure rate prediction

52 models together with the documented operating failure rate assessment
1

techniques (i.e. MIL-HDBK-217D).

It is recommended that the proposed nonoperating failure rate
prediction models developéd during this study be incorporated into MIL-
. HDBK-217. Additionally, it is recommended that the nonoperating failure
rate prediction models be updated periodically to reflect changes in
techiclogy or other factors which temporarily result in an inaccurate or
missing model,

jv

T R N A TN T N TP B

»;,,\x;}s;-.x.}-.}-.;.:.;y;\:r):-sr:m:o}:»:v‘}'.~:a:-s:-:-:'}rsrm:-;»mm:-:}a-}mw_o}wmmmmfAWM&WM

. . -
< ! B RV -, o L P
S { . s ,"/ . ‘::.::'”‘;. PR N ’}' / e : .;a,"_’:'.,. 23 /

; . I [ T . -
A ’ =2 T =43 =

g
H




s B
VT T T O KR AR A Al A

i
I I AT ¥ o7 %o x? oW 5 XN IS £ 0

R

‘.C
b
M
N
wd

La”

TABLE MS-1:

Part Class

Mornolithic Micro-
circuits

Hybrid Microcir-
cuits

Transistors

Diodes

Inductive Devices
Resistors
Capacitors

Tubes

Rotating Mechanisms
Relays

Switches

Connectors

Interconnection
Assemblies

Misc. Parts'

Model Development

NONOPERATING FAILURE RATE DATA SUMMARY

Data Failures
Records

644 353
27 2082
106 121
139 57
73 87
413 34
324 48
47 364
8 20
13 36
16 35
6 1
3 3
8 5

Model Evaluation

Part Data Failures Part
(x106) Records (108}
25862 11 50 1947
50050 0 0 0
21983 16 23 8422
22181 28 77 25468
49833 0 0 0
113119 21 17 16390
41841 22 14 5004
795 0 0 0
149 0 V] 0
1360 0 0 0
408 0 0 0
82444 0 0 0
2977 0 0 0
129 0 0 0
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1.0 INTRODUCTION

1.1 Objective

The objective of this study was to develop a procedure to predict the
quantitative effects of nonoperating periods on electronic equipment
reliability. A series of nonoperating failure rate prediction models were
developed at the component level. The models are capable of evaluating
component nonoperating failure rate for any anticipated environment with
the exception of a satellite environment. A clear and concise procedure
was also developed to apply the. component 'nonoperating failure rate
prediction models to assess the impact of nonoperating periods at the
equipment level. Additionally, a comprehensive reliability prediction
methodology was presented which describes the use of the proposed
nonoperating failuie rate prediction models together with the documented
operating failure rate assessment techniques (i.e. MIL-HDBK-2170).

Th2 proposed nonoperating failure rate prediction methodology was
intended to provide the ability to predict the component nonoperating
failure rate and reliability as a function of the characteristics of the
devices, technology employed in producing the device, and external factors
such as envirormmental stresses which have a significant effect on device
nonoperating reliability. An analytical approach using observed data was
taken for model development where possible. Thus, the proposed models
only include variables which can be shown to significantly affect
nonoperating failure rate. The prediction methodolugy is presented in a
form compatible with MIL-HDBK-217 in Appendix A.

1.2 Background

Failure rate and reliability prediction capabilities are essential
tools in the development and maintenance of reliable electronic
equipments.  Predictions performed during the design phase yield early
estimates of the anticipated equipment reliability and provide a
quantitative basis for performing proposal evaluations, design. trade-off
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analyses, reliability growth monitoring and life-cycle cost studies. This
is particularly important when an electronic equipment 1is in a
nonoperating state for a prolonged period of time. Equipment nonoperating
reliability cannot be determined until power is applied. If no test
schedule has been established, an equipment in a ndnoperating state has an
urknown reliability until the point in time when it 1is required.
Unexpected poor performance can have disastrous results. Therefore, it is
essential that nonoperating reliability assessment techniques are
implemented on the same scale as operating reliability assessment.

»
s
.
[]
»
4
)
5

Manufacturers and government customers for missiles have 1long
recognized the need for nonoperating reliability assessment. Conversely,
U.S. Air Force airborne electronic equipments have often been assumed to
¢ possess a nonoperating failure rate of zero. This has been an oversight,
particularly when it is considered that a typical fighter aircraft is
: exposed to over twenty times more nonoperating time than operating time.
' Even if the nonoperating failure rate is a small fraction of the
corresponding operating failure rate, the total number of nonoperating
failures may be equivalent to the number of operating failures. Twe
studies sponsored by RADC (Referencas 1 and 2) identified this oversight
as a possible reason that operéting failure rate predictions differ from
observed field data (where it is generally assumed that all failures are
operating failures).

e

Previous attempts (References 3, 4, 5 and 6) to predict nonoperating
reliability have generally been in one of two categories. Either (1) an
equipment level multiplicative "K" factor has been applied to an equipment
operating failure rate, or (2) operating failure rate relationships have
been extrapolated to zero stress. The first method has merit under
controlled circumstances. The second method has little or no merit. As a
general nonoperating failure rate prediction methodology which can be
applied for any equipment in any environment, neither of these previous
methods are acceptable. '

1-2
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Use of a multiplicative "K" factor has merit under certain
circumstances. The “K" factor can be accurately used to predict
nonoperating failure rate if it was based on eqdipment level data from the
same contractor on a similar equipment type with similar derating and

screening. In any other circumstances, the use of a "K" factor is a very

approximate method at best. Additionally, it is intuitively wrong to
assume that operating and nonoperating failure rates are directly
proportional. Many application and design variables would be anticipated
to have a pronounced effect on operating failure rate, yet negligible
effect on nonoperating failure rate. Derating is one example. It has
been observed that derating results in a significant decrease in operating
failure rate, but a similar decrease would not be expected with no power
applied. Additionally, the stresses on parts are different in the
nonoperating state, and therefore, there is no reason to believe that the
operating factors for temperature, environment, quality and application
would also be applicable for nonoperating reliability prediction purposes.

An invalid approach for nonoperating failure rate assessment has been
to extrapolate operating failure rate relationships to zero electrical
stress. A1l factors in MIL-HDBK-217D, whether for electrical stress,
temperature or another factor, represent empirical relationships (as
opposed to theoretical relationships). An empirical relationship is based
on observed data, and proposed because of the supposedly good fit to the
data. However, empirical relationships may not be valid beyond the range
of parameters found in the data and this range does not include zero
electrical stress for MIL-HDBK-217D operating reliability relationships.
Extrapolation of empirical relationships beyond the range found in the
data can be particularly dangerous when the variable is part of an
exponential relationship. A relatively small error in the exponent can
correspond to a large error in the resultant predicted failure rate.
Additionally, there are many intuitive or qualitative reasons why small
amounts of applied power can be preferable to phfe storage conditions.
For nonhermetic microcircuits, the effect of humidity is the primary
failure accelerating stress. A small current will result in a temperature
rise, burning off moisture, and probably decreasing device failure rate.

1-3
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Also, the detrimental effects of equipment .power on-off cycling would be
expected to be less for any electronic part when a small current fis
applied to the part. Another example where nonoperating failure rates
could be expected to be higher than low stress operating failure rates is
for storage degradation components such as electrolytic capacitors, motors
and electromechanical devices. These part types benefit from periodic
operatiocn. '

One of the assumptions which dominated these two approaches was also
necessary in this study. No empirical nonoperating failure rate data were
available for other than ground based enviromments. Nonoperating
environmental factor values were, therefore, determined based on an in-
depth study and comparison of operating and nonoperating failure

- mechanisms and failure causing stresses. However, for the most part, the

factors and models presented in this report represent empirical

nonoperating relationships determined from observed honoperating failure
rate data.

"1.3 Definitions

Many terms have been used during previous studies of nonoperating
reliability. Unfortunately, the definitions given in the Tliterature are
hardly standardized, and in many cases conflicting. It was not considered
desirable to develop unique definitions for this study. This would only
further confuse the issue. Therefore, the appropriate definitions, which
were used for this study, were based on a review of the available
literature, and were adopted from Reference 7.

Operating - Operating is defined as the state of a subsystem, assembly
or component when it is activated (as designed) by electrical or
mechanical means at any level of stress. At the subsystem level, if any
portion of the subsystem is operating, then the entire subsystem is
considered to be operating.
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Nonoperating - A subsystem, assembly, or component is considered to be
nonoperating when it is experiencing none of the electrical or mechanical
stresses inherent 1in the (designed) activation of that subsystem,
assembly, or component. It may however be experiencing stress caused by
the environment, transportation and handling, such as captive carry G-
forces, etc. '

Storage - Storage 1is defined as the state in which a system,
subsystem, assembly, or component is zero percent. activated, and is in its
normal configuration in a storage area.

Dormancy - Dormancy is defined as those states wherein an equipment is
in its normal operation configuration and 1is not operating, or is
maintained in operationally ready storage. Dormancy includes the
nonoperating portions of alert, captive carry, transportation and
handling, and launcher carriage.  The operationally ready storage mode is
predominant in that this state is where "long periods" of dormancy occur.
The ability of a system to withstand these "long periods" may be
influenced by relatively short periods of test time or the siress inherent
in other states such as ‘transportation, captive éarry, or launcher
carriage.

Shelf Life - According to AFR 136-1, "Nonnuclear Munitions Product
Assurance Program," September 1979, shelf life is dafined as: the length
of time an item may remain in storage under prescribed packaging and
storage conditions, and operate satisfactorily when removed from storage.
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Equipment Power On-Off Cycle - An equipment power on-off cycle is
defined as that state during which an electronic system goes from the zero

electrical activation level to its normal design system activation level
plus that state during which it returns to zero.

Equipment Power On-Off Cycling Frequency - Power cycling frequency is
defined as the number of equipment power on-off cycles for a given time
interval (1000 nonoperating hours was used for this study).
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It should be noted that the definition of dormancy can vary
considerably. According to Reference 5, dormancy is equal to any
condition where the electrical activation level is less than or equal to
10% of the normal design level. The dormancy definition adopted for this
study was consistent with information defined in the RADC statement of
work explicitly defining nonoperating.
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2.0 DATA/INFORMATION COLLECTION

The proposed nonoperating failure rate prediction model development
approach involved the analysis of large amounts of empirical data.
Therefore, the data collection task was a prerequisite for numerical
analyses and an integral part of the overall process. Additionally, the
proposed models were scrutinized with a theoretical evaluation. Thus, a
thorough literature search was required to locate pertinent information.
This section describes the literature search, the data collection approach
and the available data.

2.1 Literature Search

The literature search was an essential part of the study approach.
Information obtained through the literature search was used to develop
theoretical models, evaluate the proposed models and complement the
analyses for part families without sufficient data. To insure an
efficient and successful 1literature search, a concise methodology was
developed to locate applicable nonoperating reliability information.

Two major information sources were used. The first source consisted
of libraries and other data resources covering open technical literature.
The second source consisted of contacts established in past and present
electronic systems reliability projects. This included contacts whose
work has not yet been published in the open literature. Use of these
diverse sources ensured that a comprehensive review of the field was
achieved. Four technical areas which were extensively researched are:

0 Actual equipment level envirommental stresses (environmental
profiles). :
o Component susceptibility to environmental stresses. -

0 Equipment level operating scenarios (percentage of on/off time per
mission and distribution of mission types).

0 Theoretical nonoperating reliability relationships . for
temperature, environment, and equipment power on-off cycling,
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The information gathered for the first two areas listed was used in
the development of nonoperating environmental factors. The information
gathered for the third area was sought for all equipment environments.
The information was occasionally required for the derivation of the number
of nonoperating hours. This information was necessary to develqp a
nonoperating failure rate from data collected on equipments which did not
contain elapsed time meters or where the time numeric recorded was flight
hours. The information in the fourth area was wused to aid in the
development of theoretical models and to complement the data analysis
task.

In order to efficiently conduct a comprehensive literature search it
'was necessary to define and implement a methodology, whose critical
elements included the following:

0o Problem/goal definition
In this step, the key concepts of the search were defined and also
any related areas that could potentially yield any information
were identified. Other factors that were considered at this stage
included the time span of the search, and its general scope.

0 Identification of information resources
The main activity in this area consisted of identifying the
relevant abstracts, indexes, reference works and technical
journals for the problems defined in the previous step.

0 Search strategy formulation
A search strategy was devised which identified those information
resources which could most effectively yield the information
defined in the first step of the process.

o Literature Survey
Using the search strategy as a roadmap, the information specialist
surveyed the information resources for potentially relevant
infprmation. Both manual and automated search methods were used.

o Evaluation
This was the most important step. The results of the search were
reviewed and search strategy was redefined as required.

2-2

e e s e A P o SN A A T T A LTS AONCH TR TR ST
LRI AR CUEELS AL G ".f'in'f:"-f‘.'h.'l-i‘-{“_-{‘-f.‘:"c\'\ IR 78 SEYL o8 Y REAR R IR PRSP ¢ o« SO0 .



o Literature Search

An in-depth search was then conducted. Close contact was
maintained between the project engineer and information specialist
to insure the goals of the search were met.

A variety of information resources were used. Table 2.1-1 presents 2
brief description the more useful resources.

TABLE 2.1-1: LITERATURE SEARCH RESOURCES

Resource : Description
Defense Technical Information DTIC maintains a large computer-
Center (DTIC) jzed database of technical

documents produced by government
sponsored efforts.

Reliability Analysis Center RAC is a DoD information analysis

(RAC) _ ' o center primarily concerned with
electronics component and system
reliability. The center has an
automated library and data base
with numerous hardware reliabil-
ity references.

IITRI Computer Search Center This service located at the IITRI

(CSC) Chicago office is staffed by pro-
fessi~nal information specialists
who are experts in searching com-
puterized bibliographic data
bases. The Center has access to
approximately 150 individual data

bases.
 Govermment Industry Data The GIDEP data base contains four

Exchange Program (GIDEP) ‘ saparate data banks. Of these
. the Engineering Data Bank, the
Reliability-Maintainability Data
Bank, and the Failure Experience
Data Bank were most relevant to
this study.

The literature search task was very successful. The most relevant
documents and technical articles are listed in the References section of
this report.
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2.2 Data Collection Approach

The development of nonoperating failure rate prediction methodologies
should be derived from field failure rate data representing ‘a large range
of application and construction variables. A general data collection
approach was developed to efficiently collect a large data base.

The Réliabi]ity Analysis Center (RAC) operated by the IIT Research
Institute at Griffiss Air Force Base was solicited to aid in the data
collection process. Numerous contacts in both government and industry
have been established at RAC as part of the reqular data collection
process. Additionally, high temperature storage life test data for
microcircuits were available as part of the RAC microcircuit data base.

Two key conditions caused data collection to be particularly difficult
“for this study. First, the objective of the study was to develop
nonoperating failure rate prediction models for all part classes in MilL-
HDBK-217D. The range and variety of the part types included in MIL-HDEK-
2170 is extremely large. Data collection could not be concentrated on one
generic part family at the expense of other part types. The other
condition which made data collection difficult was the inherently low
failure rate which many part types exhibit in storage or dormant
applications, and the further fact that many of the part types fall in the
category of low population parts. Many potential data sources could not
be used simply because insufficient nonopecating time had accumulated to
expect any failures.

To _insure an efficient and effective data collection process, five
criteria were established for an acceptable data source. tach potential
data source was evaluated with these criteria before proceeding with data
sumarization. These five criteria were:

g 1. Data available to the part level.

2. Primary failures can be separated from total majntenance actions.
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3. Nonoperating failures can be separated from operating failures.
4, Sufficient detail can be identified for components.

5. Sufficient equipment noncperating hours to expect fzilures.

‘These five attributes were used as a guide to determine suitable
candidate equipments. Information collection trips were made to (1) U.S.
Army MICOM (Missile Command), Redstone Arsenal, (2) U.S. Army ARRADCOM
(Armament Research and Development Command), (3) U.S. Navy Sea Systems
Command, (4) U.S. Department of Commerce, and (4) Tobyhanna Army Depot to
evaluate potential sources of data. These organizations were chosen based
on information provided in initial telephone contacts. In person contact
was required to emphasize the importance of this study, get acquainted
with additional reliability data bases, retrieve raw data and/or inspect
raw data more closely. Many sources of information could be accessed by
telephone or written requests and did not require on-site visits.
Telephone contact was made with numerous other industrial and government
organizations including the Product Performance Agreement Center at
Wright-Patterson Air Force Base.. The conclusion was reached after
evaluation of the potential sources to concentrate data collection efforts
on large, preferably automated data bases which had already been
summarized (i.e. nonoperating failures identified, part characterization
performed, part hours computed) and pertained only to nonoperating
reliability. The separation of nonoperating and operating failures proved
to be difficult and prevented the inclusion of many possible data sources.

Y L A S AR A A SIS0 b A K N IR SR P

The Product Performance Agreement Center at Wright-Patterson Air Force
Base provided information regarding U.S. Air Force equipments purchased
under Reliability Improvement Warranty (RIW) contracts. In general, RIW
failure reporting is preferable to that of large automated military
reliabiiity data bases. The reporting allows for decisions to be made
regarding primary versus secondary failures, and is ‘generally more

complete. As with other data sources, the 1issue of separating
nonoperating failures from total failures was difficult. The F-16 heads-
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up-display (HUD) was selected from the list of RIW contracts to summarize
for nonoperating reliability data. The F-16 HUD met each of five
requirements for an acceptable data source. Additionally, there were a
relatively wide range of component styles included in the design.
Decisions for operating versus nonoperating failures were made using the
on-equipment maintenance action "when discovered" code.

The Storage Reliability of Missile Materiel Program maintained by U.S.
Army MICOM, Redstone Arsenal provided the best source of nonoperating
failure rate data. Nonoperating failure rate data were available for a
wide range of'part types for a number of missile programs. A summary of
this data is presented in Reference 3. Time and budget constraints would
have prevented independent summarization of a data base as large as the
MICOM data base. MICOM has periodically issued a set of documents
presenting the data in various formats, describing data analyses, and
presenting nonoperating failure rate prediction: models for missile
electronics. A 1982 revision of these documents was issued and then
recalled. This action was not indicative of poor or inaccurate data, but
was necessary because of errors in presentation of the data and prediction
models, and clerical errors. In fact, the same sources of data were used
in the 1982 documents as in the previous revisions (which did not include
errors). Therefore, the use of this data and the problems encountered by
MICOM do not adversely affect in any manner the validity or accuracy.of
the analyses or proposed nonoperating failure rate prediction models
preéented in this technical report. The successful completion of this
study relied heavily on the use of large summarized data from sources such
as MICOM,

Another ofganization which contributed data was the French group
Association Francaise pour le Controle Industriel et la Qualite (AFCIQ).
This group produced a document (Reference 8) which includes a summary of
the MICOM data, as well as additional data from European sources. This
data were used for model validation for microcircuits, discrete
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semiconductors, resistors and cabacitors, and for model development for Ff
the remaining part styles with data. : 33

Many other data sources were identified and evaluated as part of the
data collection approach. Table 2.2-1 opresents a 1list of the
organizations and/or equipments which supplied data in sufficient quality
and quantity for numerical analysis. |
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TABLE 2.2-1: NONOPERATING FAILURE RATE DATA SOURCES

o TR & 0l SR

Source Equipment Data Type
o MICOM Missile electronics field/test
s F-16 HUD/RIW HUD field {RIW)
Py RAC ' NA high temperature
! - testing -
3 Sandia National Labs nuclear weapon field
a electronics
?? U.S. Army ERADCOM N/A high humidity
. : testing
U.S. Army TSARCOM generator sets field
Planning Research Corp. satellite field
Martin Marietta - various field
AFCIQ various field

2.3 Llata Summary

A summary of the collected nonoperating failure rate data by device
style is presented in Table 2.3-1. Table 2.3-1 presents the sum total of
observed failures and part hours. A more detailed list of the data,
“including data sources, is included in the individual model developmert
sections.

S SN ST S S e S

Y

DIV a2 RO e

27,
N

1
~

R Mo

X

LA PR MRS ol i a Gl £ V" e St p AT T B W T T E TN D TR e SRR s e s e ip Sagy e By o i s Ly R LS

LY

by
el




TABLE 2.3-1: SUMMARIZED NONOPERATING FAILURE RATE DATA

Part Class Failures
Random Logic Microcircuits : 155
Linear/Intarface Microcircuits 76
Memory Microcircuits : 122
Hybrid Microcircuits 2082
Transistors ' 121
Diodes 57
Resistors 34
Capacitors 48
Inductive Devices 87
" Tubes 364
Rotating Devices 20
Relays ' 36
Switches 35
Connectors 1
2-8

Part Hours (X106)

21441.1
3605.8
814.6
50049.9
21983.1
22180.6
113118.9
41840.6
49833.0
794.8
149.0
1350.4

- 408.3
82444.0
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3.0 DATA ANALYSIS OVERVIEW
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The nonoperating failure réte prediction models presented in this
study are primarily based on numerical analysis of observed data. This
saction presents a brief overview of the applicable data analysis
techniques. Additionally, inherent problems with the available data are
discussed, and the treatment of zero failure data records is described.
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3.1 Data Deficiencies

~ Analytical evaluation of the nonoperating failure rate for electronic ﬁ;i
or electromechanical components requires a large data base. Development f;
of nonoperating failure rate data bases which have sufficient quantity and ig

e

detail is difficult, if not impossible. This section presents a brief
overview of inherent problems with the available data and data quality .
, control measures implemented to minimize error. A more detailed
} description of data deficiencies and data quality control is presented in
{
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! Available sources of nonoperating failure rate data were generally o
X : ol
»

| either high temperature storage life test data or equipment level field
experience data. Each type of data has several inherent difficulties.
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Life test data generally are of a high statistical quality because 533
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there is very little uncertainty with regard to recorded failures, number g
AL

of parts on test, test time and environmental conditions. The majo-
deficiencies with life test data are (1) tha data often consists of many
parts cn test for a re1atﬁve]y short time each, and (2) the test
conditions are usually not representative of the actual usage enviromment.
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Field experience data are the more desirable type of data. This type
of nonoperating failure rate data represents what actually occurred in the
field, which is what the propnsed model attempts to predict. The inherent
difficulties with field experience data are related to the accuracy with
which a failure can he defined, the precision with which the number of
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nonoperating part hours can be measured, and the ability to determine the
environmental stresses applied to a part.

Several classes of parts degrade during nonoperating periods and would
be anticipated to have a time dependent failure rate. A praoblem
associated with available sources of field experience data was that
individual nonoperating times to failure could not be determined. Data
were only available in the form of X failures observed in Y part hours.
The nonoperating part hours are a cumulative count of nonoperating %ours
from individual components. The result of this data deficiency is that
the exponential reliability function (i.e., constant failure rate) musi ve
assumed for all part types. For most electronic parts, it was not
believed that this assumption introduced significant error. However, ‘or
electromechanical parts, electrolytic capacitors, tubes and other part
types where degradation failure mechanisms are significant, the constant
failure rate calculated by dividing the observed failures by the
nonoperating part hours may not be meaningful., This is particularly true
when the data consists of many parts on test (or ficlded) for a relatively
short time each. To minimize error, data sources were sought with long
storage times per equipment. In these instances, the calculated constant
nonoperating failure rate represents an average failure rate value for the
data collection interval. The average failure rate is equal to the
failure rate due to random stresses plus an average failure rate
contribution due to wearout or degradation stresses. '

Field nonoperating failure data samples for most electronic and
electromechanical parts are necessarily restricted because the average
mean time to failure (approximately 106 to 1010 part hours) is longer than
the technology has been available. However good the failure rate data, it
can only cover the first few percentiles of the probability density
function. One result of these relatively high mean time to failures for
most part types during nonoperating periods is data records with zero
observed failures. The presence of zero failure data records weakens the
analysis. There exists no accurate method for determining a nonoperating
failure rate without observed failtures. However, these entries could not
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~neglected. In some instances, a large percentage of the collected data

2 failure records. In other instances, the zero failure data

i indicate that the predicted failure rate should be lower than what

the data records containing failures indicates. The treatment of zero
failure data records is discussed in Section 3.3. '

Another data deficiency was related to the data collection approach.
Data were collected from any and all sources. This was a necessary
approach because of the anticipated lack of data. However, the resulting
data bases often contained variables, (i.e. part types, screen level,
application environment, etc.) which were correlated. Statistical
aralysis can not be correctly applied if the variables arz nct reasonably
independent. Error was minimized in these instances by carefully choosing
independent variables, and by complementing the data analysis task with
theoretical or empirical re1ationships located during the literature
search,

3.2 Statistical Methods

This section presents a very brief discussion of statistical methods
used in this study. References are provided which include much greater
detail.

Stepwise Multipie Linear Regression Analysis. Regression analysis is
an important statistical tool and was used to develop the nonoperating
failure rate prediction models for the majority of the devices. A more
thorough discussion of stepwise multiple linear regression ana1y51s is
given in Reference 10. A br1ef description follows.

The stepwise multiple linear regression analysis technique assumes a
preliminary model of the form

Y = by + byXy + boXp + ... + biXj
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where Y is the resultant dependent variable, Xi, X2,...,X§ are the
independent variables which are thought to influence the value of Y, and
bg, b1, b2,...,bj are the coefficients which are to be found by the
regression.

To perform a regression, a number of data points, each consisting of a

known Y and its correspording X variables are required. A proper

regression requires that the X variables are independent and that there
are many more data points than X variables. Estimates of the bj
coefficients are then made by minimizing the sum of the squared residuals.

The significance of independent variables can be analyzed by ccmparing
the F-ratio to the critical F numeric for a specified confidence level.
In this manner, different regression solutions can be found depending on
the specified confidence level. Only independent variables with a F-ratio
greater than the critical F are included in the solution.

Nonoperating failure rate prediction models are rarely assumed to be
in the additive form of the regression solution. However, by using
transformations, many possible model forms can assume the additive form,
An example can best illustrate this point. The equivalent Arrhenius
relationship was determined to be applicable to the nonoperating failure
rate of microcircuits, and takes the following form,

X = A exp(-8/T)

where T is the independent variable, X is the dependent variable and A and
B are constants. By taking the natural logarithm of each side, the

equation becomes,

Tnd = 1nA -

—\

which can be solved by regkession analysis with 1/T the independent
variable and 1nx the dependent variable, Qther transformations are
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available such that stepwise multiple linear regression can be used to
quantify a variety of failure rate model forms.

The previous paragraphs have discussed how regression analysis can be
useful in developing nonoperating failure rate prediction models in which
failure rate is a function of quantitative variables such as temperature
or number of gates. However, there are often significant variables which
can not be measured on a continuous quantitative scale. Application
environment and quality level are examples of variables which are
qualitative. To determine numerical quantities for qualitative factors in
a regression analysis, a matrix of "dummy variables" (0 or 1) is used as
the independent variables. The regression solution by least squares
computes numerical values of the coefficients which can be wused to
determine numerical factors.

An example can best illustrate qualitative regression. Consider a
part type which is represented by a multiplicative model and has four
clearly defined quality levels based on the amount of screening. The four
quality levels are signified as Lj, L2, L3 and Lg. The following matrix
given in Table 3.2-1 presents quality level as a function of three
qualitative "dummy variables" (Qi, Q2, Q3).

TABLE 3.2-1: EXAMPLE OF QUALITATIVE REGRESSION ANALYSIS

Quality Level Q1 Q Q3
L1 0 0 0
Ly 1 0 0
L3 0 1 0
Lg 0 0 1

Nonoperating failure rate data would be introduced into the analysis
for Ly parts by setting (Q;, Q2, Q3) = (0, O, 0). Data would be similarly

entered into the analysis for Ly, L3 and Lgq parts. Determination of

coefficients for Q1, Q2 and Q3 allows for computation of quality factor

N T R R L T R AR



values by use of the following equations. These equations assume that the
dependent variable was the natural logarithm of nonoperating failure rate.

mNg = exp(biQ1 + b2Q2 + b30Q3)
QL = exp(0 + 0 + 0) =1

m™Q2 = exp(by + 0 + 0) = exp(by)
7NQ3 = exp(0 + bz + 0) = exp(b2)
nNQ4 = exp(0 + 0 + b3) = exp(b3)

This example was constructed such that a level Lj nonoperating quality
factor was equal to one. Any of the other nonoperating quality Tlevels
could have been set equal to one without changing the overall results.
The relative differences caused by changing which factor was set equal to

one would be compensated for by a change in the base failure rate.

It often happens in reliability analyses that some of the data records
used in a regression analysis are less precise than others. For exémple,
a data entry with 100 observed failures would be expected to be relatively
more precise than a similar data entry with only one failure. To
accommodate this difference, it is sometimes advantageous to "weight" the
data records. A suitable weighting factor is the reciprocal of the
variance. However, this information was not available for empirical
nonoperating failure rate data. As an approximate weighting'factor, the
number of observed failures could be used. Several weighted regressions
were performed in this study to assess the effects of equipment power on-
off cycling.

F-Ratio and Critical F. The F-ratio and critical F are parameters
which are wused in conjunction with regression analysis to determine
significance of independent variables. The critical F value corresponds
to the degrees of freedom of the model (equal to the number of data points
minus the number of bi coefficients minus one) and a specified confidence
1imit. This number may be used to test the significance of each variable
as it is considered for addition to or deletion from the model. The F-
ratio value for a regression is the quotient of the mean square due to
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regression and the mean square due to residual variation. If the F-ratio
value for any independent variable is greater than the critical F value,
then it was considered a. significant factor influencing nonoperating
failure rate and was included in the regression solution.

R-Squared Coefficient. The RZ coefficient or multiple coefficient of
determination is equal tc the ratio of the sum of squares of the variance
explained by the regression to the sum of the squares of the variance of
the observed data. The R2 value is often used as a means to determine the
accuracy of a regression model. The coefficient ranges from 0 to 1.0. A
coefficient vaiue of 1.0 indicates a perfect fit between the model and
observed data.

The Correlation Coefficient. The correlation coefficient is a measure

- of the relation between any two variables. It varies between -1 and 1

(from perfect negative to perfect positive correlation). A correlation
coefficient of zero indicates that two variables have no correlation.

Standard Error of Estimate. The standard error of estimate allows for
computation of a confidence interval for an individual by regression
coefficient. The standard error is equal to the square root of the
residual mean square (the estimate of the variance about the regression).
Upper and lower confidence limits of the regression coefficients can be

determined from the standard error vor a predetermined confidence (a) by,

bi + tp-2(S.E.)

where
bj = regression coefficient
th-2 = 1 - L a percentage point of a t - distribution with n-2 degrees
of freedom
= number of observations
S.E. = standard error of estimate
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When the assumed failure rate model form is a multiplicative model, the
upper and lower éonfidence limit values are not exact, but are approximate
due to the transformation. Values for the t -~ distribution are given in
Reference 10.

Chi-squared Confidence Intervals. The chi-squared statistic is used
to compute a confidence interval around the nonoperating failure rate
point estimate for an exponentially distributed reliability function. It
is possible to define a 90% confidence interval such that 90% of all
possible intervals (of which ours is Jjust one) will contain the true
failure rate point estimate. Assumptions concerning data censoring are
made to calculate the confidence interval values. These values are
calculated as follows: |

Upper Confidence Limit

R2(r + 1), ¥/2)
2T

Point estimate = %

Lower Confidence Limit

C(2r, 1 - o/2)
2T

where
r = number of observed failures
T = part hours _
Xz(a,b) = chi-squared statistic with "a" degrees of freedom at the pth
percentile
l-a = confidence (100 x (1-a) is the confidence expressed as a
percentage)

3.3 Zero Failure Data

For "zero failure" data records, the standard method of dividing the
number of observed failures by the part hours results in a failure rate
value of zero. This value was considered to be intuitively
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unsatisfactory. Zero observed f«ilures can be a result of a very low
inherent nonoperating part failure rate, but it can also be a result of
insufficient collected part hours. Any potential data record will exhibit
zero failures if the data collection time period is short enough. In many
instances, the nonoperating failure rates studied were extremely low, and
there were many zeru failure data records as a result. This section
presents a discussion of zero failure data and how it was treated in this
study.

Zero failure data could not be ignored or discarded for several
reasons, including,

o For some part types, zero failure data records represented a
substantial percentage of all data.

o A data sample with only failure data would include failure rates
higher than the mean more often than corresponding lower fa11ure
rates.

The second item warranted further discussion. Given an infinite
sample of data, some of the calculated failure rates would be higher than
the "true" mean failure rate, and the rest would be less. However, giveﬁ
a time-truncated data sample for inherently reliable components (as was
the case in this study), the failed items will more likely come from the
sub-population with failure rates above the "true" mean. Indeed, high
failure rates are characterized by observed failures. For the
corresponding low failure rates, no failures would be expected because of
the number of available part hours. This is especially true when the
nonoperating part hours fall into a certain range due to practical
constraints. Extremely high part hours are unattainable due to physical
constraints, and sources with very low part hours are avoided during data
collection. A conceptual illustration of this behavior is presented in
Figure 3.3-1. The distribution estimated from the failure data has a
higher estimated mean failure rate than the true, unknown distribution.
Given large sample sizes, the true and the estimated means would be
expected to align themselves. However, this may not necessarily be true
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for small sample sizes. This was considered to be one reason that zero
failure data could not be ignored. '

[}

TRUE DISTRIBUTION FAILURE DATA

[ ] X L

Aﬁ Xt

FAILURE RATE
FIGURE 3.3-1: CONCEPTUAL FAILURE RATE DISTRIBUTION

Zero failure data hypothetically could be segregated into two
categories; (1) data records indicative of a very low failure rate, and
(2) data records indicative of insufficient part hours. Practically, it
was impossible to divide the zero failure data into one category or
another. However, a largely intuitive method was developed to ascertain
which data had sufficient part hours to estimate a fa1lure rate without
observed failures.

A preliminary analysis was performed using only failure data to
determine which zero failure data records had sufficient part hours to
estimate a failure rate. This method was used for data records on similar
part types in similar applications. If the number of part hours for each
of the zero failure data records were larger than the mean-time-to-failure
for the data with failures, then it was assumed that the data entry had
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sufficient part hours. An approximate nonoperating failure rate was E?é
\Vig

determined by calculating an upper, single-sided 60% confidence Tlimit. k,i

This value represents an upper bound on failure rate. If an individual
zero failure data record had less part hours than the mean-time-to-
failure, then it was assumed that there were insufficient part hours to
expect a failure, and the data record was discarded. This method was
intuitively satisfactory for two reasons. First, a zero failure data
record with more part hours than the mean-time-to-failure could be used as
an argument that the failure rate (computed from failure data) was too
high, and thus, required additional data. The second reason was that by ‘
including the failure rates computed without failures, the estimated
failure rate mean (depicted in Figure 3.3-1) would move closer to the
true, unknown value.
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It was concluded during this study that zero failure data could
neither be arbitrarily discarded nor arbitrarily used. An intuitive
approach was developed and subsequently implemented to decide which zero
failure data records had sufficient part hours to estimate a failure rate.

3.4 Effect of Nonoperating Failures on Operating Models

The failure rate models which appear in the current version of MIL-
HDBK-217 may, or may not, include a contribution due to nonoperating
failures. For example; if the failure rate model is based primarily upon
2: 1ife test, physics or failure data or verified operating failures, then
o the model would exclude nonoperating failures. In contrast, if the
failure rate model were based primarily upon field experience utilizing
military aircraft where all failures were assumed to be operating
failures, then the model may include nonoperating failures mixed within
the operating failures.
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The difference between the MIL-HDBK-217D failure rate and the actual
operating failure rate is dependent on,

0 the extent which nonoperating failures were separated from
operating .failures
0 the ratio of operating to nonoperating failure rate

0 the ratio of operating to nonoperating time

If no attempt was made to eliminate nonoperating failures from the
total number of failures, then the following set of equations represent
the relationship of MIL-HDBK-217 failure rate, inherent operat1ng failure

g rate and nonoperating failure rate.
; vt
b .0 n
17 = =
g =-f—o+fn
2 To To
E .fo,fnTn
i T TaTo
: = A, + A Tn
: 0 nTa
?

where

A217 = MIL-HDBK-217 failure rate (if nonoperating failures were not
separated)
fo = operating failures

e Pt St

fn = nonoperating failures
To = operating hours

Tn = nonoperating hours

Ao = operating failure rate

An = nonoperating failure rate
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An applicable multiplicative correction factor would then be equal to
the ratio of Ay to A217, or, '

correction factor = Xg/A217

: | xﬂ Tn

1] -—0 D

A217 T,

To fully investigate the influence of nonoperating failures on MIL-
HDBK-217D models, the ratio of nonoperating time to operating time would
have to be determined for all data sources used in the model development
process. The RADC technical -reports describing each model development
effort were located to determine this information. Unfortunately, the
extent to which nonoperating failures were considered and the duty cycles
for .each data source were generally not presented in the technical
reports. Additionally, the data sources often were not identified,
thereby preventing further investigations. As a vresult, correction
factors could not be determined to eliminate the effect of nonoperating
failures on the MIL-HDBK-217D models. However, based on the information
which was available, it was concluded that much of the data used to
determine the MIL-HDBK-217D models were either from life testing or from
equipments which experience significént operating times. Therefore, the
correction factor would generally be close to one.
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4.0 NONOPERATING fAILURE RATE MODELING CONCEPTS

This section presents an overview of the general nonoperating failure
rate modeling approach developed for this study. In addition, the effects
of equipment power on-off cycling, temperature; environment and screening
are discussed in detail.

4.1 Failure Rate Modeling Approach

This study involved the development of a large number of nonoperating
failure rate prediction models. A general failure rate modeling approach
was established and applied to all generic part classes. Use of a similar
modeling approach for all part classes resulted in nonoperating failure
rate prediction models which were consistent and complehentary.

The basic nonoperating failure rate modeling approach is presented in
Figure 4.1-1. This approach was used for all generic part categories.
Deviation from the general approach was occasionally required because of
imbalanced data sets, inconsistent results or other reasons. Detailed
descriptions of the model development process for each part category are
included in the abpropriate subsection of Section 5 of this report. The
following paragraphs provide a discussion of the techniques referred to in
rigure 4.1-1,

The initial phase of the nonoperating failure rate modeling process
was to identify potential variables. For each generic part category, of
part construction and application variables were identitied to properly
characterize the subject part in a nonoperating environment. Emphasis

| during the variable identification task was directed towards
identification of variables which would be accessible to the prediction
model users. These variables represent possible prediction model input
parameters. In addition, the identification of potential variables was a
prerequisite for both the data collection and theoretical model
development tasks.
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FIGURE 4.1-1: MODEL DEVELOPMENT FLOW CHART
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Development of a theoretical nonoperating failure rate prediction
model was an integral part of the overall model development process. It
was recognized early in this study that limited data resources might
prevent the identification of all significant variables using purely
statistical techniques.  Unbalanced data sets or correlated variables
could result 1in inconsistent or dincorrect conclusions. Additionally,
decisions regarding the optimal model form (i.e. muitiplicative, additive,
etc.) were enhanced by a fundamentally sound theoretical model. Also, the
theoretical model proved to be useful for interpreting or explaining
ohserved analysis results. |

An extensive data collection effort was performed concurrent with the
theoretical model development. The data collection approach and a summary
of the caollected data is described in great detail in Section 2.0 of this
report.

Following the datz collection acfivities, a daté quality control task
was performed. A1l data items received during the data collection efforts
were reviewed for completeness and examined for any inherent biases. Any
data submitted which displayed obvious bias was not considered in
subsequent analyses. Those data records lacking sufficient detail were
not considered until the necessary additional information was acquired.
Additionally, the number of observed nonoperating failures and the

corresponding failure definition were scrutinized. , ggg
| G

The objective of the correlation coefficient analysis was to identify :ﬁé
highly correlated variables. Definition of correlation coefficient and a ;Q’
" brief explanation is presented in Section 3.2. During the analysis, S&ﬁ
correlation coefficients were computed for each pair of independent §§§i
variables. Regression analysis requires that all independent variables Sgg
are uncorrelated. Therefore, the »ffects of correlated variables could et
not be simultaneously quantified. If the variables were correlated ‘%gg
inherently (e.q. number of pins and number of gates for SSI/MSI devices), %:g
then a decision was made to include only the most significant variable in é&
the regression analysis. If ‘the variables were correlated due to chance }gg
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(e.3. quality vs. temperature), then several options were considered. If
a valid theoretical or empirical relationship was found for one of the
correlated variables, then the effect of that variable was removed from
the data by assuming the relationship to be correct. If this assumption
was correct, then the effect of the remaining correlated variable could be
accurately assessed by data analysis.

The next step in the model development process was to apply stebwise
multiple regression analysis. Regression analysis is defined and briefly
described in Section 3.2 of this 'report. This technique was used to
compute the coefficients of an assumed model form in a least squares fit
to the data. Regression solutions were found for decreasing confidence
limits beginning with 90%. In addition, F-ratios and standard error
statistics were computed for each significant variable to obtain an
indication of the degree of significance and the accuracy of coefficient
estimates. Additionally, upper and lower 90% confidence interval values
were determined for each coefficient. In general, variables were not
included in the proposed model if they did not significantly effect
nonoperating failure rate with at least 70% confidence. However, if a
variable such as device screening was known to influence nonoperating
failure rate, then coefficients were computed with less than 70%
confidence and a corresponding factor proposed. In these instances, the
resultant factor was considered approximate. This was necessary only
occasionally, and no factors were proposed with less than 50% confidence.

The goodness of fit of the regression solution was then tested using
the R-squared statistic. No absolute acceptable 1limit was defined to
determine what constituted a “"good fit" because of the relative
variability between part classes and because of different‘sample sizes.
For example, the acceptable R-squared value computed for hybrid
microcircuits would have been unacceptable for monolithic microcircuits.
The inherent variability of hybrid nonoperating failure rate and the large
number of potential variables (vs. a smaller number of data records)
prevented a highly accurate model for hybrid d-vices. Nevertheless, an R-
squared value was computed and the proposed model evaluated for each part
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class. If the proposed model was determined to be unacceptable, then the
model develcpment process returned to the variable identification task to
identify missing variables.

The next phase of the general model development process was to perform
an extreme case analysis. Predictions were made using the proposed model
for parameters beyond the ranges found in the data. The intent of the
extreme case analysis was two-fold. The first objective was to identify
any set of conditions which cause the proposed model to numerically "blow
up”. The other objective of the extreme case analysis was to identify any
set of conditions which predict a nonoperating failure rate which is
intuitively incorrect. For instance, a model that predicted an unscreened
device with a TJower failure rate than a similar screened device,‘ or
predicted a negative failure rate would be examples of an intuitively
incorrect model. Reasons for failing the extreme case analysis primarily
involve an incorrect choice of model form. If the extreme case analysis
indicated that the proposed model was unacceptable, then the entire model
development process was begun again.

The final phase of the general model development process was a model
validation task. Data which had been withheld from the model development
process were used to evaluate the accuracy of the proposed models. Data
obtained from the European organizatinn AFCIQ were used for this purpose
for microcircuits, diodes, transistors, resistors and capacitors. In each
case, the AFCIQ data indicated that the proposed models pro.ided accurate
predictions. If this had not been the casé, then the model development
process would have beer started again with the AFCIQ data as part of the
data base. For other part types, scarcity of data required that all data
wera inciuded 1n the mede1 develaomant process. |

Establishing 1 general ncnoperating failure rate model development
process alltwen e _Tfizient data analyses, and consistent proposéd
models. T.2 foitcei.y sections include more detailed discussions of the
theoreticei mecel #2v:lopment process, and the effects on nonoperating
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failure rate of equipment power on-off cycling, temperature, application
environment and screening.

4,2 Theoretical Model Development

A series of theoretical nonoperating failure rate prediction models
was hypothesized to provide direction to the model development process and
to provide the vresultant models with a theoretical foundation,
Informaticn obtained through the literature search was evaluated and
reviewed to aid in development of the theoretical model. Both theoretical
and intuitive nonuperating reliability relationships located in the
literature proved to be extremely relevant in the later stages of model
development.

In general, the theoretical model development consisted of evaluation
of the hypothetical effect on noncperating failure rate of the following
factors.

o Function

0 Technology

- Fabrication Techniques

- Fabrication Prccess Maturity

- Failure Mode/Mechanism Experience
Complexity

Packaging Techniques

Effectiveness of Process Controls _
Effectiveness of Screening and Test Technigues
Nonoperating Environment and Temperatire |
Frequency of Equipment Power Cycles

o O O O O ©°

In addition, different model forms were investigated and an optimal model
form hypothesized. For example, assumed vrelationships between
nonoperating failure rate and equipment power on-off cycling had been
referenced in many sources (Refences 5, 11 - 17). The proposed equipment

‘power o:i-off cycling factors were based on the general agreement between
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several of these references. It was doubtful that a similar factor would
have been developed using only analytical methods.

Specifically, three major advantages were gained by the theoretical
model development process. (1) Selection of significant variables was not
always possible by purely statistical techniques. For example,
application environment was believed to be a significant variable, but
could not be evaluated empirically because all data were from a ground
based environment. The theoretical model complemented the data analysis
in these instances. (2) Another benefit from the theoretical model was
the selection of an appropriate model! form. Many of the model forms
presented in this study were based on conclusions made in the theoretical
model development. The form of proposed factors for temperature, quality
and equipment power on-off cycling were assumed based on the theoretical
model, and then quantified with the available data. (3) A fir: advantage
of the theoretical model development was to identify existing
relationships in the literature. These relationships were often valuable
for the analysis of correlated variables. |

4.3 Equipment Power Cycling Effects

Equipments in long term storage are often energized periodically in an
attempt to increase the reliability and availability of the inventory. It
has generally been assumed that the majority of observed failures were
storage related and thus, the testing was justified as a means to increase
availability. However, if the majority of failures were related to the
- test procedure itself, then the testing may be unnecessary and excessively
costly. One of the major objectives of this study was to investigate the
effects of equipment power on-off cycling on electronic and
electromechanical components. For the purpose of this study, an equipment
power on-off cycle was defined as the state during which an electronic
equipment goes from zero electrical activation level to the normal design
activation level and then returns to zero.
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A proper investigation of nonoperating reliability must also include a
study of the effects of equipment power on-off cycling. Storage related
failures and failures induced by the power on-off cycle are the result of
quite different causal factors. However, both types of failures can
generally only be detected when power is applied to the equipment and are
subsequently grouped together in the available data. As a result,
failures due to storage can not be distinguished from failures due to the
power on-off cycling. A two phase approach was taken to prober]y assess
the effects of power on-off cycling.' The first phase was to investigate
previous work done in this area and to reach conclusions based on the
available information. The second phase of the power cycling

~ investigation consisted of treating equipment power on-off cycling
frequency as a quantitative variable in a nonlinear regression analysis.
Nonoperating failure rate data were collected for a wide range of cyciing
frequencies. If cycling frequency was not identified as a significant
variable, then it could be concluded that the observed failures were
dominated by storagé related failures. Conversely, if the regression
solution indicated that nonoperating failure rate (in units of failures
per 106 nonoperating hours) was approximately proportional to cycling
frequency, then it could be concluded that the observed failures were
primarily induced by the power cycling.

4.3.1 Dormancy and Power On-Off Cycling Effects on Electronic
Equipment and Part Reliability (RADC-TR-73-248)

The issue of equipment power on-off cycling was addressed in RADC-TR-
73-248, "Dormancy and Power On-off Cycling Effects on Electronic Equipment
and Part Reliability" (Reference 5) performed by Martin Marietta
Aerospace. Included in this sﬁudy was a mathematical analysis of failure
rate versus equipmént power cycling, Equation 1.1.2-9 in Reference 5
presents a mathematical relationship for service life failure rate for
systems which undergo long term storage and dormancy. The service life
failure rate was presented as a function of dormant failure rate and

average equipment power Cyzling rate. The mathematical expression was
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developed based on intuitive reliability relationships. This expression
is given by the following equation.

Ast = (1 + Keyn(Ne)) Ap
where
AsL = service life failure rate

Kc/p = ratio of cyclic failure rate to dormancy fa11ure rate (in
hours of dormancy per cycle)

Nc¢ = average cycling rate expected during the service life of an
electronic system (in cycles per total unit time of service
life)

Ap = -dormant failure rate

This equation was then extended to component nonoperating failure rates
and estimates of the Kg/p term were made. It was noted that the K¢sp term
ideally should vary with part type, part quality, cyclic rate, temperature
effects, transient suppression protection and environmental application.
However, the Kc/p estimates were only made based on part types because of
practical restraints.

4.3.2 Planning Research Corporation Studiesl

The effects of equipment power on-off cycling have been investigated
by Planning Research Corporation (PRC) during several studies performed
for the Navy Space Systems Activity, and Goddard Space Flight Center
(References 11, 12, 13 and 14). Equipment and component level observed
data were collected and compared for continuous operation, standby
operatibn, intermittent operation, cyclical operation, dormancy and
storage. The subject equipments were spacecraft electronic systems. No
significant difference was identified during the studies between cyclical
operation and steady state operation. This was due primarily to data
limitations rather than a definitive conclusion concerning cyclical vs.
steady state failure rate. Nevertheless, it was stated in Reference 13,
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“It is rather clear, however, that cycled components in general do not
have order of magnitude worse failure rates than their non-cycled
counterparts.”

4.3.3 ARINC Study

Cited in the PRC reports was a ARINC study (Reference 15) concerned
with the effect of equipment power cycling on shipboard electronic
equipment. A summary of the conclusions from this study are as follows.

o The expected number of equipment malfunctions per hour of
operation, b¢, is given by,

bt = bg(1l + 8N)
where
| bg = expected number of malfunctions per hour of contfnuous
operation
N = the number of cycles per hour of continuous operation

0 More severe environments would be expected to increase the cycling
factor and more benign enviromments to reduce it. .

o The study revealed a substantially higher 1level of equipment
malfunctions during a short period of time after each power turn-
on than during any other operating time interval. It could not be
determined which of these failures occurred in dormancy and which
were due to turn-on transients.

o On/off cycling was not observed to introduce any specific type of
failure.

The cycling equation constant of 8 was empirically determined from a
broad class of shipboard electronic equipmeits, primarily of the vacuum -

tube variety. Similarities in form were roted between this equation and .

the previously presented mathematical expression for service life failure
rate from the Martin Marietta report. In both instances, the equipment
power cycling frequency was multiplied by a constant term and then added
to one,
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4.3.4 Hughes Presentations

Missile storage test data compiled by Hughes Aircraft Co. (Reference
16 and 17) indicates that missile testing is the dominant variable
affecting the performance of missile electronics in storage. Equipment
level test data were collected for the Maverick and TOW missiles. The
data indicates that a similar percentage of missiles fail regardiess of
the storage interval. It was concluded by Hughes that this observation
was because the testing process had induced a large majority of the
observed failures. Extended to the component level, this observation
would result in nonoperating failure rate prediction models (measured in
units of failures per 106 nonoperating hours) directly proportional to the
testing frequency. The data appears to strongly support the conclusion,
although no trend analysis or statistical tests were described in the
references to help validate the conclusion.

It should also be noted that failures caused by operator or
maintenance error would tend to be concentrated during the test interval
as opposed to being evenly distributed throughout the storage period.
Therefcre, if the data were not accurately recorded, screened and
characterized, then other factors could be partially responsible for the
relatively constant percentage of "failed" missiles observed by Hughes.

4.3.5 Equipment Power Cycling Conclusions

Two major conclusions were made based on the literature review. The
first conclusion was that equipment power cycling must be considered as
part of any effort to investigate or predict nonoperating failure rates.
The cacond conclusion was that the effects of equipment power on-off
cycling can be predicted by a multiplicative model of the following form.

Teye = 1 + K1(N¢)
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Teye = equipment power on-off cycling factor
K1 = constant
N¢ = number of power cn-off cycles per 103 nonoperating hours

The form of this cycling factor was based on the agreement between the
Martin Marietta and ARINC results. In addition, a factor of this form is
intuitively appealing. At extremely low cycling rates, the predicted
nonoperating failure rate would become independent of cycling rate and
equal to the dormant/storage failure rate. At high cycling rates, a
predicted nonoperating failure rate would be proportionai to the cycling
rate.

e
=T g

L e

" A cycling rate factor of this form would not be applicable when the
power cycles interfere with one another (i.e. the eguipment has not yet
cooled down from the previous cycle when a new one is initiated).
However, this restriction was not believed to limit the utility of the
results of this study.

The units for equipment power cycling rate were chbsen to be number of
equipment power on—off cycles per 103 nonoperating hours. This decision
was made for convenience. Storage intervals as long as ten vears (.0l1
cycles/103 hrs.) and as short as one day (41.67 cycles/103 hrs.) could be
expressed easily.

4.2.5 Equipment Power Cycling Analysis

The second phase of the equipment power cycling analysis was to
quantify the effects of power cycliing, by application of 2ppropriate
statistical techniques. As a prerequisite tn data analysis, it was
required that the cycling rate must be identified for each data source
described in Section 2.3. This task proved to be more difficult than
articipated, For some cases, the test schedule information was
proprietary. In other instances, tke testing frequency was unknown or
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variable. Nevertheless, average cycling rates were obtained or calculated
for the majority of data sources. For data sources where the testing
frequency was variable (e.g. Hawk, Maverick and TOW missiles) an average
cycling rate was computed for the data collection interval.

A multiplicative model with the assumed equipment power cycling factor
was nonlinear. Thus, linear regression analysis could not be directly
applied. An iterative approach was taken to solve the nonlinear equation.
Specifically, the iterative process began by defining three distinct
cycling rate categories. Then, the effects of all significant variables
were quantified including computation of unique regression coefficients
for each of the thrze cycling rate categories. In effect, equipment power
cycling was initially treated as a qualitative variable. Conceptually,
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this first step can be represented by the following equations.
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The first equation depicts an example nonlinear nonoperating failure
rate prediction model. The mode! is nonlinear due to the effect of power
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cycling, and is also a function of device style, quality and temperature.
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Ap = Anb»NQMNT(1 + ¥1(N¢))
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Ap = part nonoperating failure rate
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Anb = base failure rate, based on device style
~nonoperating quality factor
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Ki = cjc]ing factor constant

o
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Ne = number of equipment power on-off cyc1es per 103 nonoperating
‘ hours
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Three distinct cycling rate categories were defined to enable the
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computation of unigue regression coefficients for each category. The
resultant model then becomes linear (with a logarithm transformation) and
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regression analysis can be applied to quantify each variable. The modal

then takes the following form.

% = db ™NQ ™T Ai

where
A; = multiplicative cycling rate constant
A1 = constant for N; > No > N2, cycling rate category one
A2 = constant for N» > Nc > N3, cycling rate category two
A3 = constant for N3 > N. > Ng, cycling rate category three

The preliminary cycling rate factor could then be computed by
performing a two-dimensional regression (Aj vs. average cycling rate) to
obtain estimates for the cycling factor constant (Kj). The following
equation depicts this relationship. '

Ai = Ka(1 + K1(Nj))

where Nj is the mean cycling rate for each cycling rate category, and K2
is a normalization constant.

The iterative process was required unless Aj correlated exactly with
Ni (correlation coefficient = '1). Practically, it is doubtful that a
] correlation coefficient of exactly one will be observed, and the iterative

process was required in all cases for this study.

As the iterative process continues, the preliminary equipment power
cycling factor would then be assumed exact, and the coefficients for all
the observed change
Then, those coefficients would be assumed
to be exact and the eguipment cycling factor recalculated. The iterative
process continued until observed changes in coefficient estimates were
negligible. it was found that less than three iterations
For example, the coefficienis stabilized after

other variables recalculated. Generally, in

coefficient values was small.

In practice,
| were generally required.
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one iteration for resistors and three iterations for capacitors. However,
six iterations were required for linear/interface microcircuits.

K1 constant values were computed for each generic part category where
it was determined that equipment power on-off cyciing was a significant
variable. Ideally, unique K; values should be determined for every
conceivable combination of part class, quality, temperature and
environment. However, an extremely large amount of nonoperating failure
‘rate data would have been needed to quantify an equipment power cycling

factor as a function of each of those variables. Since the available data
was limited, the equipment power cycling factors determined in this study
represent the best possible .values. When additional nonoperating
reliability data beéomes available, these factors should be investigated

. to determine their validity. The equipment power cycling factors for
specific part classes are presented in the respect1ve mode]l development
section of this report.

Whether or not equipment power cycling significantly increases the
reliébi]ity and availability of an inventory of stored equipments, it must
be recognized that the testing process accelerates the frequency of
electronic component failure. Conversely, the opposite can be assumed to
be true for certain electromechanical components. Long periods of storage
for switches, relays, electric motors, servomechanisms and connectors can
result in severe degradation. Effects of the degradation process can
often be minimized by periodic actuation of contact devices or periodic
turn on for motors and servomechanisms. Similarly, certain styles of
capacitors are known to degrade in storage and require reforming of the
dielectric at certain time intervals. |

Switches and relays designed to control low voltage digital circuits

] . . . ‘ops
o are particularly susceptible to storage degradation. A resistive surface
w2 film will form on normally open contacts depending on package type, :,
ﬂ contact material and environment. - Periodic actuation of the contacts can k§
¢ break thru the resistive surface film to provide electrical contact. 1If Eé
o the time interval between actuations is too long, the resistive film :
I : ;
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becomes relatively thitk and thereby, results 1in . poor contact.
Unfortunately there were insufficient data to quantify the effects of
equipment power on-off cycling on contact devices.

For motors and servomechanisms, periodic turn-on is essential to
maintain the integrity of the lubrication. As was the case with switches
and relays, there were insufficient data to accurately ascertain the
effects of équipment power on-off cycling for these rotating mechanisms.
It is recommended that future studies addressing the issue of equipment
power cycling investigate the effects of cycling on these mechanical and
electromechanical part types.

4.3 Temperature Effects

An investigation into the effects of temperature on nonoperating
failure rate was a crucial part of this study effort. Eiectronic
assemblies in a ground storage environment can be exposed to a relatively
wide range of temperatures depending on the applicable mission profile,
geographic location, and availability of -environment controlled storage
facilities. To investigate temperature effects, high temperature storage
life test data were collected for microcircuits and discrete
semiconductors. Data were available for test temperatures ranging up to
3500C. As a result, unique nunopera;ing terperature factors were
determined for microcircuits, transistors and diodes.

The impact of stofage temperature was believed to be one of the most
significant variables effecting microcircuit nonoperating failure rate.
Most microcircuit failure mechanisms involve one or more physical or
chemical processes which occur at a rate which is dependent on
temperature. It was assumed that the Arrhenius model applies to the
reaction rate of microcircuit storage failure mechanisms. - The Arrhenius
model was based on empirical data and predicts that the rate of a given
physical or chemical reaction will be exponential with the inverse of
temperature. Conceptually, the Arrhenius model is given by the following

equation.
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Reaction Rate = exp(-€ga/KT)
where

ea = activation energy (eV)

K = Boltzman's constant
= 8.63 x 1072 (eV/%K)
T = temperature (%K)

Every chemical and physical reaction has a unique activation energy
associated with it. During the storage life of an electronic component
there are several such reactions proceeding simultaneous]y, each capable
of causing a bart failure. Individual consideration of each of these
different reactions would result in very complex norioperating failure rate
pred1ct1on models wh1ch are not in accordance with the simple form of the
Arrhenius model. Consideration of each physical and chemical failure
mechanism separately (and assuming each mechanism is independent) would
result in a nonoperating failure rate predictior model similar to,

n . .
Ap ™ I (eai/KT)

i=1
where
>tp = nonoperating failure rate
n = number of failure mechanisms
€eaj = activation energy of the ith failure mechanism

This relationship was determined to be much too complex t~ be
quantified with the available data. Therefore, alternate mathematical
expressions for device nonoperating failure rate vs. temperature were
explored. Tha activation energy Arrhenius relationship concept has been
applied to microcircuit failure rates (instead of faiiure mechanism
reaction rates) often enough (References 18 and 19) to warrant further
investigation. It has been found for general classes of components with
similar failure mechanism distributions, the cumulative effects of the
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various reactions can be approximated by an Arrhenius model for a

specified temperature range. This relationship was designated as the
"equivalent Arrhenius relationship." Because of the documented accuracy
of this approximation, it was decided to investigate the effects of
temperature using the equivalent Arrhenius relationship. It should be
emphasized that at extreme high and low temperatures, this relationship
will no longer be applicable. Use of the Arrhenius model to predict

failure rate can be a very useful and accurate tool. However, the

limitations of this assumption must be fully understood.

The storage failure rate of linear microcircuits has been observed to
approximate the equivalent Arrhenius model over a wide range of storage
temperatures. Figure 4.4-1, taken from Reference 20, presents the
logarithm of observed storage failure rates for linear devices as a
function of the inverse of temperature (which is equivalent to the
Arrhenius relationship). The information depicted in Figure 4.4-1 is for
a range of temperatures of 1500C to 350°C. The relationship appears
linear at least until 3000C. In addition, the microcircuit nonoperating
data collected in support of this study included application temperatures
from 180C for field data to 3500C for high temperature storage life test
data.

A preliminary multipl‘-ative temperature factor for microcircuits was
determined to be the following equation.

Ttp = exp(;An(l/T))

mt,p = preliminary temperature factor
T = temperature (0K)
Ap = constant = (equivalent activation energy)/(Boltzman's constant)

[t was decided to add a reference temperature term to improve the
utility of the proposed nonoperating microcircuit models. A reference
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temperature of 2980K (i.e. 250C) was selected to be consistent with MIL-
HDBK-217D. The preliminary temperature factor with a reference
temperature term is therefore, given by,

Te,p = exp(-An(f - 1))
where
¥¢,p = temperature factor
Ap = constant
T = temperature (%K)
Ty = reference temperature (%K) = 2980K

Mathematically, adding the reference temperature term to the proposed
model has no effect on the resultant nonoperating failure rate prediction.
Relative differences caused by selection of the reference temperature are
compensated by corresponding changes in the proposed base failure rate.
The following series of mathematical expressions depict this relationship.

A1 =X gexp(-An(}))
= X 2exp(-An} - 1= + 1))

Y an(l agql 1
= Agexp(-An(-))exp(-An(3 - 1))

1.1
A 3exp(-An(s - 7))

nonoperating failure rate

preliminary base failure rate
base failure rate =Xzexp(—l\n(%—))
r
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Initially, introduction of the reference temperature term seemed to
needlessly complicate the proposed model. However, it was decided to
include the reference temperature for two reasons:

1) A proposed model with the reference temperature term provides more
information. The base failure rate would be equal to the device
failure rate at the reference temperature. Thus, inspection of
the base failure rate value provides meaningful information for
quick analyses. Without the reference temperature term, the base
failure rate would correspond to when (1/T7) approaches zero, and
would thus be meaningless by itself.

2) A proposed model with the reference temperature term would
minimize the need for exponential numbers (e.g. 7 x 1034) and
would therefore result in models which are easier to use. The
temperature factor would be equal to one when the ambient
temperature equals the reference temperature, and would generally
be below 100 for even the highest possible ambient temperatures
found in nonoperating applications.

A modification was then made to the preliminary temperature factor so
the predicted nonoperating failure rates would approach constant values at
low temperatures and become asymptotic to the operating failure rate at
high temperatures. The need for this modification was identified during
the microcircuit model wvalidation stage. The proposed microcircuit
nonoperating temperature factor was, therefore, given by the following
expression.

™ = K3 + Ka exp(-An( - 1))
where |

K3, Kg = constants

It was concluded after evaluating all the available information that
microcircuit nonoperating failure rates could be predicted by use of this

temperature relationship for the range of nonoperating temperatures found
during normal usage (-550C to 1250C, maximum). Unique Arrhenius
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relationship constants were determined as a function of logic type for
digital, linear and memory devices.

High temperature storage life test data was also collected for
discrete semiconductors with temperatures ranging from 1500C to 2000C. It
could not be verified whether the equivalent Arrhenius relationship was
linear for the total range of temperature values found in the data; 180C
to 2000C. Therefore, an additional term was added to the general form of
the temperature factor expression to allow for a nonlinear relationship
for the logarithm of failure rate versus the inverse of temperature. The
multiplicative temperature factor expression for discrete semiconductors
was assumed to be the described by following equation. '

- 1- 1 T.P
7T = exp(-An(y - 1';) + (m) )
where
Tm, P = shaping parameters

If the equivalent Arrhenius relationship was determined to be applicable
for the entire range of temperature values, then the second term would
become negligibie.

The derivation of appropriate temperature factors for microcircuits
and discrete semiconductors was an essential part of the methodology
developed to assess the effects of nonoperating periods on equipment
reliability. Appropriate temperature factors were determined empirically
and are included in the respective nonoperating failure rate prediction
models. Temperature factors for less temperature dependent part types
could not be developed due to data limitations. . N

4.5 Environmental Factor Analysis

The primary objective of this study was to develop a nonoperating
failure rate prediction methodology which can be applied to any
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conceivable mission profile with nonoperating periods. Therefore, it was
essential that any proposed prediction models account for the apparent
differences in nonoperating failure rate caused by envirommental stresses
such as temperature cycling, vibration, humidity, mechanical shock,
electromagnetic interference and many other stresses. There is a wide

variety of environmental stresses that electronic equipments can be
exposed to while in tho nonoperating condition. For example, at one
extreme, missile gquidance systems in a captive-carry application are
exposed to the extreme vibration and temperature cycling stresses
associated with an airborne uninhabited enviromment. Conversely, missile
electronics stored in a sealed container are subjected to significantly
lower levels of environmental stress. In the development of theoretical
nonoperating failure rate prediction models, it was determined that
environment would indeed have a significant effect on nonoperating f Ture
rate for each major part category (i.e., microcircuits, screte
semiconductors, resistors, etc.)

The early stages of this study effort included plans to derive
nonoperating failure rate prediction models as a function of specific
environmental stress values (i.e. relative humidity, g-force, etc.). A
model of this form would provide maximum prediction accuracy and proper
discrimination against known failure mechanism accelerating factors.
However, after careful consideration, this approach was rejected for the
following reasons.

o The nonoperating reliability data available for analysis for this
study generally did not inciude specific values for all
environmental stresses. In fact, the ambient temperature was
usually the only environment variable which could be precisely
determined. Therefore, assumptions would have to be made to
assess the gquantitative effect on device nonoperating -failure
ratei This would clearly diminish the significance of analysis
results.

0 One of the more important objectives of this study was to develop
failure rate prediction models which are relatively easy to use.
In the design phase of an equipment, specific values for all
environment related variahles may not be available. Therefore,
the benefits afforded by including specific environmental stress
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variables would be negated by a decreased ability to use the
models.

o It would be difficult for the govermment costumer to verify or
document the environmental stress input parameters. This would
introduce additional uncertainties regard1ng equipment reliability
predictions. /

i
7

As an alternative to the analysis of §becific environmental stresses, .

the approach was taken to consider well defined environment categories
which experience similar levels of envirommental stress. . This is
consistent with the methods used in MIL-HDBK-2170. Benefits offered by
this approach are that the models would be easy to use while still
discriminating against variables known to increase failure rate. The only
variable analyzed apart from the generic environment categories was
ambient temperature. This was for three reasons. The first, ambient
temperature is the most significant of individual envirommental stresses
for many part types. The second reason was that the ambient temperature
for electronic assemblies in a ground storage environment can vary

substantially depending on the geographic location and the availability of

enviromment controlled storage facilities. The last reason was that
ambient temperature was generally available from the data sources used for
this study. Therefore, statistical techniques including regression
analysis were used to determine the effect of failure rate versus ambient
temperature for microcircuits, transistors and diodes.

The number of application environments included in MIL-HDBK-217D,

g; Notice 1 has been expanded to 26 as a result of the work presented in
£ References 4 and 21. The enviromment categories are presented in Table
iiﬁ 4,5-1 with a brief description and the appropriate abbreviation.
fig Electronic equipments can hypothetically experience nonoperating periods
;;f in any of these environments. Therefore, these same environment
;i; categories, with the exception of the space flight énvironment, were
féi considered for nonoperating failure rate prediction purposes. In addition
3;5 to these categories it was anticipated that reliability differences
'gf between storage, dormant and captive-carry missile applications would be
-f% considered as part of the environmental factor.
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ENVIRONMENT

Ground, Benign

Ground, Fixed

Ground, Mobile

Space, Flight
Manpack

Naval, Sheltered

Naval, Unsheltered

Naval, Undersea,
Unsheltered

Naval, Submarine

GRaa o
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TABLE 4.5-1: ENVIRONMENT CATEGORIES

SYMBOL DESCRIPTION

Gg

Nonmobile, 1laboratory environment readily
accessible = to maintenance; includes
laboratory instruments and test equipment,
medical electronic equipment, business and

scientific computer complexes.

Conditions less than ideal such as
installation in permanent racks with adequate
cooling air and possible -installation in
unheated buildings; includes permanent
installation of air traffic control, radar
and communications facilities.

installed on wheeled or tracked
includes tactical missile ground
equipment, mobile communication

and tactical fire direction

Equipment
vehicles;
support
equipment,
systems.
SF Earth orbital. Approaches benign ground
conditions. Vehicle neither under powered
flight nor 1in atmospheric reentry; includes
satellites and shuttles.

Portable electronic equipment being manually
transported while in operation; includes
portable field communications equipment and
laser designations and range finders.

Sheltered or below deck conditions, protected
from  weather; includes surface ships
communication, cumputer, and sonar equipment.

N

Nonprotected surface shipborne equipment
exposed to weather conditions; includes most
mounted equipments and missile/projectile
fire control equipment.

Ny

- Equipment immersed in salt water; includes
sonar sensors and special purpse anti-
submarine warfare equipment.

Nyu -

Equipment installed in submarines; includes

Nsg
navigaticn and launch control systems.
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* TABLE 4.5-1:

ENVIRONMENT SYMBOL

‘ Naval, Hydrofoil NH
by Airborne, Arc
3 Inhabited, Cargo
Airborne, AT
G Inhabited, Trainer
2 Airborne, A1
?ﬁ Inhabited, Bomber

2 Airborne, AlA
2 Inhabited, Attack
k- Airborne, ALF
% Inhabited, Fighter

(ﬁj Airborne, Ayc
. Uninhabited, Cargo

e Airborne, AyT
8 Uninhabited,

X Trainer

M

z Airborne, Aus
A Uninhabited,

n Bomber

.

A .

AN
= Airborne, Aya
o Uninhabited Attack
- Airborne, AyF
L Uninhabited Fighter

: *

5
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ENVIRONMENT CATEGORIES (CONT'D)
DESCRIPTION

Equipment installed in a hydrofoil vessel.

Typical conditions in cargo compartments
occupied by aircrew without enviromment
extremes of pressure, temperature, shock and
vibration and installed on long mission cargo
aircraft.

Same as A[c but installed on high performance
aircraft such as trainer aircraft.

Typical conditions in bomber compartments
occupied by aircrew without enviromment
extremes of pressure, temperature, shock and
vibration and installed on long mission
bomber aircraft.

Same as A1c but installed on high performance
aircraft such as used for ground support.

Same as Apc but installed on high performance
aircraft such as fighters and intercepters.

Bomb bay, equipment bay, tail or where ex-
treme pressure, vibration and temperature
cycling may be aggravated by contamination
from oil, hydraulic fluid and engine exhaust.
Installed on long mission transport aircraft.

Same as Ayc but installed on high performance
aircraft such as used for trainer aircraft.

Bomb bay, equipment bay, tail or where ex-
treme pressure, vibration and temperature
cyciing may be aggravated by contamination
from 0il, hydraulic fluid and engine exhaust.
Installed on long mission bomber aircraft.

Same as Ayc. but instalied on high performance
aircraft such as used for ground support.

Same as Ayc but installec on high performance
aircraft such as fighters and intercepters.
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TABLE 4.5-1: ENVIRONMENT CATEGORIES (CONT'D)

ENVIRONMENT SYMBOL : DESCRIPTION

Airborne, Rotary ARW  Equipment installed on helicopters, includes
Winged laser designators and fire control systems.

Micsile, Launch M Severe conditions related to missile launch
. (air and ground), and space vehicle boost
into orbit, vehicle re-entry and landing by
parachute. Conditions may also apply to

rocket propulsion powered flight.

Cannon, Launch CL Extremely severe conditions related to cannon
launching of 155 mm and 5 inch gquided
projectiles. Conditions app]y from launch to
target impact.

Undersea, Launch Ug Conditions re1ated to undersea torpedo
mission and missile launch.
Missile, Free Mer Missiles in non-powered free flight.
Flight
Airbreathing Mra Conditions related to powered flight of air
Missile, Flight breathing missile; includes cruise missiles.
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The optimal approach to determﬁne nonoperating environmental factors
would have been to analyze observed nonoperating field data for all 26
environment categories presented in Table 4.5-1. However, this method was
not feasible due to severe data restrictions. In fact, all collected data
were for ground based environments despite considerable efforts expended
to collect data for other environments. There were several major reasons
why nonoperating data were not available for the more stressful
environments. Several of these reasons are presented in the following
paragraphs.

One of the primary reasons that nonoperating data were not available
for airborne environments was that aircraft mission profiles include a
composite of - environments. Many airborne equipments (i.e. heads-up-
display, radar) are powered up prior to take-off and remain on throughout
the flight, and therefore do not experience any nonoperating airborne
stresses. Data of this nature was available, and subsequently summarized
for the F-16 heads-up-display. However, the data is not representative of
an airborne nonoperating environment. Equipments which are nonoperating
while airborne, such as laser target designators, captive-carry missiles
or countermeasures sets, experience a variety of nonoperating environments
and corresponding stresses. The eguipments are exposed to a nonoperating
ground fixed environment between flights, a nonoperating ground mobile
environment during ground taxi time, and a nonoperating airborne
environment during flights. Unfortunately, nonoperating failures can only
be detected when the equipment is powered up. Therefore, observed
nonoperating failures could not be accurately designated as ground fixed,
ground mobile or airborne. Additional problems, including depot data
recording practices and airborne "when discovered" code definitions, also
prevented summarization of nonoperating data for composite environment
applications,
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Another reason that data was unavailable for stressful nonoperating
environments was the common misconception in the electronics industry that
all failures are attributable to operating stresses. With the exception
of missile storage applications, no attempt generally has been made to
identify nonoperating failures. Therefore, no ceptralized database has
been established thch includes nonoperating reliability for airborne
environments. In fact, the Missile Materiel Storage Reliability Program
managed by U.S. Army MICOM, Redstone Arsenal, AL represents the only
centralized reliability database which includes nonoperating data.

P i fop

Another major reason that nonoperating -data for airborne and other
non-ground environments were not available was the general lack of
accurate piece part data for any operating or nonoperating application.
The additional requirement that the data include only primary failures,
correspond to a nonoperating state, and correspond to a non-ground
environment further compounds an already difficult problem. Data from
large automated data bases like the U.S. Air Force D056, U.S. Navy 3M and
U.S. Army Sample Data Collection Program could nct meet the requirements
of this study. Specifically, the D056 and 3M data bases are incomplete at
the piece part level (i.e. not all depot level repair actions are reported
into the system). In addition, the task of séparating primary (or
inherent) part failures from secondary (or induced) failures is very
difficult. These observations are documented for the U.S. Air Force data
collection system in Reference 22. The Sémp]e Data Collection program is
operated by the Cobro Corporation and managed by U.S. Army TSARCOM, St.
Louis, MO. This program offered several distinct advantages in regard to

K
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L

separating operating from nonoperating failures, and primary from
. secondary failures. However, the Sample Data Collection program was also

-

inadequate for tracking failures to the piece part level.

RN SRR

The lack of traceability between on-equipment maintenance actions and
f;- depot part replacements was another reason that collection of nonoperating
e . data for airborne environments was unsuccessful. On-equipment maintenance
ii actions can often be designated as operating or nonoperating failures by
o use of a "when discovered" code. It can be assumed that failures observed
|’(| .
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when the equipment was energized are due to the effects of nonoperating
period or the result of the power on-off cycle. However, this information
is of no use unless depot level part replacements can be accurately traced
back to the on-equipment action. Unfortunately, traceability is usually
poor due to time and location differences between on-equipment and depot
maintenance, and incomplete data recording practices.

An alternate nonoperating envirommental factor development method was
determined to compensate for the lack of available data. The alternate
method was based on the hypothesis that a series of nonoperating
environmental factors could be .deve1oped from the documented operating
environmental factors. Two recent studies (References 4 and 21) evaluated
and proposed operating environmental factors for every environment
category presented in Table 4.5-1. It was assumed that these numerical
values properly characterize the effects of environmental stress for the
operating applications. It was also assumed that nonoperating
environmental factors could be generated from the operating environmental
factors by comparing differences in failure mechanism accelerating factors
and average application temperatures.

Specifically, the nonoperating environmental factor development
process took place in four phases. The first phase consisted of an
analysis of the operating envirommental factor in the context of the MIL-
HDBK-2170 failure rate prediction model. Several factors, including the
presence of a separate temperature factor, influence the definition of the
environmental factor. The second phase of the nonoperating environmental
factor development process was to cohpare typical temperature differences
between the operating and nonoperating state. If both operating and
proposed nonoperating models do not include separate temperature factors,
then an adjustment was possibly required to the operating environmental
factors. The third phase of this method was to compare the differences
between operating and nonoperating failure mechanism accelerating factors
(i.e. environmental or operational stresses which accelerate the
occurrence of failure mechanisms). Decisions were made regarding whether
the magnitude of nonoperating environmental factors would be greater than,
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less than, or approximately the same as the MIL-HDBK-217D operating
environmental factors. The final phase of the environmental factor
development process was to determine numerically the magnitude of
environmental factor differences, if any. Theoretical methods and faflure
simulations based on assumed distributions were utilized to aid in the
process. The following paragraphs present a general discussion of the
environmental factor determination method. Results for specific part
types are included in the respective model development sections of this
report,

The relationship of the operating environmental factor to the MIL-
HDBK-217D failure rate prediction model was identified in the first phase
of the nonoperating environmental factor development process. It was
found that the MIL-HDBK-2170 failure rate prediction models incorporated
the environmental factor four separate ways, which are,

1) multiplicative environmental factor without a separate temperature
dependent factor.

2) multiplicative environmental factor with a separate temperature
dependent factor.

3) environmental factor part of the non-linear microcircuit model.

4) no environmental factor.

Table 4.5-2 presents the distribution of part types in MIL-HDBK-2170D
into these categories. The distinction between multiplicative

“environmental factors without a separate temperature dependent factor

LI RY = VOO

(category 1) and factors with a separate temperature dependent factor
(category 2) was very important. If a model does not include a separate
temperature dependent factor, then the environmental factor accounts for
all environmental stresses including temperature. If the model does
include a separate temperature dependent factor, then the environmental
factor accounts for all environmentai stresses except changes  in
temperature. The temperature factor (or base failure rate as a function
of temperature) predicts the effect of changes in temperature due to both

ambient temperature and internal heat generation. In. effect, the
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environmental factor alone, for category 2 models, predicts the failure
rate difference due to environmental stress given that the temperature is

constant.

TABLE 4.5-2:

Category 1 (1)

MIL-HDBK-217D ENVIRONMENTAL FACTOR CLASSIFICATION

Category 2 (2)

Tubes Transistors
Lasers Diodes
Thermistors Opto-electronics
Switches Resistors
P.W. Assemblies Capacitors
Connection Transformers
Crystals (5) Coils

Fuses (5) Synchros
Inc. Lamps (5) Resolvers
Meters (5) Relays
Circuit Breakers (5) Connectors

Category 3 (3)

Microcircuits
Hybrids
Bubble Memories

Notes: 1)

Type 1 environmental
environmental stresses.

factors predict vthe

Category 4 (4)

_ Motors

Misc. Parts

effects of all

effects of all

2) Type 2 environmental factors predict the
environmental stresses except temperature
3) Type 3 -environmental factors are part of a non-linear

microcircuit model.
4) Type 4 part type models have no environmental factors.

5) An updated model
Reference 43.

for  these part types is presented in

The second phase of the nonoperating environmental factor development
process was to determine numerical adjustment factors to account for
differences in operating and nonoperating temperatures. If both operating
and proposed nonoperating failure rate prediction models include separate
temperature and envirommental factors, then no temperature adjustment was
required. Failure rate differences due to internal heat generation are
predicted by the respective temperature factors. of the operating and
proposed nonoperating models. This was the case for transistors, diodes
and microcircuits.
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If neither the operating or proposed nonoperating model included a
temperature factor, then (as a minimum) the operating factors would have
to be adjusted to account for the relatively lower temperatures found in
the nonoperating condition. The difference in operating and nonoperating
temperature is greater for the more stressful enviromments. There are
several reasons for this observation including better ventilation  and
environmental control available for ground based enviromments.
Determination of the anticipated temperature difference between operating
and honoperating environments was difficult. The range of possible
missions, applications and locations for electronic equipments is so great
that determination of an average temperature difference based on a sample
of mission profiles was not deemed feasible. In addition, the available
literature concerning ambient temperatures for different application
environments was inconclusive at best. waever, many technical documents
were reviewed including the documented temperature relationships in MIL-
HDBK-217D., Table 5.2-17 "Ambient Temperature for all Parts" and Table
5.1.2.5-4 Note 2 “Microcircuit Case Temperatures® from MIL-HDBK-217D,
Notice 1 were utilized to estimate the relative difference between
operating and nonoperating applications. Those tables indicated that the
temperature difference between operating and nonoperating is approximately
200C more for airborne uninhabited enviromments than for the ground benign
environment. This valué was used to compute environmental factor
temperature adjustment factors for tubes, lasers, thermistors, switches,
printed wiring assemblies, connections, crystals, fuses, incandescent
lamps, meters and circuit breakers.

A° third case was identified where the operating failure rate
prediction model included a separate temperature factor and the proposed
nonoperating failure rate prediction model did not. No nonoperating
temperature factors were determined 1in this case because of data
deficiencies. For these part types, the increase in temperature due to
the applied power is accounted for by the operating temperature dependent
factor and not the environmental factor. Therefore no large temperature
adjustment was required as in the previous case. A study of environmental
profiles (Reference 4 and 24)' revealed that temperature - - Ying and
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temperature extremes varied radically for more stressful nonoperating
environments such as airborne uninhabited fighter. However, the typical
change 1in average temperature was much less for the nonoperating
environment than the operating environment. It was determined that
appropriate temperature adjustment factors would be small in magnitude.

- The relatively smaller temperature adjustment for these part types would
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be less than the inherent variability involved with failure rate
estimation, and thus were not warranted. Therefore, no temperature
adjustment was made for opto-electronic semiconductors, resistors,
capacitors,‘ transformers, coils, synchros, resolvers, relays and
connectors. |

The third phase of the environmental factor analysis task was to

compare operating and nonoperating failure mechanism accelerating factors. -

Decisions were made as to whether the magnitude of proposed nonoperating
environmental factors would vbe greater than, less than, or approximately
the same as operating envirommental factors. A literature search was
performed to identify documented sources of operating and nonoperating
failure mechanism distributions. In addition, the microcircuit failure
hode/mechanism data base at the RAC was available for analysis. After
completion of the Tliterature search and preliminary analyses, it was
concluded that there was severe absence of substantial, documented failure
mechanism distribution information. Much of the available information was
incomplete and/or conflicting.” This deficiency was particularly acute for
nonoperating applications. However, the available information provided a
good boundary for the failure mechanism distributions and average failure
mechanism and failure mechanism accelerating factor distributions were
estimated for each major part class after evaluating all available
information. These failure mechanism distributions are presented in the
appropriate subsections of Section 5.0 of this technical report.

Each failure mechanism for the specific part types was categorized as

either (1) primarily accelerated by environmental stresses, (2) primarily,

accelerated by operational stresses, (e.g., applied voltage or current,
mechanical actuations, etc.) or (3) accelerated by simultaneous exposure
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to environmental and operational stresses. Conceptually, the implications
of these three types of failure mechanisms are presented in Figures 4.5-1,
4,5-2 and 4.5-3. Each figure 'presents a hypothetical distribution of
failure mechanism accelerating factors for ground and airborne
environments, and for operating and nonoperating applications. The .
failure rate due only to operational stress (e.g. electrical current) is
shown to be constant with regard to enviromment. The failure rates due to
environmental stress and combined environmental/operational stress are
shown to increase with the amount of environmental stress. Additionally,
all nonoperating failure rates are shown to be accelerated only by

environmental stress. The relative increase in failures due to
environmental stress is shown to be the same for operating and
'nonoperating. ~ These conceptual examples assume that temperature

differences have heen numerically compensated for.

Figure 4.5-1 represents the failure behavior of a specific part type
which has operating failure mechanisms primarily accelerated by
envirommantal stresses. The difference in operating and nonoperating
failure rate is relatively small, and the ratio of airborne to ground
failure rate 1is slightly greater for nonoperating than operating
applications. Proposed nonoperating environmental facters would be
slighter greater than operating factors for part types with failure
behavior similar to that depicted in Figure 4.5-1. The contribution of
the constant operational stress term causes this phenomenon. There is no
operational stress contribution for the nonoperating case and therefore
the increase in environmental stress failure rate is a larger percentage
of the total failure rate. Multiplicative environmental factors predict
the relative increase in total failure rate. Thus, the nonoperating
environmental factors would be slightly larger. It must be emphasized
that this does not mean that the nonoperating failure rate would be
slightly larger, but that the rate of change of failure rate is greater in
the nonoperating mode.

Figure 4.5-2 represents the failure behavior of 1 specific part type
which has operating failure wmechanisms primarily accelerated by
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KEY:
0 Failures due to Operational Stress
E. Failures due to Environmental Stress

Failures due to combined Operational/
Environmental Stress
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FIGURE 4.5-1: FAILURE MECHANISM DISTRIBUTION,
ACCELERATED BY ENVIRONMENTAL STRESS (CASE I)
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FIGURE 4.5-2: FAILURE MECHANISM DISTRIBUTION,
ACCELERATED BY OPERATIONAL STRESS (CASE II)
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KEY:
0 Failures due to Operational Stress
E Failures due to Environmental Stress

Y Failures due to combined Operational/

Environmental Stress
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FIGURE 4.5-3: FAILURE MECHANISM DISTRIBUTION,
ACCELERATED BY COMBINED OPERATIQMAL/ENVIRONMENTAL STRESS
(CASE 1II) _
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"operational“ stresses. The difference in operating and nonoperating
failure rate is relatively large, and the ratio of airborne to ground
failure rate is significantly larger for nonoperating than operating
applications. As the environment changes from ground to airborne for this
class, the number of failures would be expected to increase for both
operating and nonopérating applications. This expected increase would be
relatively less for the nonoperating condition because of the smaller
probability of failures due to combined environmental/operational stress.
However, the expected failure rate increase for the nonoperating
environment would be a much greater percentage of the overall failure
rate. This is because the nonoperating failure rate is relatively low in
the ground based environments. Therefore, the magnitude of proposed
nonoperating environmental factors would need to be greater than the
multiplicative operating MIL-HDBK-217D environmental factors. This can be
observed in Figure 4.5-2.

Figure 4.5-3 represents the failure behavior of a specific part type
in which operating failure mechanisms are primarily accelerated by the
simultaneous exposure to envirommental and operational stresses. This
case represents perhaps the most common and also the most complex. ' The
example depicted in Figure 4.5-3 shows the ratio of airborne to ground
failure réte to be greater for operating than nonoperating applications.
The example was constructed with the rate of increase for the combined
stress failure mechanisms greater than the rate of increase for the
environmental stress failure mechanisms. This seamed logicai because the
expected number of failures was greater for mechanisms accelerated by the
combined stresses. However, this was not necessarily the case, and
additionally, the relative difference between the rates of increase. had
important implications for nonoperating environmental factor development.
To further investigate this situation, numerical simulations were
performed assuming a variety of failure mechanism distributions and rates
of increase. The rate of increase for the sum total of all failure

mechanisms was set equal to MIL-HDBK-217D operating environmental factor.
Results of the simulation process (for part types dominated by failure
mechanisms accelerated by combined stress) were that, (1) on average, the
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magnitude of multiplicative nonoperating envirommental factors were
slightly less than the operating factors, and (2) as the percentage of
failure mechanisms due to only operational, or only environmental stresses
increase, the magnitude of the nonoperating environmental factors approach
and'possibly surpass the operational environmental factors. It must again
be emphasized that this does not infer that the nonoperating failure rates
are higher. The operating and nonoperating environmental factors are in
separate ranges. Therafore the nonoperating environmental factors can be
higher, but the resu}tant nonoperating failure rates lower.

The failure mechanism distributions estimated previously for specific
part types were further investigated to determine which of the examples
depicted in Figures 4.5-1, 4.5-2, and 4.5-3 more closely approximated the
respective failure mechanism distributions. - It was found for most part
types that the operating failure mechanisms were accelerated prirarily by
the combination of operational/environmental stress, or by environmental
stress alone. In either case, the expected difference between operating
and nonooerating environmental factors was anticipated to be small.
Therefore, for these cases, it was proposed that the operating
environmental factors could be applied for nonoperating failure rate
prediction purposes. The inexact naturz of the nonoperating environmental
factor determination process and the imprecision involved with estimating
failure mechanism distributions precluded the use of adjustment factors
which were much smaller than the inherent noise included in part level
reliability data or the variability involved in failure rate prediction.

The failure mechanisms for several part types were primarily
accelerated by operational stress, and therefore the operating
environmental factors could not be applied to nonoperating failure rate
prediction. For these part types, the range of nonoperating environmental
factors were anticipated to be significantly larger than the range of
temperature adjusted (if required) operating environmental factors.
Incandescent 1lamps, lasers and microwave tubes were included in this
category.
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A general nonoperating environment factor expression was derived for
these parts by solving simultaneous equations to determine nonoperating
environmental factor as a function of operatiny envirommental factor, Ry,
R2 and R3. Ry was defined as the fraction of operating failures due to
only environmental stress. Ry was defined as the fraction of operating
failures due to simultaneous exposure to environmental and operational
stress. R3 was defined as the fraction of operating failures due to only
operational related stress. The equations which were solved
simultaneously are presented in Table 4.5-3. There were six unknowns
(i.e., ™E, Aei, def» Xeo0is Xeofs Yo) and six independent equations.
Equation 5 in Table 4.5-3 is not independent. mgp (the MIL-HDBK-217
environmental factor) is a known quantity. This method presupposes that
estimates of Ry, Rz and R3 could be found from the available literature.
The nonoperating environmental factor expression was determined to be the
following expression.

oo me . R
™E ° R+ R Rl + R2
where
™NE = nonoperating environmental factor

Tog = operating environmental factor

Ry = fraction of operating failures due to only environmental stress
(0 <Ry <1)

Ro = fraction of operating failures due to simultaneous exposure to
environmental and operational stress (0 < w2 < 1)

R3 .= fraction of cperating failures due to only operational related
stress (0 <R3y <« 1)

It was noted that the expression only applies when (R} + Rp) is greater
than 0.20. Also, it should be noted that Ry + Rp + R3 = 1, Estimates of
Ri, Ry and R3 valves were determined from the available literature. Rj,
R2 and R3 values used for lamps, lasers, and microwave tubes are presented
in the respective model development section.
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TABLE 4.5-3: ENVIRONMENTAL FACTOR ANALYSIS (CASE
II) - SIMULTANEOUS EQUATIONS

NO. EQUATION BASIS

1 TNE = Agi/hef Definition

Aei * Agpi +Ag

2 ToE = Kor T Xt T Definition
A
. ef ‘ socas
3 Ry = Ko T Xegr 7 g Definition
: ' Xeof
Ro = eo :
4 2 Xgf T Xepr 3 X Definition
A
- o 2 s
5 Ry = s s vl Definition
6 Rt +Ry +R3 =1 Equations 3, 4 and §
) A
7 xﬁl_ = &f Assumption
eoi Xeof
NOTES: T™NE = nonoperating environmental factor
Tog = operating environmental factor
Aei = failure rate due to environmental stress in the ith
environment '
Aef = failure rate due to environmental stress in a fixed
environment ‘
Aepi = failure rate due to combined operational/environmen-
tal stress in the ith environment
Xeof = failure rate Jue to combined operational/environmen-
: tal stress in a fixed environment
Ay = failure rate due to only operational stress

(independent of environment)
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The fourth phase of the nonoperating environmental factor development
process was to consolidate the findings from the first three phases and
propose numerical adjustment factors. Eleven generic part categories
required environmental factor adjustments. For the remaining part types,
it was determined that the effects of envirommental stress were
sufficiently similar to propose the same numerical values for nonoperating
envirommental factors as the documented MIL-HDBK-217D operating
envirommental factors. For thermistors, switches, printed wiring
aésemhiies, connections, crystals, fuses, meters and circuit breakers, the
nonoperating environmental factor was determined to be given by the
following equation.

TNE = ATTOE
where
TWNE = nonoperating envirommental factor
AT = temperature adjustment factor
= f(environment, part type)
mog = MIL-HDBK-217D operating environmental factor

For tubes, lasers and incandescent lamps, the nonoperating environmental
factor is given by the following equation.

_ Atmoe R3
TrNE-RI*'RZ T Ry + R

where all variables have been previously defined.

An additional modification was required for microcircuit nonoperating
environmental factor development for two reasons. First, the operating
environmental factor is part of a complex, nonlinear model form,
Conversely, the proposed nonoperating failure rate prediction model is a
multiplicative model with one nonlinear term. The second reason was that
the noncperating failure mechanism distribution for hermetic and

nonhermetic devices varies considerably. Specifically, nonhermetic
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devices were determined to be significantly more sensitive to
environmental stresses, particularly  humidity and contaminated
enviromments, The microcircuit environmental factor derivation was
determined to be.

TNE = AimOE * By

where
A1 and B} = normalization constants for hermetic devices
A2 and B> = normalization constants for nonhermetic devices

Numerical values for A} and By were estimated to be 0.66 and 0.75
respectively. These values were based on the typical model parameters
presented in MIL-HDBK-217D, Notice 1, Table 5.2-18, “Model Parameters for
Random Logic and Memory Microelectronic = Semiconductor Devices".
Additionally, the equation was normalized so that the nonoperating
environmental factor for a ground benign environment was equal to one.
Estimates for A2 and By for nonhermetic devices wzre determined to be 1.4
and 0.46. The higher envirommental factor values for nonhermetic devices
were hypothesized using the results 7 the Panama nonhermetic microcircuit
life test data (described in Section 2.3) as a foundation. ‘

Determination of nonoperating environmental factors allows for
analysis of the reliability for any proposed mission profile. Many
specific mission profiles consist of a composite of enviromments. For
example, missile mission profiles may consist of storage, dormancy,
transportation  and captive carry environments. Definition of the
appropriate mission profile is required including specific time periods in
individual enviromments and a detailed description of the test plan. This
information can be used with the methods described in Section 6.0,
"Equipment Nonoperating Reli;bility Prediction Procedure"” to assess the
reliability of any conceivable mission profile. For example, a comparison
of storage and dorment appiications can be performed by defining the
raspective environmental profiles and test plans, and then applying the
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methods developed in this study. This approach is preferable to previous
attempts to compare storage failure rates to dormant failure rates
directly. For example, missile electronics storage applications can range
from very benign environment controlled facilities to more stressful
uncontrolled storage. Dormant applications can also vary but generally
are in a ground fixed environment. Therefore, a comparison of storage
versus dormant missile applications is virtually meaningless without
proper environmental characterization.

A2 o R T T S A 5 L N

In conclusion, it would have been preferable to analyze observed
nonoperating failure rate data in all 26 environment categories. However,
inherent difficulties of collecting nonoperating reliability data
prevented the collection of data for any non-ground environments. A
viable approach was developed to compare temperatures and failure
mechanisms, and to generate nonoperating environmental factors from the
documented MIL-HDBK-217D operating environmental factors. This method was

a}ﬁ
:.J!.:'
used to derive nonoperating environmental factors for eleven part types. é;%
For the remaining part types, it was determined that no adjustment was KD

required and that the operating environmental factors also approximate the
effects of environmental stress on nonoperating failure rate.
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4.6 Screening Effectiveness

During the nonoperating failure rate model development process, it was
observed that the magnitude of the nonoperating quality factors were
generally small in comparison to the corresponding MIL-HDBK-2170 operating
quality factors. Initially, this observation seemed unusual because the
devices are screened before entering into either an operating or
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nonoperating state, and it was unclear why screening would effect the
nonoperating failure rate any differently than the operating failure rate.
The observation would probably have been attributed to variability in the
data if not for the consistency of the results. The same trend was
noticed for microcircuits, transistors, diodes, resistors, capacitors and
inductors. In each case, the empirically determined nonoperating quality
factors were small in comparison with the corresponding operating values.
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To evaluate this apparent trend, a separate study was initiated concerning
the effectiveness of screeriing on nonoperating failure rates. The
argument presented in the following paragraphs is offered not as a
rationale to propose assumed nonoperating quality factors but as a
possible explanation for the observed trend.

The intention of device screening is to lower the field failure rate
of a component lot by eliminating inherently weak devices. The fact that
the failure rate decreases as screéning level increases is evidence that
the instantaneous failure rate 1is not constant with time, but is
decreasing. Since the number of weak devices 1is independent of
operational mode, the rate at which the hazard rate decreases following
the screen is the important parameter for quality factor comparisons.

Whether a sample of parts is intended for long term storage or
immediate operation, the percentage of inherently weak devices surviving

an identical screen is relatively constant. However, the rate at which.

the surviving weak components fail is what indicates the relative effect
on operating or nonoperating failure rate. Weak devices will clearly fail
more quickly in an operating mode. This is why devices are "burned-in"
with the power applied.

The operating quality factors have generally been determined from
empirical data and represent the ratio of the failure rate for unscreened,
and various levels of screened parts. The MIL-HDBK-217D failure rates are
constant with time and therefore represent some average failure rate over
an unknown data collection interval. Since the weak devices surviving the
screen fail more quickly during operation, the computed operating quality
factors appear to be more sensitive to screening. However, giVen infinite
time, the same number of inherently weak devices for a similar screen
would fail in either operating or nonoperating applications,

An example is provided to illustrate that the observed nonoperating
failure rate screening effectiveness was probably also the expected
result. Figure 4.€-1 presents two graphs of failura rate versus time for
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similar samples of parts screened to similar specifications. In the upper
graph, the devices are operating. The operating failure rate is shown to
be decreasing and asymptotic to some constant failure rate. In the Tower
graph, the devices are nonoperating and the failure rate is asymptotic to
some Tower constant failure rate, In each case, the number of weak
devices surviving the screening process is constant and represented by the
area between the failure rate curve and the dotted line. The time at
which virtually all the devices have failed is much shorter for the
operating case. Applying the concepts of geometry, it can be concluded
that the differential between the instantaneous failure rate and the
constant failure rate must be smaller in the nonoperating state if the
number of weak devices (i.e. area between the solid and dotted lines) fis

the same.

Additionally, both ‘operating and proposed nonoperating quality factors
correspond to some unknown data collection interval near the beginning of .
the devices Tife. As the data collection interval becomes shorter and
i closer to time zero, the expected difference between operating and
nonoperating quality factors would be maximized. As the data collection
interval approaches infinity, the ratio of operating to nonoperating
' quality factors would theoretically become unity. Therefore, the
numerical quality factor values, both operating and nonoperating, are an
indication of screening effectiveness, data collection interval length and
operational mode. '

To further investigate the issue, a literature search was performed to
identify any sources which address the relative effects of screening on .
operating and nonoperating failure rate. One document was Jocated -
{Reference 25) which concluded on the basis of a theoretical analysis that
dormant and operating failure rates for electronic parts tend to equality
{ as part quality improves. This conclusion was Fqu1va1ent to stating that
as part quality worsens, the difference between dormant and operating
failure rates would increase, Thus, MIL-HDBK-217D style quality factors
would have to be numerically larger in the operating state to reflect the
increasing difference in failure rate,

. - —— —— . —— o - -
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This discussion represents ‘a brief comparison of operating and
nonoperating instantaneous failure rates and screening effectiveness. The
concepts presented here were not used to develop or assume any of 'the
nonoperating quality factors presented in this report. The nonoperating
quality factors were all determined empirically where data ailowed and
extrapolated for quality levels without Cdata. This discussion was
presented simply as a possible explanation for an observed trend which
consistently occurred during the electronic component nonoperating failure
rate modeling efforts performed in this study.
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5.0 NONOPERATING FAILURE RATE MODEL DEVELOPMENT

Nonoperating failure rate prediction models were developed for each
part type 1in MIL-HDBK-217D. The integrity of the proposed models is
related to the diversity and quantity of the available nonoperating
failure rate data. Table 5.0-1 preseats an overview of the amount of data
available for analysis and the basis for model development. Each part
class is divided into a category of either "sufficient data", "some data"
or ‘“assumptions" depending on the basis for model development.
Categorization decisions were subjective. Consideration was given to the
number of data records, number of failures, part hours and number of
potential variables.

TABLE 5.0-1: PART CLASS CATEGORIZATION

SUFFICIENT DATA SOME DATA ASSUMPTIONS
Digital ICs (1) Memory ICs Bubble Memories
Linear/Interface ICs Hybrid ICs Opto-Electronics
Transistors Tubes Lasers
Diodes Rotating Mechanisms Connections
Resistors Relays
Capacitors Switches
Inductors Connectors

P.W. Assemblies
Miscellaneous Parts

NOTES (1): Digital ICs refers to digital SSI/MSI, random logic LSI and
microprocessor devices.

The general model development approach described in Section 4.1 was
followed to the extent possible. For part classes without empirical data,
the proposed models were based on theoretical considerations and
hypothetical reliability relationships. Required assumptions aré clearly
stated in each model development section. Table 5.0-2 presents an
overview of the model development process.
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PART CLASS
Monolithic ICs

e S I R LR YR S R Y RN T T

Hybrid ICs

Bubble
: Memories

Transistors

Diodes

Opto-elec-
tronics

Resistors
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TABLE 5.0~2: MODEL DEVELOPMENT OVERVIEW

DATA SOURCES

MICOM

Martin Marietta
F-16 HUD/RIW
Sandia

PRC

RAC

ERADCOM

~ MICOM

F-16 HUD/RIW

none

MICOM

Martin Marietta
F-16 HUD/RIW
AFCIQ

. PRC

ERADCOM

MICOM

Martin Marietta
F-16 HUD/RIW
PRC

none

MICOM

Martin Marietta
F-16 HUD/RIW
FRC

EMPIRICAL
FACTORS

complexity
temperature
logic
screening
enclosure type
power cycling

# ICs
# transistors
# diodes

none

device style
temperature
quality

power cycling

device style
quality
power cycling

none

device style
quality
power cycling

ASSUMED/THEORETICAL

FACTORS

environment

-environment

quality

# gates

# loops
temperature
environment
logic

environment

environment
temperature

device style
quality
environment

environment
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3 EMPIRICAL
PART CLASS DATA SOURCES FACTORS
[ B
\ Capacitors MICOM device style
' Martin Marietta  quality ,
\ F-16 HUD/RIW power -cyclina
Inductive MICOM device style
Devices Martin Marietta quality
F-16 HUD/RIW power cycling
AFCIQ
Southern Tech.
Lasers none none
! Tubes MICOM device style
Rotating MICOM device style
Mechanisms Martin Marietta
:_ Relays MICOM quality
! Martin Marietta
Hughes
AFCIQ
‘ Switches MICOM none
1 Martin Marietta
Connectors MICOM none
3 Martin Marietta
1 P.W. Assemblies MICOM | technology
) AFCIQ # circuit
§ planes
D Connections none none
2 Misc. Parts MICOM device type
) Martin Marietta ‘
by
}
3
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TABLE 5.0-2: MODEL DEVELOPMENT OVERVIEW (CONT'D)

ASSUMED/THEORETICAL

FACTORS

environment

environment

environment
device style

environment

none

enclosure type
contact rating
environment.

enclosure type
contact rating
environment
quality

device style
environment

# PTHs
environment

type

none
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5.1 Microcircuits

The generic category of microcircuits includes an overwhelming aumber
of devices with diverse characteristics. Failure rate model development
could not be attempted at the "microcircuit level" without making gross
generalities and oversimplifications. Therefore the nonoperating failure
rate model development process (and the collected data) needed to be

divided into a workable number of categories which would provide

sufficient data per category, while properly categorizing the microcircuit
family. It was decided to divide the microcircuit model development
process into five distinct sections. The five sections were (1) digital
SSI/MSI, random logic, and microprocessors, (2) 1linear/interface, (3)
memory, (4) hybrid, and (5) bubble memories. Data was segregated into
these categories, and the reliability attributes were studied
individually. Ideally it would have been advantageous to divide the model
development process to even finer subcategories. However, practical
restraints, most notably data limitations, prevented any finer division
beyond these categories. '

5.1.1 Monolithic Microcircuit Nonoperating Failure Rate Prediction
Models

This section presents the proposed nonoperating failure rate
prediction models for monolithic microcircuits. Separate models were
developed for (1) digital SSI/MSI, random logic and microprocessor
devices, (2) linear/interface devices, and (3) memory devices. The models
are presented in Appendix A in a form compatible with MIL-HDBK-217D,

Digital SSI/MSI, Random Logic Devices and Microprocessors

The proposed model for digital SSI/MSI, random logic and
microprocessors is represented hy the following equation.

A = Anb MNT TNQ TE mcyc
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Ap = digital SSI/MSI, random logic LSI and microprocessor
nonoperating failure rate - .
Mb = nonoperating base failure rate (failures/106 hours)
= ,ooozg(ug)-m, Ng < 3100 gates
= .014, Ng > 3100 gates

where

Ng = number of gates
TNT = nonoperating temperature factor

= K3 + Kg exp(-An(% - :;_%g))

where
T = nonoperating temperature (%K)
K3, Ka, Ap = temperature coefficients (See Table 5.1.1-1)
™Q = nonoperating quality factor (see Table 5.1.1-2)
TNE = nonoperating environmental factor (see Table 5.1.1-3)
Teye = equipment power on-off cycling factor
= 1 + ,nZ(Nc)
where
Nc = number of equipment power on-off cycles per 103 nonoperating

hours
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TABLE 5.1.1-1:

Technology

TTL,HTTL,DTL, ECL
LTTL,STTL

LSTTL

1L

MNOS

PMOS.

NMOS, CCD

CMOS, CMOS/SOS

TABLE 5.1.1-2:

R CT TN

DIGITAL MICROCIRCUIT NONOPERATING TEMPERATURE
FACTOR CONSTANTS

K3

.91
.90
.89
.86

.61

.68
.65
.58

MICROCIRCUIT NONOPERATING QUALITY FACTORS

Quality Level

B-1
B-2

. C-1

D-1

T WS L P T

Kq

.09
.10
11
.14
.39
.32
.35

nNQ.

0.53
1.0
1.4
2.0
2.3
2.4
2.5
8.7

An

4813
5261
5711
6607
6607
5711
6159
7059



TABLE 5.1.1-3: MICROCIRCUIT NONOPERATING ENVIRONMENTAL FACTORS (mNE)

: Hermetic Nonhermetic
Environment . Devices Devices

Gg 1 1

Gr 2.4 4.0
G 3.5 | 6.5
Mp | 3.2 , 5.9
Nsg ' 3.4 6.2
Ng 3.4 6.2
LTI A5 8.6
Ny 4.6 8.9
Nyu 4.9 9.5
ARy 6.3 13

A1c 2.4 ' , 4.0
ArtT 2.7 4.7
A1g ‘ 4.0 | 7.6
AA 3.4 6.2
At 4.7 9.0
Auc 2.7 | 2.7
AyT | 3.4 3.4
Ay 5.7 11

Aya 4.7 9.0 .
AyF 6.7 13

S¢ ‘ (1) (1)

Mre 3.3 6.0
MFA | 4.3 8.2
Us 8.0 | 16

ML 9.3 19

CL ' 150 310

Notes: {1) Space flight environment was not addressed in this study.
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Linear and Interface Devices

The proposed model for linear and interface devices is the following
equation,

Ap = Anb TNT WNQ ™NE Tcyc

where

Ap
Anb

where

- TNT
™Q
™E
Fcyc

where

Nc

linear/interface device nonoperating failure rate
nonoperating base failure rate (failures/106 nonoperating
hours)

0.00024 (N ) 887

number of transistors

nonoperating temperature factor

exp(-4788(3 - 72))

nonoperating quality factor (see Table 5.1.1-2)
nonoperating environmental factor (See Table 5.1.1-3)
equipment power on-off cycling factor

1+ .031(N¢)

number of equipment power on-off cycles per 103 nonoperating
hours

Memory Devices

The proposed nonoperating failure rate brediction model is for RAM,
ROM, PROM and CCD memory devices, and is given by the following equation.

Ap = Anb ™NT mNQ ™NE mcyc

5-8




Xp = memory device nonoperating failure rate
Ap = nonoperating base failure rate (failures/106 nonoperating
hours)
= (0.0034, bipolar memory devices
= 0.0017, MOS memory devices

T™NT = nonoperating temperature factor.
= K3 + Ky EXP(‘An(%’ - 2%5))

where
K3, Ka, Ap = temperature coefficients (See Table 5.1.1-1)

TNQ = nonoperating quality factor (see Table 5.1.1-2)
™E = nonoperating envirommental factor (see Table 5.1.1-3)

Teye = equipment power on-off cycling factor
Co= 1+ ,02(N¢)
where
N¢ = number of equipment power on-off cycles per 103 nonoperating

hours

The proposed models for monolithic microcircuit are.also presented in
Appendix A, The following sections describe the model development
processes.

5.1.2 Digital Microcircuit Model Development

The failure rate modeling approach described in Section 4.1 was
successfully implemented to develop a mndel for digital SSI/MSI, random
logic devices and microprocessors. Model development for memory devices
is presented in Section 5.1.4. A theoretical nonoperating failure rate
model was hypothesized based on known failure mechanisms and physics of
failure information (References 3, 26 and 27). The theoretical model was

5-9




evaluated and quantified with the available data. Failure rate prediction
model parameters for complexity. screening and temperature were determined
empirically from the data. Modifying factors for equipment power cycling
and application environment were determined by alternate methods.

Application and construction variables which characterize digital
microcircuits in a nonoperating environment are presented in Table 5.1.2-
1. These factors were determined whenever possible for all summarized
data. The variables presented in Table 5.1.2-1 represent possible failure
rate model parameters. ‘

Development of a theoretical model for digital microcircuits was
conducted in two phases. The initial phase consisted of identifying
variables which hypothetically have the greatest'impact on reliability.
It was determined that nonoperating ambient temperature theoretically has
the most significant influence on nonoperating reliability for hermetic
digital microcircuits. Other factors which have been identified in the
literature (References 3, 26, 27, 23 and 29) are humidity, complexity, -
eayipment power cycling and screening. The secord phase of the
theoretical mode! development proces: consisted of a study of various
model forms to determine which wouid be applicable to microcircuit
nonoperating failure rate prediction. Model forms which were studied
include multiplicative models, additive models and nonlinear model forms.

The MIL-HDBK-2170 operating failure rate prediction model for
microcircuits is a combination of an additive and multiplicative model
form (Reference 19). The application stresses during nonoperating periods
are sufficiently different to preclude an assumption, without additional
justification, that the nonoperating model form is the same or similar to
the operating model form. Nevertheless, a model form similar to the MIL-
HDBK-2170 microcircuit model was considered for nonoperating failure rate
model development. The mathematically attractive purely additive and
purely multiplicative models were also considered. After evaluating the
advantages and disadvantages of the various model forms, the decision was
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TABLE 5.1.2-1:

DIGITAL MICROCIRCUIT CHARACTERIZATION VARIABLES

Technology

A. DTL E. ECL I. IIL M. CCD

B. TITL F. LTTL J. MNOS N. CMOS

C. HTTL G. STTL ‘K. PMOS 0. CMOS/SOS

D. OTL H. LSTTL L. NMOS P. HMOS -

Number of Gates

Construction

A. Dip - E. Chip Carrier

B. Can F. Quad In-Line (staggered leads)

C. Flatpack G. In-Line

D. Square

Enclosure

A, Hermetic

B. Non-Hermetic

Package Material

A. Metal E. Glass I. Metal/Epoxy
B. Ceramic F. Plastic/Ceramic J. Silicon
C. Metal/Ceramic G. Epoxy K. Phenolic
D. Metal/Glass H

- Number of Pins
Number of Interconnects

Die Bond
A. Eutectic
B. Epoxy
C. Glass

‘

Quality Level
A. S C. B-1
B. B D. B-2 F.

Application Environment

- Temperature

A. Rated
B. Actual

. Ceramic/Plastic/Window

Number of Power On/Off Cycles per 103 Nonoperating Hours -
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made to initially proceed with the general theoretical model form
developed for this study. This model form is a multiplicative model with
the exception of the equipment power cycling contribution.

The summarized digital microcircuit data collected in support of this
study effort is presented in Table 5.1.2-2. The'nonoperating failure rate
data collectively consists of 155 failures, 21441.1 x 1065 part hours and
399 individual data records. Data was available for parts screened to S,
B, C, D and D-1 quality levels as defined in MIL-HDBK-217D.

TABLE 5.1.2-2: CIGITAL MICROCIRCUIT NONOPERATING
FAILURE RATE DATA

Part

Data Hours

No. Equipment/Source Records Complexity Tech. Failures (x105)
1 Hawk/MICOM 6 SS1 bipolar 1 768.9
2 Maverick/MICOM 3 SS1 bipolar 1 432.4
3 Maverick/MICOM 2 MSI bipolar 1 308.9
4 F-16 HUD/RIW 36 SS1 bipolar 10 4220.7
5 F-16 HUD/RIW 50 MS1 bipolar 7 3398.2
6 F-16 HUD/RIW 2 LSI bipolar 0 129.8
7 F-16 HUD/RIW 2 LSI MOS 0 26.0
8 Martin Marietta 3 SSI/MSI bipolar 18 9550.8
% Sandia 1 LSI MOS 1 46.7
10 Sandia 1 SSI bipolar 0 2432.1
11 PRC 2 SSI/MS1 bipolar 0 3.8
12 RAC (1) 120 SS1 bipolar - 17 6.9
13 RAC (1) 14 SS1 Mg 43 0.4
14 RAC (1) 130 MS1 bipolar 20 4.3
15 RAC (1) 2 LSI bipolar 0 0.1
16 RAC (1) 1 VLSI {2) Dbipolar 1 0.1
17 ERADCOM (3) 17 SS1 bipolar 18 7.7
18  ERADCOM (3) 7 SS1 MOS 17 3.3
TOTALS 399 155 21441.1

1) High temperature storage life test data. Storage temperatures
range from 1500C to 3500C.

©2) VLSI parts defined as having greater than 3000 gates.

3) Panama life test data for nonhermetic devices. Ambient
temperature = 300C, relative humidity = 90%.
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Early in the model development process, the issue of device complexity
was addressed. The terms "complexity" and "complexity factor" are
convenient, yet ambiguohs. Complexity is a relative term., A device may
be relatively complex in a number of ways; process, function, size, etc.
It was considered desirable to investigate the effects of nonoperating
failure rate versus a quantitative measure of complexity. Possible
measures of complexity were evaluated for digital microcircuits. Several
of the possible complexity measures which were given consideration are the
following:

Number of gates

Number of transistors

Number of package pins

Number of package I/O funct1cns
Die area

e O © © o

In addition, the possibi]itiégi-were considered that more than one
complexity measure should be inciuded in the optimal model form for
digital microcircuits, or that perhaps complexity had only a negligible
effect on nonoperating failure rate.

After evaluating the different measures of complexity, it was
determined that the number of gates and the number of package pins. were
the two best complexity measures. These two complexity measures would be
further investigated by analysis of the available data. Both parameters
represent information which is readily availahle, and theoretically have
an effect on failure rate. For VLSI digital devices, the gate count may
not be available. This potential problem is. analyzed at a later stage of
the model development process. Die area was initially thought to have
merit as a measure of complexity. However, it was found that die area
information is often vendor proprietary, and thus would not be suitable
for failure rate prediction purposes.

The digital microcircuit data were initially analyzed without merging
data records. Point estimate failure rates were calculated for data
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entries with observed failures. The methods descriizd in Section 3.3 were
used to determine which zero fziiure dita ~%ries had sufficient part
hours to estimate a failure rate without faiiures. Correlation
coefficients were computed for every pair of ‘ndependent variables. In
addition, the available data was evaluet2d to identify weaknesses in the
data set. Results from these initial analyses are given below.

1) A1l collected data were from a ground based environment or from 1
storage life testing. Therefore there was a insufficient range of
environmental stresses’ represented in the data to develop
environmental factors based on data analysis.

2) A1l data were for digital microcircuits with one of the following
logic types; DTL, TTL, LSTTL, ECL, CMOS, or CMOS/SOS.

3) 88% of all MOS data records were for high temperature or high
humidity applications.

4) v86% of all field data records were for 14 or 16 pin devices.

A,

5) The correlation coeff1c1ent for number of gates vs. number of pins
was 0.52.

| S

o 0 S g

6) 100% of all data on nonhermetic devices were from high temperature
or high humidity testing.

2

lse:

5%

AT ST S

It had been desired to analyze the effect that both number of pins and
number of gates had on nonoperating failure rate. However,
characteristics of the data base and conclusions from the preliminary data
analysis made it very difficult to properly address the effect of package
pins on failure rate. Proper application of regression analysis required
that all independent variables were uncorrelated (i.e. correlation
coefficient not significantly different from zero) and that there was a
large range of variable values represented in the data.

R b 30

The observation that gate count and pin -count were correlated was
further investigated. A recent study (Reference 30) fegarding VLSI device
reliability indicated that there was little or no correlation betwean gate
count and pin count. After further studyihg the issue, it was detarmined
that there is theoretically an intermediate amount of correlation between
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pin count and gate count for SSI and MSI devices. Then, as device
complexity enters into the LSI and VLSI ranges, the correlation decreases.
Field data was not available for the most current state-of-the-art LSI and
VLSI devices. The long noncperating times required to observe failures
precludes the existence of such data. As a result, the field data
avaiiable for analysis were concentrated in the SSI and MSI ranges. This
explains the observed correlation. The implications of the observed
correlation are two-fold. First, regression analysis could not be
correctly app]ied'to quantify the effects of both variables. Second, a
regreSsion analysis for failure rate versus gate count implicitly includes
the effects of pin count for SSI and MSI devices. That is, a regression
analysis for failure rate against either one of the two variables includes
the effects of both because the number of pins and the number of gates
increase together for the lower complexities. Therefore it was decided to
include only gate count as a measure of complexity. The natural logarithm
of the complexity was designated as Cj.

It was determined in the theoretical model development process that
ambient temperature was the most significant variable influencing -
nonoperating failure rate for digital microcircuits. It was also assumed
that the effects of temperature would be different depending on the logic
type of the device. In addition, the equivalent Arhennius relationship
(described in Section 4.4) was determined to be applicable to nonoperating
failure rate prediction. The preliminary form of the nonoperating
temperature factor was determined to be:

-eV ,1 1
™T = exp(— (5 - =
NT ‘ p( K (T Tr))
where
T™NT = nonoperating temperature factor
eV = equivalent activation energy
K = Bnltzman's constant = 8.63 x 10-5 eV/0K
T = temperature (%)
Ty = reference temperature = 298 0K
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The addition of the reference temperature term was for convenience. The
temperature factor was defined to be equal to unity when the ambient
temperature is equal to the reference temperature. The value of 298%K was
selected to be consistent with the reference temperature term used for
failure rate prediction in MIL-HDBK-217D.

It was assumed that the equivalent activation energy would vary with
logic type. Data was available for DTL, TTL, LSTTL, ECL, CMOS and
CMOS/S0S.  Introducing temperature (or inverse of temperature) into a
kegression by itself would result in only one temperature coefficient.
Therefore, a temperature matrix with two temperature variables was defined
to derive a temperature factor of the desired form. Introducing the
temperature matrix as independent variables in a regression analysis
allowed for computation of unique activation energies. The logic types
were grouped into the categories of (1) bipolar or (2) MOS technology.
The temperature matrix is presented in Table 5.1.2-3.

TABLE 5.1.2-3: DIGITAL MICROCIRCUIT TEMPERATURE MATRIX

Technology 1/T1 112
E bipolar T 0
_ - MOS 0 1/7

The following equations depict the relationship of nonoperating
failure rate versus 1/T1 and 1/T2. These equations are conceptual in
nature, and temporarily ignore all variables except temperature.

-

In{L) = bg + b1(1/T1) + by(1/72) + ¢

= f(1/T1, 1/72) = exp(bg)exp(b1(1/11) + bp(1/T2))

= f(1/7,0) = exp(bg)exp(b1(1/T1) + bp{0)), bipolar
exp(bg)exp(b1(1/T1)), bipolar '
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A2 = £(0,1/T) = exp(bg)erp(b1(0) + bp(1/T2)), MOS

exp(bg)exp(ba(1/T2)), MOS

bg, b} and by are regression coefficients and ¢ is the residual. The
equivalent activation energy for the logic types in the bipolar category
was equal to the by coefficient multiplied by Boltzman's constant.
Similarly, the equivalent activation energy for the MOS logic types was
equal to the by coefficient multiplied by Boltzman's constant.

The theoretical model for digital microcircuits was determined to
include an equipment power ‘cycHng factor. The factor was assumed to be

“of the following form.

Cycling Factor = 1 + K(cycles/103 hr)

where K is a constant. The other factors in the theoretical model were
multiplicative. Development of an equipment power cycling factor of this
form resulted in a proposed model which is neither linear nor can be
transformed into 1linear form. Therefore, application of regression
anélysis was more difficult. This problem and a proposed solution is
described in-depth in Section 4.3. As recommended in Section 4.3,
equipment cycling rate was temporarily treated as a qualitative variable
and three “dummy variab]eé" were defined (cycl, cyc2, and cyc3).

A matrix of "dummy variables® (0 or 1) was defined to accommodate
quality level in quantitative analyses. The quality level matrix is
presented in Table 5.1.2-4, In addition, a technology qualitative
variable was designated TECH, The TECH variable was assigned a value of
zero for bipolar devices and one for MOS devices.
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TABLE 5.1.2-4: DIGITAL MICROCIRCUIT QUALITY VARIABLE MATRIX

Quality Level Q Q2 Q3 Qs
S 1 0 0 0
B 0 0 0 0
C 0 1 0 0
D 0 0 1 0
D-1 0 0 0 1

The data were then merged according to equipment, technology,
temperature, quality level and gate count. The data were merged by
summing failures and part hours. To maximize the number of failures and
part hours per data record, data within complexity categories of 10 gate
intervals were merged. For example, all data for devices which were
similar in regard to equipment, tz2chnology, temperature and quality level,
and which have between 21 and 30 gates were merged. The average number of
gates for the category was used as the measure of complexity for each
merged data record. There were a total of 33 merged data records
available for further analyses.

At this stage in the model development process, the data were in a
format suitable for application of regression analysis. A1l of the
available data were utilized except the Panama life test data. This
testing was performed for nouhermetic devices found in the Panama jungle,
The observed failure rates from the Panama testing were not representative
of nonhermetic microcircuits in a ground fixed environment. Additionally,
there was neither an accurate method to extrapolate the observed failure
rates to typical ground fixed conditions nor sufficient detail in all data
sources to develop a unique humidity factor. Therefore, this data were
not included in the regression analysis.

Results of the regression analysis are given in Table 5.1.2-5. The
dependent variable was In(failure rate) and the independent variables were
TECH, 1/T1, 1/T2, Q1, Q2, Q3, Q4, C1, cycl, cyc2, and cyc3. The R-squared
value computed for the analysis was 0.98. However, this value was
misleading. The absence of temperature values between 209C and 1500C
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together with the dominant effect of temperature resulted in a much higher
R-squared value then would have been observed if the temperatures were
evenly distributed.

TABLE 5.1.2-5: DIGITAL MICROCIRCUIT REGRESSION RESULTS

: standard confidence

variable coefficient error f-ratio limit
TECH 7.524 1.368 30.26 0.90
i/m -4812.803 205.468 548.67 0.90
1/T2 -7056.722  550.861 164.10 0.90
Q1 -0.637 0.698 0.83 0.60
Q2 0.836 0.698 1.44 0.70
Q3 0.882 0.279 9.99 0.90
Q4 2.158 0.520 17.20 0.90
C1 0.477 0.086 - 30.88 0.90
b . 9.368 -- --c -

The coefficients given in Table 5.1.2-5 were the results of a
regression with the dependent variable equal to the natural logarithm of
failure rate. Transforming the regression solution into an equation where
failure rate (as opposed to log of failure rate) is the dependent variable
results in the following preliminary multiplicative model.

Agq = Ag(# gates)‘477 exp(-Ap/T) ™Q
where
Ag = predicted digital microcircuit nonoperating failure rate
(failures/106 hours)
Ag = preliminary base failure rate constant

exp(7.524 + 9.368(TECH))
1.852 X 103, bipolar
2.168 x 107, MOS
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Ay = temperature coefficient
= 4813, bipolar'
= 7057, MOS
T = temperature (oK)
™NQ = nonoperating quality factor
= exp(-0.637(Q1) + 0.836(Q2) + 0.882(Q3) + 2.158(Q4))
= 0.53, S :
= 1.0, B
=23, C
= 2.4, D
= 8.7, D-1

The variables TECH, Q1, Q2, Q3, and Q4 have been previously defined. It
is emphasized that the above equation represents a preliminary model,
- which is only applicable to ground based environment.

Conclusions and observations were made based on the regression
results. These conclusions and observations are given in the following
paragraphs.

The nonoperating failure rate of D and D-1 quality devices was
significantly different, with 90% confidence, from devices screened to the
B quality level. The nonoperating failure rate difference between devices
screened to C and B levels was significant at a 70% confidence, and the
difference between S and B quality level parts was significant at a 60%
confidence. It was considered very encouraging that the ranking of
quality factor values was precisely as expected based on the screening
specifications and screening effectiveness characteristics. Generally,
separate factors were not proposed in this study when the confidence limit
was lower than 0.70. However there afe strong theoretical reasons why the
failure rate for S guality devices is lower than B quality devices. It
was assumed that the failure rate difference between S quality and B
quality microcircuits (less than two to one) was approximately the same
magnitude as the statistical noise inherent in the data. This would
explain the low confidence.
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The standard error statistic allows for the computation of confidence
intervals around the nonoperating quality factor estimates. Table 5.1.2-6
presents point estimate quality factor values, as well as lower and upper
90% confidence interval values. Confidence 1limit values could not be
computed for B quality because all factors are in comparison to the B
level. In addition, Table 5.1.2-6 presents .interpolated quality factor
values for quality levels where no data was available.

TABLE 5.1.2-6: DIGITAL MICROCIRCUIT NONOPERATING QUALITY FACTOR

Quality Level  mNg,.05 mq1(1) A ™Q, .95 o2t 2)
S 0.16 0.53 1.7 0.53
B - 1.0 -- 1.0
B-1 -- -- -- 1.4
B-2 -- -- - 2.0
c 0.70 2.3 7.6 2.3
Cc-1 -- -- - 2.4
D 1.5 2.4 3.9 2.4
D-1 8.7

3.6 : 8.7 21.1

Notes: 1) myq1 is the point estimate quality factor.
2) mNg2 s the point estimate quality factor supplemented by
interpolated values for B-1, B-2 and C-1 quality levels.

It was noticed that the range of the nonoperating quality factors
(0.53, 8.7) was much less than the range of microcircuit operating quality
factors (0.50, 35) found in Table 5.1.2.5-1 of MIL-HDBK-2170. This was
believed to be indicative of a significantly slower rate for "infant
mortality" failure occurrence during periods of nonoperation. Therefore,
the effects of screening are less evident. This same trend was noticed
for practically all electronic component types, and 1is discussed in
Section 4.6 of this report. Conversely, package type appeared to have a
more severe effect on nonoperating failure rate. The best indication of
the failure rate difference between hermetic and nonhermetic devices is
the ratio of the D-1 quality factor to the D quality factor. The ratio is
2:1 for operating failure rate based on the information provided in MIL-
HDBK-217D. The ratio is 3.6:1 for noncperating failure rate based on the
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nonoperating quality factors presented in Table 5.1.2-6. Therefore, it
was concluded that the difference in failure rate between hermetic and
nonhermetic digital microcircuits is larger for nonoperating failure rate
than operating failure rate.

As expacted, device nonoperating temperature was a significant
variable with 90X confidence. Unique temperature factors were computed
for bipolar (i.e. DOTL, TTL, ECL) and MOS (i.e. CMOS, (CMOS/SOS)
technologies. The temperature coefficient for bipolar devices was
determined to be -4813. This is equivalent to an activation energy of
0.42 eV. The standard error statistic allowed for computation of a 90%
confidence interval around the coefficient. The upper and Tlower 90%
confidence interval values for bipolar devices were determined to be -4461
and -5164 respectively. The point estimate temperature coefficient for
MOS devices was found to be -7057. This is equivalent to an activation
energy of 0.61 eV. Upper and lower 90% confidence interval values were
computed for MOS device temperature coefficient and found to be -6114 and
-7999 respectively,

The temperature coefficients computed from the available data
correspond to five logic types. For other logic types, appropriate
temperature coefficients were interpolated by assuming a similar ranking
as that found in Table 5.1.2.5-4, MIL-HDBK-2170. The preliminary digital
microcircuit nonoperating temperature factor was therefore determinad to
be the following equation. The temperature factor expression was defined
to include a reference temperature term for convenience. The preliminary
temparature factor assumes a value of one for any. logic type at the
reference temperature of 298%K.

TINT,p = exp(‘An(% - éég))
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where
ANT,p = preliminary nonoperating temberature factor
Ap = temperature coefficient (given in Table 5.1.2-7)

T = nonoperating temperature (9K)

TABLE 5.1.2-7: MICROCIRCUIT NONOPERATING TEMPERATURE FACTOR COEFFICIENTS

Technology An
TTL, HTTL, DTL, ECL 4,813
LTTL, STTL 5,261
LSTTL 5,711
IIL, MNOS 6,507
PMOS 5,711
NMOS, CCD 6,159
CMOS, CMOS/SO0S 7,057

No distinction was made during the nonoperating temperature factor

development process between hermetic and nonhermetic digital devices.

This was done for several reasons. All available data for nonhermetic
devices was life tect data with a test temperature of 1500C. Therefore
separate temperature coefficients for nonhermetic devices could not be
determined empirically. A wide range of temperatures would have been
required to determine an empirical relationship. A second reason was that
the nonoperating failure rate difference between hermetic and nonhermetic
devices was accounted for by both the nonoperating quality factor and
environmental factor. It was determined that failure rate effects caused
by humidity and moisture intrusion are the major differences between
hermetic and nonhermetic devices. These factors were better predicted by
use of the envirommental factors. A third reason was that an.assumption
of a more temperature dependent relationship for nonhermetic devices could
result in optimistic failure rate predictions (i.e. predicts too low a
failure rate) for temperatures less than the 1509C test temperature. An
example which illustrates this relationship is presented in the following
paragraph,
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The relationship of failure rate versus temperature is shown for two
different equivalent activation energies in Figure 5.1.2-1. If {t is
assumed that nonhermetic devices exhibit a more temperature dependent
failure rate, then the example depicted in Figure 5.1.2-1 is analogous to
the study of activation energies for nonhermetic devices. The activation
energy (Ez;) for the more temperature dependent failure rate is greater
than the activation energy (Ez2) for the 1less temperature dependent
failure rate, as would be expected. However, the failure rate is lower
for the more temperature dependent relationship for all points to the
right of the intersection point. It should also be noted that as
temperature decreases, the (1/KT) term increases. Therefore in the
example depicted in Figure 5.1.2-1, the failure rate is less for the £,
activation energy relationship for all temperatures less than Ty (i.e. to
the right of the intersection point). The E,p activation energy is
equivalent to the observed values for hermetic devices. The Eat

activation energy would be equivalsnt to an assumed higher A, value for

n-nhermetic devices.

TnA

FIGURE 5.,1.2-1: FAILURE RATE VS. TEMPERATURE

The temperature intersection point was 1509C for nonhermetic digital
devices. Any proposed model will predict the same ?ailure rate at 1500C
regardless of the activation energy because all nonhermetic data was for a
1500C test temperature. Therefore, assumption of a lower activation
energy (i.e. the regression solution values for hermetic devices) resulted
in a conservative failure rate estimate for all nonoperating temperatures
less than 1500C.
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The number of gates was determined to be a significant variable with
90% confidence. The preliminary model assumed that digital microcircuit
nonoperating failure rate was proportional to the number of the gates
raised to a constant value. The regression solution for the constant was
0.477. Upper and lower 90% confidence interval values were 0.624 and
0.330 respectively. The range of gate counts found in the available data
was from 1 to 3100 gates. The observed relationship between nonoperating
failure rate and the number of gates was a empirical relationship (as
opposed to a theoretical relationship). Therefore, extrapolation of the
observed relationship beyond 3100 gates could not be justified.

It was decided to include the gate count‘variable into an equation for
base fai]ure.rate. The base failure rate for digital microcircuits was
therefore given by the following equation:

Anp = Ap(# gates)'a77 '

where
Anp = nonoperating base failure rate, (# gates < 3100)
Ap = constant

The constant term (Ap) was defined as a function of device technology and
the assumed reference temperature of 2980K (Qr 250C) due to normalization
of the nonoperating temperature factor. The temperature factor was
defined to be equal to a value of one for a temperature of 250C.
Therefore, the Ap constant must also correspond to 259C. In addition, the
technology dummy variable (TECH) coefficient was included in the equation ‘
for base failure rate. Determination of appropriate values for the Ay
constant was computed by the following equacion.

Ap = exp(9.368 + 7.524(TECH) - An(1/298))

where 211 variables have been previously defined. The 9.368 and 7.524
values were the by and TECH coefficients previously presented in Table
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5.1.2-5. Only the observed A, values of 4813 for TTL, DTL and ECL, and
7057 for CMOS and CMOS/SOS were used for the Ap determination process.
The extrapolated A, values for other logic types were to determine the
relative (as opposed to absolute) effect of temperature. The respective
base failure rate constants for bipolar and MOS were therefore determined
to be,

n

exp(9.368 - 4813(1/298)) = .001134 failures/106 hrs.
exp(9.368 + 7.524 - 7057(1/298)) = .0C1126 failures/106 hrs.

bipolar: Ap.
MOS: Ap

It was noted that the two base failure rate constant values were the
same up to three significant digits. The fact that these two numbers are
extremely close must in part be attributed to coincidence because failure
rate estimation techniques are not accurate to three significant digits.
However, it was concluded from this analysis that the nonoperating failure
rates of bipolar and MOS devices were indistinguishable at 250C, if all
other parameters are equal.

The base failure rate expression was determined to be applicable fram

1 to 3100 gates. This range of values includes all SSI/MSI devices and
enters into the LSI range of devices. The gate count range “or LSI
devices begins at 100 gates. The cut-off between LSI and VLSI is less
def ined. Nonoperating failure rate estimation of digital devices with
greater than 3100 gates was further investigated to determine whether
extrapnlated or assumed relationships beyond 3100 gates could be justified
or were warrented. '

It was considered essential to determine methods to predict the
nonoperating failure rate for state-of-the-art devices. Continued
advancements in integrated circuit fabrication and processing techniques
have resulted in an electronics industry which is in a constant state of
transition. Therefore, numerical analyses which require large quantities
of observed field data are necessarily outdated by the time the data is
collected. This problem was particularly acute for nonoperating failure
rate prediction model development because of relatively long mean-time-to-
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failures in the nonoperating state. As a result, prediction models for
state-of-the-art devices could not be determined . empirically.
Nevertheless, one of the primary objectives of this study effort was to
develop methods which can be applied to any conceivable equipment type and
mission profile. Therefore, a]ternate methods to assess high gate count
LSI and VLSI devices were considered.

MW T

One option which was considered to predict the nonoperating failure
rate for high gate devices was to assume that the observed relationship
for devices with less than 3100 gates (i.e. failure rate «  (¥gates).477)
would continue to be accurate for higher gate counts. This option was
rejected, however, based on the information provided in Reference 30. The
results of this recent study (documented in Reference 30) concluded that
no numerical correlation between operating failure rate and number of .
gates could be found for devices in the VLSI range with greater than 3000
gates., A possible reason for this lack of correlation was that the
majority of VLSI failure mechanisms are directly related to particular

- fabrication process steps (such as mask registration). These failure
mechanisms effect all similar components on a die uniformally, and not
random individual die components as would be indicated by a complexity
factor. Another factor confounding the results was the fact that as
device complexity increases the associated fabrication processes are
improving, thus masking any true effect complexity may have. It was
assumed that this observed pattern would also be true for nonogperating
failure rate.

It was determined that an approximate base failure rate value for
random logic VLSI devices would be constant with respect to gate count
within the VLSI range, and could be found by solving the previously
determined expression for SSI/MSI/LSI devices for number.of gates equa1'to
3100.  Therefore, the approximate random logic VLSI nonoperating base
failure rate was computed with the following expression.

).477

Anb,VLST = .00113(3100 .0523 failures/106 hrs

LN S
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This value is differeat from the base failure rate presented in Section
5.1.1 because the model had not been normalized for environment at this
stage of the model development process. It is emphasized that this
average value is only approximate. However, the proposed value is
intuitively appealing for two reasons. First, the nonoperating failure
rate is independent of gate count for random logic VLSI devices. Second,
the predicted nonoperating failure rates provide a smooth transition from
SSI/MSI to the LSI and VLSI ranges of device complexities. . ]

None of the three equipment power cycling variables were significant
at the 60% confidence level. This observation was contrary to the
assumption made in the theoretical model development process that
equipment power cycling had an effect on observed nonoperating failure
rate. Therefore, this observation was further studied. Given the size of
the merged data set (i.e. 33 records), it was concluded that only the most
significant variables could be identified through data analysis. In this
case, temperature, technology, quality and complexity were identified as
significant variables. Thus, results of the regression analysis were not
necessarily that equipment power cycling had no effect on nonoperating
failure rate, but that the effect was less evident than that of
temperature, technology, quality and complexity over the range of values
found in the data base.

1

’

e
v

The most obvious treatment of equipment power cycling was to exclude
the variable from digital microcircuit nonoperating failure rate model
development because of the apparent lack of correlation with failure rate.
This probably would have been the proposed approach if not for the
observation that equipment power cycling was determined to be a
significant model parameter for linear/interface microcircuits (discussed
in Section 5,1.3). The observed nonoperating failure rate difference
resulting from power cycling was found to be 2.2 to 1 for linear devices.
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This difference was relatively small, and therefore it was not surprising Py
that the effect could not be estimated for digital devices. A comparison %}

hy)

was then made between the anticipated effects of power cycling for digital
vs. linear devices.
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One possible reason for the apparent difference between equipment
power cycling effects of digital ‘and linear devices was that a major
failure mode resulting from power cycling is wire bond fatique and
failure. The rate at which wire bond fatigue occurs is related to the
power dissipation and corresponding thermal/mechanical stresses which
occur during the power on-off cycle. It was hypothesized that, on
average, linear devices exhibit slightly higher 1levels of power
dissipation than the primarily SSI/MSI digital devices included in the
data base. This would possibly explain the apparently higher degree of
dependence on equipment power cycling for linear devices. However, this
can not be generalized for all linear and digital devices. Many linear
devices have power dissipation equal to or lower than those typically
encountered in digital devices.

It was determined from this comparison of power cycling effects for
digital and linear devices that a proposed digital microcircuit model
required an equipment power cycling factor. This determination was made
because (1) the comparison did not reveal substantial reascns why power
cycling would not effect digital nonoperating failure rate given that
power cycling was observed to effect linear device failure rate, and (2)
the series of microcircuit models should be consistent with regard to
model parameters.

The assUmed equipment power cycling factor was determined to be,
ey = 1+ .02(power cycles/103 hours)

The (.02) constant term was based on two premises. First, the pbwer
cycling constant term would be less than or equal to the corresponding
term developed for linear microcircuits. The second premise was that the
power cycling factor would have less effect (over the range of values
found 1in the available data) than the observed relationships for
temperature, quality and complexity. The (.02) term represents the
largest numerical value which satisfies the two constraints. It is noted
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that this proposed power cycling factor will assume a value of one for
essentially all missile storage test schedules. '

The next phasa of the model development process was to investigate the
effects of the environment. The theoretical model developed for digital
microcircuits included a nonoperating environmental factor. As previously
stated, there were insufficient data to develop a complete series of
nonoperating environmental factors empirically. Nevertheless, the
objective of this study effort was to develop a methodology which can be
employed for nonoperating reliability evaluation for any potential
application. Therefore, it was imperative that appropriate nonoperating
environmental factors were determined. |

The methods presented in Section 4.5 were applied to develop
appropriate nonoperating environmental factors. This method assumes that
a series of nonoperating environmental factors can be generated from the
MIL-HDBK-217D operating environmen;a] factors based on a comparison of
operating and nonoperating failure mechanism accelerating factors.
Additionally, the differences between average temperature for operating
and nonoperating states were investigated. Operating temperatures are
higher because of the internal heat generation associated with applying
power to the eguipment. For microcircuits, the effect of this temperature
difference was predicted by the respective operating and proposed
nonoperating temperature factors. Thus, no temperature adjustment was
required for environmental factor development purposes.

" The proposed digital microcircuit nonoperating environmental factors
were presented in Tahle 5.1.1-1 1in the previous section. Separate
nonoperating environmental factors were proposed for hermetic and
nonhermetic devices because nonhermetic devices have been observed to be
more sensitive to environmental stress, primarily humidity and
contaminated environments. An environmental factor conversion was
required because the operating environmental factor is part of a complex
nonlinear model form as opposed to the proposed multiplicative model for
nonoperating failure rate prediction. The conversion factor expression
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for microcircuits was presented in Section 4.5. The conversion factor p
constants used to compensate for the difference in model forms were based z
on average MIL-HDBK-217D microcircuit values. For nonhermetic devices,
the conversion factor constants were based on average factor values
complemented by the results of the Panama nonhermetic microcircuit storage
life testing (data entries 17 and 18 in Table 5.1.2-2). In addition, the
nonoperating environmental factors were normalized to a ground benign

value edual to one. This was done so that the proposed microcircuit $

nonoperating environmental factors would be consistent with the other ﬁﬁ;:
proposed models, and to provide the proposed model with increased utility. bﬁﬁﬁ
Converse]y, the  MIL-HDBK-217D, Notice 1 operating microcircuit =
environmental factors are not normalized to any environment (i.e. no év;;
factor is equal to one), and therefore the numerical values for the base Qﬁ?j
failure rate constants have no physical meaning by themselves. ’%34

M

N
Tables 5.1.2-8 through 5.1.2-10 present failure mechanism and failure gﬁ§§
acceleration factor distributions for MOS SSI/MSI, bipolar SSI/MSI and ggS“
Ay

0y

random logic LSI digital devicesf References 31 through 40 included pas
microcircuit failure mode or failure mechanism distribution information. %éé!
Accurate quantitative failure mechanism information was difficult to %
obtain for nonoperating conditions and often c.nflicting for operating
conditions. Therefore, the information presented in Tables 5.1.2-8
through 5.1.2-10 represent typical failure mechanism distributions which
may not be similar for all specific device styles and applications.

o

S,

o T

The issue of device maturity was also addressed in this study effort.
A1l digital microcircuits which were represented in the collected data -
were mature devices. Thus, the effect of device maturity could not be
evaluated by data analyéis. Additionally, it is strongly recommended that
any equipment subjected to prolonged periods of storage be designed with
“only mature part types. Therefore, the proposed digital microcircuit
nonoperating failure rate prediction model does not apply to any of the
following conditions.

1) New device in initial production.

5-31

ot BTN P M e '.'zv R s - e, o
J‘-\""&}x}'«.?\\m) L T I ST TR TR RN O N

SN




§-0 ) 0c-1
02-1 S1-1
81-1 Pi-1
81-1 Pi-1
¥1-0 ¢1-0
0¢-1 ST-1

$-0 SI-1
0L-S€ . 0v-0¢

$-0 S-0
0¢-0 05-0¢

(%) uoyanqruasig (%) uotinqruaasig
buyjeaadouoy , buijedadg

Juauaand
JUBAUND ‘uoLJRUAqLA

UOLIRUGLA *X}Do0Yys
uoijeaqiA *jyooys
uoLjeuqiA “jyooys °©-dusy

*dwey ‘A3ipruny

’ JuUa4and
abej|oA ‘-dwa3 ‘sunisiouw
*dwsy ‘abejz|oa

*duey ‘abegjoa

s403de 4 Bupyeusyasoy

3 LM
puog auiy
$308UL02U9U]

Less

peeq

puog aig
abeyoey

uolLjeuluweiuo)

- uoLjeZL|{R3I3Y
S8L|oWwouy adejuang
$30333( uoLsnjjiqg

$39343Q 9pixp
BT

WSLueYO3)/8pO) 34n|Ley

NOILNAIHLISIG WSINVHOIW NIV ISW/ISS W1II9I0 SOW :8-2°1°G 378vL

5-32

XS

LA T

I ENOTATAOT

».

/A

/8y YFWM&W‘#"?W}WT o

~ ey,
PR

e

s

ta

n
">

W
ot P

e

_'nﬂ o

TR

.,

L R o e ¢
e 0 SR ACEN

c:

]



- (%

01-0 0¢-1 JusJa4an) BALM
GE-S1 6e-01 JUBLUND ‘UOLIRUGLA puog SJ4iM
o $3o0UU04IJU]
0t-01 GZ-S uoLIeuaqLA “jo0ys Leas
€2-§ 02-1 UOLIRIQLA “AD0YS pea
¢S 0¢-1 . uoL3edaqiA “¥ooys ‘-dwaj , . puog at1Q
abexyoey
6-0 6-0 *dway “‘A3Lpruny uoLjeuLWeIU0)
01-0 G2~S Jusaand uoLjezijeisn
62-$ 02-1 abejioa ¢-dwe3 ‘sanjsiow - S3L|owouy ddeJuNg
G2-§ 02-1 . *dway ‘abey|oA $333j9(Q uoLlsnijiiq
01-0 01-0 *dwey ‘abejloa $39933Q 3pLXQ
Y]
uoL3INqLA3IsLg (%) uoranqruaisig s4039e4 bBupjeua|addy WS LLPYI3,/3poy d4nytLey
uiJeaadouoy . Buiqeasdp

NOILNGIYISIA WSINVHIIW 3¥NTIVd ISW/ISS T1I9I0 ¥vI0d4I8 :6-2°1°G 378vi

5-33

a4

RS IERTRNOTAY L

»

LREXTS

W5

T,

e

W A M P N LW L LY L X LW Y RN U WA W W W W U T W DWW O T W W Tl

wh’.\ !

8

Y
i




AN SR
Qd.-\\....’ :fm-(‘..-;
_,“.rouv..w,.w..w.,v.. BRI -
Mt by rn..«.h....mk..,&.m
5-0 ST-1 JUBLaND BULM | ]
! $59-0¢ 0€-S . usaund ‘notjeuqia puog aJdiM !
: ) : $309UU0343U] m.
i
A -0 -0 uoLieaqLA “)ooys - Less m
-0 G-0 uoL3RAGLA “3O0yS pea’ P
52-9 ST-1 . uoLjeaqla “yooys °©-duwaj puog aLg (
. abeyoey 1
, | % :
0v-02 1A *dway ‘A3ipruny uoljeurwezuoj w ]
G-0 0b-62 U442 UOLIRZL| | e1d) A
S-0 . S-0 abe3oA ‘-duwey ‘aunisiow S31|owouy 8dJejung
S-0 §-0 “duwsy ‘sbejjon $31083)3Q uoLsnjiiq
01-0 SE-S1 *dway ‘abegona $398j)8(Q 3pixQ
: aLg
] , Auw uoLingruaysiq (%) uoryngLaisig . S4032e4 buijedssooy WS LueYd3Y /POy d4n| e
! ut jeaadouon Burjedadg

NOIINGIUISIO WSINVHIIW 3¥NIIV4 IS II907 WOONVY :0T-2°T1°S 378vVL

CEWGACG W O W, Y IWOU LWL, MY X R € ¥ g W

%
b

F-

-



2) Where major changes in design or process have occurred.

3) Where there has been an extended interruption in production or a
change in line personnel (radical expansipn).

The final phase of the model development process was to normalize the
base failure rate constant to correspond to a ground benign environment.
A1l observed field data were for a ground fixed environment. Therefore,
the base failure rate constant of 0.00113 was divided by the ground fixed
hermetic environmental factor of 2.4 to obtain a normalized base failure
rate. Additionally, a relatively small numerical adjustment was required
because of the assumed factor for equipment power on-off cycling. The
base failure rate constant needed to correspond to a cycling rate of zero.
Therefcre, the base failure rate was multiplied by an adjustment factor of
0.80. This term was equal to the inverse of the average equipment power
cycling factor for the cycling rate values found in the data base. The
nonoperating base failure rate was therefore equal to .00038 after
normaTizing for environment and equipment power cycling. A corresponding
change was also made for the approximate, constant base failure rate value
for random logic microcircuits with greater than 3,100 gates.

A modification to the preliminary temperature factor was then required
to prevent situations where the predicted nonoperating failure rate
exceeds the MIL-HDBK-217D operating failure rate. The first phase of the
model validation task (described 1in Section 5.1.5 for monolithic
microcircuits) was to compare the proposed nonoperating models with MIL-
HOBK-217D models. It was observed that in a very small percentage (<2%)
of the failure rate comparisons, the preliminary nonoperating failure rate
exceeded the corresponding operating failure rate prediction.

In each of the instances wﬁere the nonoperating failure rate was
higher than the MIL-HDBK-217D failure rate, the part type in question had
relatively low power dissipation and junction-to-case thermal resistence,
and was exposed to a high ambient temperature. In other words, the
difference between operating and nonoperating Jjunction temperature was
small, and temperature was the dominant failure causal stress. In these
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cases, the "true" operating failure rate will be slightly higher than the
"true" nonoperating failure rate, and given an infinite data supply, this
would have been the result of the operating to nonoperating failure rate
model comparisons. However, both the MIL-HDBK-217D models and the
proposed nonoperating failure rate prediction models were based on data
samples obtainad from different data sources. The predicted failure rate
is therefore a random variable distributed about an unknown "true" mean
failure rate. As the difference between  the "true" operating and
nonoperating failure rates approach zero, the probability of the predicted
nonoperating failure rate exteeding the predicted operating failure rate
approaches 50%. Thus, the small percentage of instances where the
preliminary nonoperating predicted failure rate exceeds the operating
failure rate is a natural phenomenom, and is in no manner indicative of an
incorrect analysis or invalid data. It must always be remembered that
predicted failure rates are average failure rate values computed from a
data sample of parts with similar characteristics. Predicted failure
rates are not an inherent property of the part such as capacitance, device
dimensions or number of gates.

Despite the conclusions of the preVious paragraph, it is important
that the proposed nonoperating failure rate prediction models are
completely consistent with the operating failure rate prediction models.
Therefore, a modified nonoperating temperature relationship was proposed
and is given by the following equation.

K3 + Kg exp(-An(% - ’2‘%5))

TNT
where

nonoperating temperature factor

i

TNT

i

K3, Kg = constants (given in Table 5.1.2-11)

Ap = temperature coefficient {given in Table 5.1.2-7)

n

5-36




The K3 and K4 constants were determined by (1) assuming that the
cperating and nonoperating failure rates are asymptotic as temperature
increases, and (2) defining the temperature factor to be equal to one at
250C., The temperature factor modification process resuited in a factor of
1.29 difference between the regression solution failure rate and the
modified temperature factor solution at 259C. This difference was because
‘the average temperature for the ground storage data was 200C, and thus,
both models predict an identical failure rate at 200C. The difference
between the two failure rate mcdels increases with temperature and is
equal to 1.29 at 259, The previously determined nonoperating base failure
rates then had to be divided by 1.29 to be compatible with the modified
temperature factor. The modified nonoperating base failure rate constant
was equal to .00029 and the VLSI nonoperating base failure rate was equal
to .014 failures/106 hours. '

TABLE 5.1.2-11: K3 and K4 TEMPERATURE FACTOR CONSTANTS FOR DIGITAL

MICROCIRCUITS
Technology K3 | Ka
TTL, HTTL, DTL, ECL 91 .09
LTTL, STTL .90 , .10
LSTTL .89 .11
ITL ‘ .86 : .14
MNOS .61 .39
PMOS .68 .32
NMOS, CCD .65 .35

CMOS, CMOS/SOS .58 .42

‘Normalization of the base failure rate and modification of the
temperature factor concluded the model development process for digital
microcircuits. The proposed nonoperating failure rate prediction model:
was found to be a function of gate count, technology, temperature,
screening, hermeticity, equipment power on-off cycling and application
environment. The model is presented in Section 5.1.1 and in Appendix A in
a form compatible with MIL-HDBK-217D. Monolithic microcircuit model
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validation was performed using data from AFCIQ and is described in Section
5.1.5.

5.1.3 Linear/Interface Microcircuits

A nonoperating failure rate modeling approach was also successfully
appiied for 1linear/interface microcircuits. The approach taken was
simiiar to the digital microcircuit model development. A theoretical
nonoperating failure rate prediction model was hypothesized, and then
evaluated and quantified with the available data. The resultant
nonoperating failure rate prediction model was found to be a function of
complexity, quality, temperature, environment and equipment power on-off
cycling frequency. The model is presented in Section 5.1.1 and in
Appendix A in a format compatible with MIL-HDBK-217C,

The initial step in the model development process was to identify
application and construction variables which characterize linear and
interface microcircuits in a nonoperating environment. These variables

represent possible failure rate model parameters and are presented in

Table 5.1.3-1.

The theoretical model for linear/interface devices was essentially the
same as the digital microcircuit theoretical model. It was assumed that
the model would be multiplicative, but nonlinear due to the equipment
power cycling factor. Additionally, the theoretical model included
complexity, technology, hermeticity, screening, temperature, environment
and equipment power cycling as model parameters.’

The summarized linear/interface microcircuit nonoperating reliability
data is presented in Table 5.1.3-2. The collected data consists of 76
observed failures, 3605.8 x 106 nonoperating part hours and 124 individual
data records. Data was available for parts screened to S, B, B-1, B-2, D
and D-1 qualityilevels.
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‘”'E 5.1.3-1:

I1.

III.

Iv.

VI.

VII.
VIII.
IX.

XI.
XII-

XIII.

g

Y AT

LINEAR/INTERFACE MICROCIRCUIT CHARACTERI.ATION VARIABLES

sear

. interface
Technology v
A. DTL E. ECL I. 1IL M. CCD
B. TTL F. LTTL J. MNOS N. CMOS
C. HTTL G. STTL K. PMOS 0. CMOS/SOS p
D. DTL H. LSTTL L. NMOS P. HMOS
Number of Transistors
Construction
A, Dip E. Chip Carrier
B. Can F. Quad In-Line (staggered leads)
C. Flatpack G. In-Line
D. Square
Enclosure
A. Hermetic
B. Non-Hermetic
Package Material .
A. Metal E. Glass I. Metal/Epoxy
B. Ceramic F. Plastic/Ceramic J. Silicon
C. Metal/Ceramic G. Epoxy K. Phenolic
D. Metal/Glass H.

Ceramic/Plastic/Window
Number of Pins |
Number of Interconnects
Die Bond

A. Eutectic

B. Epoxy

C. Glass

Quality Level

A. S C. B-1 E.

B. B D. B-2 F. C-1 H. D-1
Application Enviromment

Temperature |

A. Rated

B. Actual

Number of Power On/Off Cycles per 103 Nonoperating Hours
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TABLE 5.1.3-2: LINEAR/INTERFACE MICROCIRCUIT NONOPERATING
FAILURE RATE DATA

Data Complexity Part Hours

No. Equipment/Source Records (# transistors) Failures (x 106)
1 Hawk/MICOM 3 1-30 3 1,123.0
2 Maverick/MICOM 4 1-30 6 885.4
3 F-16 HUD/RIW 8 1-30 ‘ 5  285.5
4 F-16 HUD/RIW 1 31-100 15 519.0
5 F-16 HUD/RIW B >100 2 13.0
6 Martin Marietta o2 1-30 ' 3 771.0
7 PRC 3 1-30 0 0.6
8 RAC (1) 66 1-30 6 4,7
9 RAC (1) 20 31-100 32 1.6
10 RAC (1) 2 >100 2 0.1
11 RAC (1) 4 (2) 2 1.9
Totals 124 \ 76 3,605.8

Notes 1) High temperature storage life test data. Storage temperatures
range from 1500C to 2000C

2) Unknown

The collected nonoperating failure rate data for linear and. interface
devices was inifial]y subjected to a preliminary analysis. Weaknesses in
the data base were identified, and correlation coefficients were computed
for each pair of independent variables. Additionally, zero failure data
were analyzed to determire which data entries had sufficient part hours to
estimate an upper bound on nonoperating failure rate. Results from these
initial analyses are the following:

1) A1l collected data were from a ground based environment or from
storage life testing.

2) A1l data were for bipolar linear/interface devices.
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3) 73X of the high ‘temperature data records and 98% of the high'

temperature storage failures were for D or D-1 quality 1level
parts.

4) 100% of the ground field data were for S or B quality level parts
5) The correlation coefficient for number of transistors vs. nuwber
of pins was equal to 0.70.

The distribution of quality levels presented a problem. The higher

’quality devices were concentrated in the lower temperature applications.

Similarly, the 1lower quality devices were concentrated in the high
temperature applications. Therefore, the effects of temperature and
quality could not both be determined empirically. After consideration of
several options, it was decided to assume that the nonoperating quality
factcrs deveioped for digital microcircuits would also apply for

linear/interface microcircuits. This assumption was based on the premise

that screening impacts all monolithic microcircuits similarly. Thus, the
noroperating quality factors presented in Table 5.1.2-6 of the previous
section were used for nonoperating failure rate prediction of
linear/interface devices. To remove the effect of quality level from the
data, the number of part hours were multiplied by the respective
nonoperating quality factor to novmalize the data. After normalizing the
data for quality level, the effect of temperature could then be evaluated.

It had been desired to analyze the effect that both number of pins and
number of transistors had on nonoperating failure rate. However, the
apparent correlation between these two variables prevented evaluation of
the effect of both variables by use of regression analysis. This observed

~correlation between number of transistors and number of pins was hardly

unexpected. - As a result of the high degree of correlation, it was

“concluded that only one measure of device complexity would be included in

the model. Th2 natural logarithm of number. of transistors was chosen to
be included in the regression and was designated Cj.

It should also be noted that if two variables are correlated
inherently (as opposed to coincidentially), then it would not be desirable

5-41
‘v‘:—x—>-=~~r~r iy rrr\—v»n-v-_ g W o Py o R i
0 L0 L e SR o0 TR RS
L IA. L SE »-.'(-;4'-.1".\""-". :ﬁﬁ' k% RN eI -.."*-. POOC TSP PR A i

T RN Sl L T Y S RO Y W G D A WA I DN L




to determine separate factors. A model with separate factors for
transistor count and pin count would be correct physically, but probably
less accurate. At least one of the factors would have to be based on an
assumption. Assumptions always introduce some degree of error.
Determination of the other factor would be adversely effected by an
inaccurate assumption, and thus, both factors would be incorrect.
Conversely, an empirical relationship versus either one of the inherently
correlated variables represents the actual failure experience of the
device, and would be preferable.

The theoretical model for linear/interface devices.included a factor
for equipment power on-off cycling. The mu1tip1icative factor was assumed

to be of the following form.

Cycling Factor = 1 + K(cycles/103 hours)

where K is a constant. A model with a factor of this form is not linear
‘and regression analysis could not be directly qpp]ied. This potential
problem and a proposed solution is described in Section 4.3. The proposed

:
i

solution involved performing iterative regression analyses. As
' recommended in Section 4.3, three qualitative “dummy" variables were
; defined (cycl, cyc2 and cyc3) to represent four distinct equipment power
i ‘ cycling frequency categories, which are,

' o cycling rates less than one power cycle every two years (cycl,
: ~ cye2, cyc3 = 0,0,0).

0o cycling rates between one cycle per year and one cycle every two
years (cycl, cyc2 cyc3 = 1,0,0).

0 cyc11?g rates greater than one cycle per year (cycl cyc2, cyc3d =
0,1,0

0o unknown cycling rates (cycl, cyc2, cyc3 = 0,0,1).

The linear/interface nonoperating failure rate data were then merged
according to equipment, temperature, quality level and transistor count.
To maximize the number of failures and part hours per data record, data
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within 10 transistor intervals were merged. For example, the observed
failures and part hours were summed for all B quality linear devices in
the Maverick missile with between 21 and 30 transistors. The average
number of transistors for the category was used as the measure of
complexity in the regression analysis. There were a total of 23 merged
data records for linear/interface devices.

Regression analysis was then applied to the data. Results of the
regression analysis .are given in Table 5.1.3-3. The dependent variable
was the natural locarithm of nonoperating failure rate. The number of
transistors (Ci) and the inverse of temperature (designated 1/T) were
determined to significantly effect nonoperating failure rate with 90%
confidence. - The equipment power cycling variable for cycling rates
greater than one cycle per year k(cyc2) was significant with 70%
confidence. ' '

TABLE 5.1.3-3: LINEAR/INTERFACE INITIAL REGRESSION RESULTS

Standard - Confidence
Variable Coefficient ~ Error F-Ratio Limit
/7 -4027.505 555.208 52.62 0.90
5] 0.841 0.340 6.11 0.90
cyc2 , 0.983 0.802 1.50 0.70
bo 6.065 -~ -- --

The. coefficients given in Table 5.1.3-3 were the results of a
regression analysis with the dependent variable equal to the natural
logarithm of nonoperating failure rate normalized to remove the effects of
quality level. Transforming the regression solution into an equation
where nonoperating failure rate (as opposed to log of normalized
nonoperating failure rate) is the dependent variable results in the
following preliminary multiplicative model for linear/interface devices.

A1/74 = 0.00058(# transistors)’841'exp(-4028(% - ?%5)) TNQTCycE
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= predicted linear/interface microcircuit nonoperatlng failure
rate (failures/106 hours)
T = temperature (9K)

P
—
~
—de

3

T™8Q = assumed nonoperating quality factors

"cyc = equipment power cycling factor (preliminary)
= exp(0.983(cyc2))
= 1.0, cycling rate < .057 cycles/103 hour _
= 1.0, .057 £ cycling rate < .114 cycles/103 hour
= 2,67, cycling rate 2 .114 cycles/103 hour

= residual

The reference temperature term of 2980K was added to the previous
equation for convenience. Therefore, the multiplicative constant of
0.000581 corresponds to a temperature equal to the reference temperature.

It was hypothesized that the reason that the cycl and cyc3 variables
were not determined to be significant was that storage related failures
(as opposed to failures induced by the power cn-off cycle) dominate the
total failure rate for cycling rates less than 0.114 cycles/103 hours.
Therefore, the anticipated difference in failure rate would be less than
the inherent variability in the data and could not be detected. It was
considered encouraging that the unknown cycling frequency data entries
were not significantly different than the data in the two lower cycling
frequency categories. Although the cycling frequency was unknown for
these data sources, it was known that the equipments wefe energized
relatively infrequently.

The next step in the model development process was to perform
iterative regression analyses to accommodate the assumed nonlinear model
form. The process began by performing a two-dimensional regression with
the cycling rate coefficients from the initial regression as the dependent
variable, and the mean cycling rate for each category as the independent
variable. The result was an expression for equipment power cycling factor

5-44

» L » Y "i q\p A S T I e i‘”\" iy *.1\211 w'—&w R .2 *Kw' $'.,‘,..¢.. '_‘& ". P
IS D RatAt AR *3?*3‘?«% R R R R R R R R Rt e




N
T

PN A AT RE ST AL R P Rt e At T AR PR
LV R RN

ot
S e

of the desired form (i.e. cycling factor = mx + b). As the iterative
process continued, the equipment power cycling expression was assumed
exact and the coefficients for all other _variables were recalculated.

Then, those coefficients were assumed exact and the equipment power

cycling factor was recalculated. The iterative process continued until
the observed changes in coefficient values were negligible. For
linear/interface microcircuits, six iterations were required before the
optimal nonlinear regression solution was found. On the final iteration,
the temperature coefficient changed by 1/10th of 1% and the complexity
coefficient changed by 4/10th of 1%. The coefficients for 1/T, C; and by
after the sixth iteration are given in Table 5.1.3-4. The optimal form of
the equipment power cycling factor expression was determined to be,

1+ .0309(Nc)

Teye ©
where
Ne¢ = number of equipment power on-off cycles per 103 nonoperating

hours

TABLE 5.1.3-4: LINEAR/INTERFACE FINAL REGRESSION RESULTS

Standard ' Conf idence
Variable Coefficient © Error F-Ratio Limit
IVAl -4748.303 448.970 111.85 0.90
C1 0.887 0.297 9.24 0.90
b -

6.065 -~ -- -

_ As had been expected, temperature was determined to be the dominant
variable effecting failure rate. The linear/interface temperature
coefficient of -4748 is equivalent to an activation energy of 0.4leV. The
standard error statistic allowed for computation of a 90% confidence
interval around the point estimate temperature coefficient value. Upper
and lower 90% confidence interval values for linear/interface devices were
determined to be -3974 and -5523 respectively. These values are only
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approximate‘because of the log transformation. It was decided to include
the effect of temperature into a nonoperating temperature factor. For
linear/interface devices, the temperature factor was determined to be the
followihg equation. As previously stated, the 298 term is a reference
température and was added for convenience.

N = exp(-4748(} - 553))
where
TNT = nonoperating temperature factor

A base failure rate for linear/interface devices was defined as a-
function of the number of transistors. ' Upper and lower 90% confidence
interval values for the base failure rate complexity coefficient of 0.887
were computed and found to be 1.40 and 0.375 respectively. As this stage
of the model development process, the base failure must be considered
creliminary because the value has yet to be normalized for environment. A
preliminary base failure rate expression was determined to be,

.887

1

nb

0.000576(# transistors)
where

Al = preliminary base failure rate

The next phase of the model development process for linear and
interface microcircuits was to investigate the effects of the environment.
Data were only available for ground based environments, and thus, a series
of nonoperating environmental factors could not be determined empirically.
However, it was essential that an appropriate series of factors were
determined so the proposed model could be used for any potential
application with linear/interface devices.
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Several possibilities were evaluated to determine appropriate
nonoperating environmental factors for linear and interface microcircuits.
Consideration was given to development of a unique series of factors for
linear/interface devices using the methods described in Section 4.5 of
this report. However, it was eventually decided to apply the same factors
developed for nonoperating failure rate prediction of digital
microcircuits (presented in Table 5.1.1-3 in Section 5.1.1). This factor
includes unique nonoperating environmental factor values for hermetic and
nonhermetic microcircuits. This decision was made for two reasons.
First, the use of one series of environmental factors for various
microcircuit types has a precedent. The operating failure rate prediction
procedure'for microcircuits presented in MIL-HDBK-217D includes a single
series of factors for all monolithic microcircuits. The second reason for
using the digital nonoperating environmental factors was that the
nonoperating ~environmental factor development process was only
approximate. Therefore, the relatively smaller differences between
specific microcircuit styles could not be justified.

The final step in the linear/interface model development process was
to normalize the base failure rate eqiuation to correspond to a ground
benign environment. A1l observed field data were for a ground fixed
environment. Therefore, the preliminary base failure rate constant of
0.000576 was divided by the ground fixed hermetic environmental factor of
2.4 to obtain a normalized base failure rate constant equal to 0.000240.

The first phase of the model validation task (described in Section
4.1.5) resulted in the observation that the preliminary nonoperating
failure rate model exceeded the MIL-HDBK-217D failure rate prediétion a
small percentage of the  time. To prevent these occurrances, a
modification was made to the nonoperating temperature factor. The
modified form of the temperature factor is given by the following
equation. ' ' '

1
- 59g8))

Al

wNT = 0.50 + 0.50 exp(-4748(
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The 0.50 constants were based on a vigorous exercising of both operating
and nonoperating failure rate models. A small adjustment was also
required to the nonoperating base failure rate because the average
temperature for the field data was 200C compared to ‘the reference
temperature of 250C (i.e. 2980K). The adjustment factor of 1.16 resulted
in a nonoperating base failure rate constant equal to 0.000208
failures/106 hours.

Definition and determination of a nonoperating temperature factor,
base failure rate and nonoperating environmental factor, and normalization
of the base failure rate constant concluded the model development process
for linear/interface devices. The proposed model for linear/interface
devices is thereby given by the following equation. The residual term was
removed from the expression. ' ‘

A1/i = Anb ™T TNQ TNE Teye
where

A1/3 = predicted linear/interface microcircuit nonoperating failure

rate
Anh = base failure rate (failure/106 nonoperating hours)
= 0.00021(Ny) 387
where
Nt = number of transistors

TNT = nonoperating temperature factor
= 0.50 + 0.50 exp(-4748(} - 5i) | |
TyQ = nonoperating quality factor (presented in Table 5.1.1-2
in Section 5.1.1)
TNE = nonoperating environmental factor (presented in Table 5.1.1-3
in Section 5.1.1)
Teyc = equipment power on-off cycling factor
=1+ ,031(N¢)
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determined microcircuit nonoperating failure rate factors for quality, B\
environment, temperature and equipment power on-off cycling frequency. ‘
The results of the first regression indicated that these factors could
also be applied for memory nonoperating failure rate prediction purposes.
These factors were then assumed to be correct and the data were subjected
to a second regression. Introduced into the second regression were
variables for memory type, technology and the number of gates. Only the
technology variable was significant with a 70% confidence. Interpretation
of the regression results were that bipolar memory devices have a
nonoperating failure rate which is 2.1 times higher than MOS memory
devices at the reference temperature of 250C.

TABLE 5.1.4-1: MEMORY DEVICE NONOPERATING FAILURE RATE DATA

Part

. Data Complexity Hours

No Equipment/Source Records (# bits) Failures  (x106)
1 RAC (1) 7 < 256 1 0.4

2 RAC (1) - 24 256 13 1.0

3 RAC (1) 4 320 3 1.1

4 RAC (1) 2 512 0 0.2

5 RAC /1) 1 567 0 0.1

6 RAC (1) 48 1024 23 4.0

7 RAC (1) 3 2048 2 0.2

8 RAC (1) ' 12 4096 8 1.5

9 RAC (1) , 11 - 8192 67 0.9

10 RAC (1) 4 16384 1 0.6
11 F-16 HUD/RIW 1 64 0 77.9
12 F-16 HUD/RIW 2 1024 1 337.4
13 F-16 HUD/RIW 1 4096 3 181.7
14 F-16 HUD/RIW 1 16384 0 207.6

Totals 121 122 814.6
NOTES: (1) High temperature storage life test data.

Additional regressidn solutions were found to further investigate the
effects of number of bits and memory type. The difference in nonoperating
failure rate between RAM and ROM memory devices was not significant with
50% confidence. When forced into the regression solution, the ratio of
RAM to ROM nonoperating failure rate was found to be 0.67. However,
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where

Nc = number of equipment power on-off cycles per 103 nonoperating
hours

The proposed linear/interface nonoperating failure rate prediction
model is presented in Section 5.1.1 and in Appendix A in a form compatible
with MIL-HDBK-217D. Monolithic microcircuit model validation including
linear/interface devices is described in Section 5.1.4.

5.1.4 Memory Device Model Development
/

A nonoperating failure rate prediction model was also successfully
developed for memory devices. The model development approach was similar
to the digttal and 1linear device model development processes. The
proposed model was determined to be a function of device style, quality,
temperature, environment, hermeticity and screening level. The model is
presented in Section 5.1.1 and in Appendix A in a format compatible with
MIL-HDBK-2170. This <ection describes the model development process for
memory devices.

The theoretical model for memory devices wes essentially the same as
the models for other microcircuit types. The theoretical model was
assumed to be a function of complexity, technology, hermeticity,
screening, temperature, environment and equipment power on-off cycling.

The summarized memory device nonoperating failure rate data are
presented in Table 5.1.4-1. The data collectively consists of 122
observed failures, 814.6 x 106 nonoperating part hours and 121 individual
data records. A1l data were either from the F-16 HUD, or from high
temperature storage life testing. The 1inherent data base weaknesses
identified for other microcircuit types also applied for memory ICs.

Two regression analyses were applied to the data to quantify the
theoretical model. A first regression was used to evaluate the previously
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numerical values computed with low confidence are not necessarily

meaningful.
conf idence.

Similarly, the number of bits was not significant with 50%
When forced into regression solution, the data indicated that
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nonoperating failure rate was negatively correlated with the number of
bits. Intuitively incorrect solutions, such as this, are not unusual when
variables are forced into a regression solution with very low confidence.
Neither memory type or number of bits was included in the proposed model
because of the low observed correlation with ronoperating failure rate.

It was considered unusual that complexity was not a significant
variable for memory devices given that the number of gates and number of
transistors were significant variables for random logic and linear
microcircuits respectively. One possible exp]énation for this observation
is that as complexity has historically increased, corresponding advances
have been made to optimize manufacturing technology. Thus, the expected
increase in failure rate may be negated by corresponding increases in
production technology, quality control and screening. Another possible
explanation for the observed lack of correlation was that the statistical
noise in the data prevented all but the most significant variables from
being identified. However, neither of these explanations indicate why
complexity would be significant for random logic and linear devices, but
not memories. It was decided not to assume a complexity relationship for
several reasons. Including an assumed complexity factor would needlessly
complicate the proposed model when no observed correlation can be
detected, for whatever the reason.

The proposed model for memory devices 1is therefore given by the
following equation. The nonoperating base failure rates are the numerical
values determined from the data. The other factors were previously

determined for random logic microcircuits.

Am = Anb TNT TNQ TNE Teyce
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Ap = memory device nonoperating failure rate
Anb = nonoperating base failure rate

= ,0034, bipolar memory devices

= ,0017, MOS memory devices
®NT = nonoperating temperature factor

= exp(-An(% - 2—3;3))

where
T = nonoperating temperature (%K)
Anp = temperature coefficient (given in Table 5.1.2-7 in Section
5.1.2)
mNQ = nonoperating quality factor (given in Table 5.1.1-1 in Section
5.1.1)

NE = nonoperating environmental factor (given in Tahle 5.1.1-2 in
Section 5.1.1)
Teye = equipment power on-off cycling frequency

=1+ .02(N¢)
where
- N¢ = number of equipment power on-off cycles per 103 nonoperating
hours

Determination of the memory device nonoperating base failure rates was
the final phase of the model development process. The propcsed model is
presented in Appendix A in a format compatible with MIL-HDBK-217D.

5.1.5 Monolithic Microcir;uit Model Validation

The proposed microcircuit nonoperating failure rate prediction models
were next subjected to a thorough model validation process. The first
phase of the model validation process consisted of an in-depth comparison
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of nonoperating failure rate prediction models to the MIL-HDBK-217D
models. This phase served to identify cases where the predicted
nonoperating failure rate exceeded the predicted operating failure rate.
The second phase of the model validation task consisted of an extreme case
analysis. Predictions were made using the proposed models for parameters
beyond the ranges found in the data. The intent of the extreme case
analysis was to identify any set of conditions which cause the predicted
nonoperating failure rates to approach infinity or predict an intuitively
incorrect failure rate. This exercise did not actually serve to validate
the proposed model, but was an important step in the overall model
development process and was useful to insure that the proposed models were
physically correct. The third phase of the model validation task was to
compare the predicted nonoperating failure rates with observed field data
which had been withheld from the model development process. Nonoperating
microcircuit data were collected from AFCIQ but not used because of part
characterization problems.

The first phase of the model validation task consisted of a vigorous
exercising of the models to identify cases where the predicted
nonoperating failure rate exceeds the MIL-HDBK-217D operating failure
rate. The probability of this seemingly unlikely event approaches 50% (if
the failure rate estimates are distributed normally) as the inherent
nonoperating failure rate becomes close to the inherent uperating failure
rate. This stems from the fact that failure rate is a random variable and
the predicted failure rates represent averages computed from a limited
data sample. The averages computed from different data samples would be
distributed about some unknown inherent mean failure rate. Some of the
average failure rates will be higher than the inherent failure rate and
some will lower. Therefore, as the inherent operating and nonoperating
failure rates become close, there will be close to a 50% pfobability that
the average failure rate computed from a sample of nonoperating failure
data will exceed the average failure rate computed from a sample of
operating failure data. An example where the inherent nonoperating
failure rate would be anticipated to be close to the inherent operating
failure rate is for highly screened devices exposed to a high ambient
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temperature and with a 1low power dissipation and IC junction-to-case
thermal resistance. In other words, there would be little difference
between operating and nonoperating junction temperature, and temperature
would be the dominant failure causal stress.

Despite the conclusions of the previous paragraph, it was believed
that nonoperating failure rate predictions which exceed the corresponding
operating failure rate prediction (even if this occufs only a small
percentage of the time) could seriously detract from the credibility of
MIL-HDBK-217D. Many handbook users incorrectly treat MIL-HDBK-217D
failure rate predictions as an inherent property of the device. It was
determined that a modification to the model would have little effect on
model accuracy yet would increase the credibility of the models.

To identify instances where the nonoperating failure rate prediction
exceeded the MIL-HDBK-217D failure rate, a sample size of 40 microcircuits
were selected. The selected microcircuits represented the full range of
available quality levels, technologies, and complexities. These same 40
microcircuits are presented in Table 7.0-1 in Section 7.0, "Comparison of
Operating and Nonoperating Failure Rates." Operating and nonoperating
failure rate predictions were made using MIL-HDBK-Zi?D and the preliminary
nonoperating failure rate prediction model for three different ambient
temperatures (20°C, 40°C, and 60°C) and two environments (ground, fixed

and airborne, uninhabited fighter). Comparisons were then made for

operating to nonoperating ground fixed environments (e.g., most ground
based equipments), operating to noncperating airborne uninhabited fighter
environment (e.g., captive carry missiles), and operating airborne
uninhabited fighter to nonoperating ground fixed environments (e.g., most
avionic equipments). A total nf 380 failure rate predictions and 360
failure rate comparisons were ceomputed. The nonoperating failure rate
prediction exc2oded thi MIL HDBK-217D ".2%iure rate prediction in seven
instances or in 1.9% of the comparisonis. In each of these instances, the

-ambient temperature was &7V,
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After this phase of the model evaluaticn task, a modification was made
to the nonoperating temperature factor as part cf the model development
task. The modified models have the same equivalent activation energy for
high temperatures. The only difference is that the modified temperature
factor model approaches a constant value as temperature becomes very low.

The second phase of the model validation task was an extreme case
analysis. This analysis did not indicate any deficiencies with the
proposed models. Quantitative factors for temperature, comp]exﬁty and
equipment power on-off cycling were tested by this method. At extremely
high levels of equipment power cycling, the nonoperating failure rate for
each microcircuit model becomes directly proportional to the equipment
power cycling frequency. At low levels of equipment power cycling, the
proposed microcircuit nonoperating failure rates approach a constant
value. These extreme case results confirm intuiti#e reliability
relationships. At extremely high equipment power cycling rates, the
nonoperating failure rate would be expected to be dominated by failures
induced by the power on-off cycle. Therefore, it would be anticipated
that the relationship would be proportional. At extremely low equipment
power cycling rates, the failure rate would be expected to be equal to the
inherent storage/dormant failure rate, and independent of power cycling
frequency.

~ The microcircuit nonoperating failure rate data collected from AFCIQ
were not used in the model development process because device complexity,
equipment power cycling frequency and screening level could not be
determined. However, typical values for these parameters were assumed and
the observed nonoperating failure rates were compa-ed to the corresponding
predicted values. Table 5.1.5-1 presents the wodel validaticn data.
Additiona]ly, the predicted nonoperating failure rate is in¢luded in Table
5.1.5-1. Equivalent quality levels were provided by AFCIN, The
complexity levels were known to be less than 100 gates for digital devices
and 100 transistors for linear devices. Fifty gates and 50 transistors
were assumed to compute the predicted failure rates. One equipment power
~cycle per 103 nonoperating periods was also assumed. Due to the number of
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assumptions, the model validation with AFCIQ data could only serve to
identify large errors.

TABLE 5.1.5-1: MONOLITHIC MICROCIRCUIT MODEL VALIDATION DATA

Part
' Hourg Temp. Equiv.
No. Fail. (x100) Description (0C) Quality A g5 Xg  A,95 Apre

1 0 22 digital, bipolar (1) -- -- .1361 .0115
2 0 240 digital, bipolar 25 -- .0042 .0125 .0115
- 3(2) 1 2 digital, bipolar 150 .0307 .5988 2.84 .0605
4 22 1330 digital, bipolar 5-30 .0111 .0165 .0235 .0115
5 2 59 digital, bipolar 5-30 .0060 .0339 .1067 .0046

6(3) 20 25 digital, bipolar 85-135 .5302 .8000 1.16 .0579

TDODOoODODWROOOoO

7 2 159  1linear, bipolar (1) .0022 .0126 .0396 .0406
8 0 24 linear, bipolar 25 .- -- .1248 .0406
9(2) O <1 linear, bipolar 150 -- -- 7.30 1.08
- 10 3 80 linear, bipolar 5-30 0123 .0375 .0969 .N406
11 0 6 Tlinear, bipolar 5-30 -- -- .4992 .+ .33

0 1947

NOTES: (1) Temperature was unknown for th2se data entries. 259C was
-assumed.

(2) Data entry was from high temperaturs storage life testing.

(3) Data entry was from temperature cycling test (859C to 1350C)
Environment assumed to be airborne, uninhabited fighter.

The model evaluation process indicated that the proposed models were
accurate. Although no substantial conclusion could be reached because of
the assumptions. The geometric mean of the ratio of observed to predicted
failure rate was equal to 2.1 for those data entries with observed
failures or sufficient part hours to estimate a failure rate without
observed failures (i.e. dat3 entries 2, 3, 4, 5, 6, 7, 10). Strict
interpretation would therefore indicate that the proposed model predicted
a failure rate which is lower than actual. However, it should also be
noted that the geometric mean of the ratio of observed to predicted
failure rate is enual to 0.97 for only the field data entries. High
temperature life test data is inherently more variable because it
necessarily reflects only the beginning of the device Tlifetime.
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Additionally, test data generally consists of many pafts on test for a
relatively short time each.

The proposed nonoperating failure rate prediction models for
mono1ithic microcircuits are probably the most important models presented
in this report. The proposed mode1s'provide proper discrimination’against
application variables which influence failure rate. Additionally, they
are easy to apply and have been shown to be relatively accurate. The use
of the proposed monolithic microcircuit nonoperating failure rate
prediction models, as well as the other models presented in this report,
will greatly enhance nonoperating failure rate assessment capabilities.

5.1.6 Hybrid Microcircuit Nonoperating Failure Rate Model

This section presents the proposed nonoperating failure rate
prediction model for hybrid microcircuits. Tne proposed model s
presented in Appendix A in a form compatible with MIL-HDBK-217D. The
proposed model is given by the following relationship.

RAR R e’ MERIECWYL W NIVAPI L - 5 F W RY

Lol R ad ol b by, TSNV

t Ap = Anb TNQ ™E
where
Ap = predicted hybrid microcircuit nonoperating failure rate i:
Anb = nonopérating base failure rate (includes an average failure 0y
‘ rate contribution for capacitors, packaged resistors, substrate ;;
" resistors and the substrate) (failures/106 hours) , ‘ he
N = Arexp(.45(Np) + .15(NT) + .B1(Nic)), Np + N7 + 1.8N¢ < 12.2 3
M = Agexp(.033(Np) + .033(NT) + .059(NIC)), Np + NT + 1.8Nic > 12.2 *::
), :
g‘ where

vt e
AARY

Np = number of diodes
NT - = number of transistors
Ni¢c = number of integrated circuits
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A; = .0000817
A = .013
myQ = nonoperating quality factor
= 0.53, S
=1.0, B
= 8.6, D
TNE = nonoperating enviromnmental factors (see Table 5.1.6-1)

The next section describes the nonoperating hybrid model development
process. \ E

"5.1.7 Hybrid Model Development -

e

The failure rate modeling approach described in Section 4.1 was
implemented for hybrid devices. Two assumed theoretical models were
investigated by analysis of the available hybrid nonoperating reliability
data. Both resulting failure rate prediction models were thoroughly
analyzed and an optimum model determined. The first theoretical model was
a function of the number of diodes, transistors, integrated circuits
(ICs), resistors and capacitors in the hybrid. The second theoretical
model was similar to the operating hybrid failure rate model developed by
IITRI (Reference 30) which was determined to be a function of the number
of interconnects. In addition, the effects of device screening, seal
perimeter, environment and equipment power on-off cycling frequency were
investigated as part of each theoretical model.

The first step in the model development process was to identify
application and construction variables which properly characterize hybrids
in a nonoperating environment. Table 5.1.7-1 presents a list of the part
characterization variables for hybrids. These variables are possible
failure rate model input paraﬁeters which were analyzed using statistical
methods when possible.
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TABLE 5.1.6-1: HYBRID NONOPERATING ENVIRONMENT FACTORS (mNE) §%§§

Environment TNE il

Gr 2.4
GM 3.5
M 3.2
Nsg ' : 3.4
Ns v . 3.4
Ny _ 4.5
NH 4.6
Nuy - 4.9
ARW 6.3
Arc | 2.4
AT : 2.7
A1g 4.0
A1a 3.4
A1F 4.7
CAye - 2.7
Ayt 3.4
Ayg 5.7
Aua : _ 4.7
Ayr ' 6.7
S¢ 1.3
MFF 3.3
MFA ‘ 4.3
Ust 8.0
M : 9.3
CL 150
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I1.

III.
IvV.

VI.
VII.

VIII.
IX.

SIRPRE I ATRIL
g 3 (f % iﬂ-y“uu‘:- ?-’%.ﬁ‘)i

TABLE 5.1.7-1: HYBRID PART CHARACTERIZATION

Functional Group

A. Digital
B. Linear

Number of Components

. Packaged Resistors

. Capacitors (packaged/chip)

. Diodes (packaged/die)

. Transistors (packaged/die)

. Microcircuits (packaged/die)

mMooOw>»

Number of Chip and Substrate Resistors
Number of Active Interconnections

A. Bimetal Bonds
B. Single Metal Bonds

Seal Perimeter (inches)
Substrate Area (Square Inches)

Quality Level

A. S
B. B
c. D

Application Environment
Temperature

A. Rated
B. Actual

Number of Equipment Power On/Off Cycles per 103 Nonoperating Hours
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The first theoretical model for hybrids was determined to be the
following equation (f denotes a function).

M1 = f(Np, N1, N1c, NR1s NR2, Ny S) ™ig ™E Teye
where

ML o= predicted hybrid nonoperating failure rate (failures/106 hours)
Np = number of diodes

NT = number of transistors

Nic = number of integrated circuits

NR1 = number of packaged resistors

NR2 = number of chip or substrate resistors

N¢ = number of capacitors

S = seal perimeter (inches)

™Q = nonoperating quality factor, based on device screening
™E = nonoperating environmental factor

Teye = equipment power on-off cycling factor

=1+ K(Nc)
where
K = constant
N¢ = equipment power on-off cycling rate {cycles/103 nonop. hours)

4

The second theoretical model was based on the premise that the tota’
number of interconnections sufficientiy characterizes hybrid device
complexity. The number of interconnections is typically equal tc one for
each diode and external lead, equal to two ror each transistor, capacitor
and chip resistor and equal to the number of chip bonding pads for
integrated circuits. The second theoretical mode! was the following
equation. '

Mz = FINLL,S) ™o ™E Teye
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where

N1 = number of interconnects
S = seal perimeter (inches)

Presentation of these theoretical models does not imply that each of
the variables is significant. Statistical methods were applied as a basis
for establishing the significance of variables. The theoretical mode! was

intended to define the relationship'of the independent variables to each
other. ' '

The summarized hybrid nonoperating reliability data collected in
support of this study is presented in Tables 5.1.7-2. The data consists
of 27 individual data records, 2082 observed failures with 50,045.89 X 106
part hours.

TABLE 5.1.7-2: SUMMARIZED HYBRID NONOPERATING RELIABILITY DATA

# Data ' Part Hours
Equipment./Source " Records # Failures (X 106)
Maverick/MICOM 17 1,969 22,529.73
Hawk /MICOM 7 109 27,416.36
F-16 HUD/RIW 3 4 103.80
Totals 27 2,082 50,049.89

Point estimate failure rates were computed for data records with
observed failures. The methods described in Section 3.3 were applied to
determine which zero failure data records had sufficient part hours to be
included in the analysis. A1l twenty seven data records had either
observed failures or sufficient part hours to estimate a failure rate
without observed failures.

The number of variables which could be analyzed empirically was
Timited by the nature of the available data. The following attributes of
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the collected hybrid data were identified during a preliminary data
analysis: '

1) There was an insufficient range of environments represented in the
data to develop a series of environmental factors based only on
the data. '

2) There was an insufficient range of quality levels to develop a
quality factor series based upon the data.

3) There was an insufficient range of ambient temperature to study
the effects of temperature analytically.

4) A1l data were for digital hybrids.

) There was a high degree of correlation between many of the
"independent" variables.

One major problem identified in the available data was a high level of
correlation between a large number of the potential model variables. The
following pairs of variables had a correlation coefficient greater than

- 0.40:

interconnects and number of resistors
interconnects and number of diodes
interconnects and number of ICs
interconnects and cycling rate

number of resistors and number of diodes
number of resistors and cycling rate
number of capacitors and number of transistors
number of diodes and seal perimeter
number of transistors number of ICs
number of transistors and seal perimeter
number of transistors and cycling rate
number of ICs and cycling rate

OCO0O0O0OO0000CO0OO0O0O0

This many correlated variables made proper application of regression
analysis impossible., A correlation coefficient matrix is presented in
Table 5.1.7-3. A discussion of correlation coefficients is presented in
Section 3.2. '
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TABLE 5.1.7-3: HYBRID VARIABLE CORRELATION COEFFICIENT MATRIX

Variables

IN R c D T IC S cYC
IN - 1.0
R .67 1.0

-.21 -.15 1.0
D .41 .75 -.25 1.0

-.33 -.33 .45 .04 1.0
IC .69 .33 -.10 -.18 -.64 1.0 \

.15 .21 .06 .42 .41 -.17 1.0

cyc .80 .57 -.26 .13 -.75 .78 -.25 1.0

NOTE (1): IN = # interconnects, R = # resistors, C = # capacitors, D = #
diodes, T = # transistors, IC = # integrated circuits, S = seal
perimeter (inches), CYC = equipment power cycling rate
(cycles/103 hrs.)

The correlation coefficients for hybrids were much larger than those
for any other part type in this study. Probable reasons for the large
coefficients were the small number of data sources available with hybrid
nonoperating failure rate data, and the small number of hybrids typically
used in an equipment. Also, many of the correlations were expected
because as the hybrid becomes more complex, the size and the number of
components must increase. As a result of the high correlation, multiple

Xt "
T 1y e Gt A
B ST

linear regression analysis could not be correctly applied to the data to
simultaneously investigate the effects of all variables. This observation
was one of the reasons to attempt two different modeling approaches. The

s

high degree of correlation between interconnects and resistors, diodes,
and ICs prevented a numerica] analysis of both the number of interconnects
and the number of components. However, if the number of interconnects
sufficiently characterizes hybrid  complexity by itself, then a two-
dimensional regression (failure rate vs. number of interconnects) could

L T T YRR Ny
S T

be - correctly applied to develop a hybrid nonoperating failure rate
prediction model. This is not to say that only interconnects fail in a
hybrid device. If the number of interconnects increase simultaneously
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with the number of components, then a regression against either one of
these parameters will include the effects of both.

It should be noted that the observed correlation between number of
interconnects and number of active components was hardly unexpected. in
fact, these two parameters must be correlated because of the nature of a
hybrid design. Therefore, it would be undesirable to include both number
of interconnects and number of components in a proposed prediction model,
even thouch both factors intuitively have an effect on nonoperating
failure rate. Quantifying two correlated variables separately must always
rely on assumptions, thus introducing error. '

The large correlation between equipment power on-off cycling frequency
and interconnects, resistors. transistors, and ICs must be attributed to
coincidence and the result of a relatively small data base. Therefore,
the effects of equipment power on-off cycling could not be quantified with
the avaiiable data. This was unfortunate because equipment power on-off
cycling potentially has a sfgnificant effect on hybrid nonoperating
failure rate. There was a wide range of power cycling values represented
in the collected data. Equipment power cycling frequency values ranged
from 0.038 cycles/103 nonoperating hours (i.e. approximately one power
cycle every three years) for the Hawk missile to 40.12 cycles/103
nonoperating hours (i.e. approximately one power cycle every 25 hours) for
the F-16 HUD. Therefore, the resultant hybrid microcircuit nonoperating
failure rate prediction model corresponds to some unknown, average cycling
rate,

Although no temperature relationship could be derived fromvthe data,
it was determined that temperature dependence hypothetically should be a
factor in the failure rate prediction model. However, no temperature
factor was proposed due to (1) the iimited range of temperatures found in
the data, (2) the fact that hybrids are made of a composite of devices
each with different temperature characteristics, and (3) the large variety
of hybrid designs precludgs the assumption of a temperature factor.
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Therefore, the proposed model is based on a constant average nonoperating
temperature.

The preliminary model refinement process resulted in the conc]usidn
that both theoretical models had merit. The variables analyzed for the
first model were number of capacitors, number of resistors, number of
diodes, number of transistors, number of ICs, seal perimeter, quality
level, and environment. The variables eQaluated versus nonoperating
failure rate for the second model were number of interconnects, quality
level, and environment. These variables, with the exception of quality
and environment, were analyzed using statistical techniques. Both
theoretical models were explored by application of regression analysis.
The negative effect of correlated variables was minimized by carefully
choosing independent variables.

~For the first model, the dependent variables werz2 number of resistors
(NR2), number of capacitors (N¢c), number of diodes (iWp), number of
transistors (N7r), number of ‘microcircuits (N1c), and package seal
perimeter (S). The results of this regression indicated that nonoperating
failure rate was negatively correlated to N¢ and S, as well as positively
correlated with Ny, Np and Nic. These intuitively incorrect results were
mcst likely the result of the scarcity of data, the intercorrelation
between variables, and/or the large variability observed in the data.
Next, the regression was run with these variables omitted. The results of
this regression are presented in Table 5.1.7-4. Ny, Np and N{c were
significant at a 70% confidence limit. A properly applied regression
analysis requires that there 1is no correlation between independent
variables. Therefore, the regression results must bhe considered
approximate. The R-squared value for this regression was .44. This value
was considered to be relatively low, but not unexpected due to the
variability in the data.

In the second model, the dependent variable was the number of
interconnects (I). The results of the second regression analysis are
given in Table 5.1.7-5. Number of interconnects was significant at a 90%
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confidence level. The R-squared value for this regression was .31.  In
other words, only 31% of the variability in the data could be explained by
the regression solution. This relatively low value can be explained by
the fact that there are many variables effecting hybrid nonoperating

reliability, including design and processing variables which can not be

quantified. An extremely accurate model was not considered feasible
because of the problems associated with hybrid nonoperating failure
modeling.

Interpretation of these two initial regression solutions are:

1) A nonoperating hybrid failure rate prediction mode! as a function
of the number of interconnects can be supported with the data.

2) The number of transistors, diodes and microcircuits were
significant at a 70% confidence limit for the first model.

3) The high level of intercorrelation between variables, the large
variability in observed data, the scarcity of data, and the many
variables involved make a highly accurate model unfeasible.

4) Although number of resistors, number of capacitors and seal
perimeter were not significant factors in either analysis, this
does not mean they do not have an effect on hybrid microcircuit
nonoperating failure rates. Rather, the effect cannot be detected
with the available data over the range of values found in the data
base. In addition, since these devices have inherently Tlower
failure rates than discrete semiconductors and micrscircuits, the
results of the regression were encouraging.

The first model does not include capacitors, packaged resistors,
substrate resistors and the substrate implicitly in the proposed model.
However, the model was based on observed data for hybrids designed with
these components, and therefore, the base failure rate constant must

include an average failure rate contribution for capacitors, packaged .

resistors, substrate resistors and the substrate itself. Thus, the effect
of these factors was not ignored although they are not included
specifically as part of the model.
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The first mode:

A mudel

‘riivdes a ceunt of integrated circuits without
considering tho Ponplexitv ¢f individual IC chips,

factor based

on specific ic chip comp exities would have been impossible to quantify

from the availabie data.

TABLE 5.1.7-4:

Coefficient

Variable

Np .6157

Nt .2843

Nic .8115

bo -8.5364

TABLE 5.1.7-5:

Varjable Coefficient

NI 2.1114

bo ~11.9330

HYBRID REGRESSION RESULTS (I)

'Standard

Error F-ratio
A717 12.86
1724 2.73 .
.2696 9.06

- -

HYBRID REGRESSION RESULTS (II)

Standard
Error F-ratio
.6269 11.34

Conf idence

Limit

.70
.70
.70

Confidence

Limit

.90

The regression analyses were performed with the dependent variable
equal to the natural logarithm of nonoperating failure rate. Transforming
the regression solutions into equations where the dependent variable is
simply the nonoperating failure rate results in the following preliminary

models:

(1) Ay = Arexp(a1(Ng) + aa(Nr) + az(Nyc)
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where

lh1'= predicted hybrid nonoperating fuilure rate (failure/105 hours)
Ay = constant (includes average failure rate contributiuns for
capacitors, packaged resistors, substrate resistors and
substrate)
= ,000196
a] = constant
= .62
Np = number of diodes
R = constant
= .28
NT = number of transistors
a3 = constant
= .81
Nic = number of integrated circuits

(I1)  any = A2(Np)4

where

Ahp = predicted hybrid nonoperating failure rate (failures/106 hours)
Az = constant
= ,00000657
N1 = number of interconnections
a4 = constant
2.11

These models are preliminary and only applicable to a ground iixed
environment. R

Both preliminary models had merit and were easy to apply. However,
neither preliminary model was particularly accvrate. This was not a
result of an incorrect or oversimplified analvsis,. but was due to the
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large variability associated with hybrid device failure behavior. Hybrid

~devices tend to be manufactured in lower quantities, and the design and

processing controls are less uniform than with monolithic microcircuits.
This observation and oth>r factors result in the high variability. The
decision was made to proceed with the first nonoperating failure rate
prediction model, as a function of number of microcircuits, number of
transistors and number of diodes. This decision was made because of the
better fit to the data of the first regression solution.

The standard error statistic allows for computation of confidence
intervals around regression solution coefficients. A brief discussion
concerning confidence intervals is included in Section 3.2. Table 5.1.7-6
presents upper and lower 90% confidence interval values of the
coefficients for Np, Ny and Njc. The cr2fficient for Njc was considered
to be intuitively correct. Interpretation of the coefficient was that the
number  of integrated circuits would have a greater infiuence on
nonoperating failure rate than either the number of transistors or
diodes. Conversely, the coefficients for diodes (Np) and transistors (N7).
seemed conflicting. Intuitively, the rumber transistors should have a
greater effect than the number of diodes. Initially, it was felt that the
regression solution was erroneous. After further investigation of the
respective coefficients and the confidence intervals (presented in Table
5.1.7-6), it was concluded that the results were not in error but that the
relatively smaller difference between the coefficient values could not be
detected with the aveilable data. However, it was strongly believed that
the proposed models should be physically correct. Therefore, an identical

average value was included in the proposed model for both diodes and
transistors.
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TABLE 5.1.7-6: HYBRID COEFFICIENT CONFIDENCE INTERVALS

Lower Upper

Variable 90% Limit Coefficient 90% Limit
Np 0.321 0.617 ‘ 0.910
Nt ' -0.011 0.284 0.580
Nie 0.349 0.812 1.274

The next task in the model development was to determine a series of
hybrid nonoperating quality factors for S, B and D quality levels. No
quality'factor was determined D-1 quality hybrids. This is consistent
with MIL-HDBK-2170. The proposed series of nonoperating quality factors
was developed based upon the operating hybrid quality factors and the
relationship of the digital IC nonoperating quality factors (developed
empirically in this study) to the monolithic microelectronic device
operating values from MIL-HDBK-217D, Table 5.1.2.5-1. The derivation
process was based on two assumptions. First, it was assumed that the
ratio of S to B nonoperating quality factors was the same for hybrid
microcircuits as monolithic microcircuits, or,

?; (™NQS/ ™08 monoTithic 1cs = \™NQS/™NQB)hybrids = -53

where

wNQS Ts the nonoperating S level quality factor
uNQge is the nonoperating B level quality factor

o)
§j Thus making w#ygg = 1.0 and wngs = 0.53 for hybrids

3 | |

& The second assumption was that the relative difference between the
.1 proposed nonoperating quality factors and the operating quality factors
§§ were the same for hybrid microcircuits as monolithic ICs. In effect, the
a5 previously determined factors for monolithic ICs were used as a scaling
&

K

B
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factor to determine the nonoperating quality factor for D level hybrids.
This relationship is given by,

nNQD/ T™NQB TNQD/ NGB
( wQD/ Q8 )monochic ICs - Q0/ mQ8 L

where

hybrids

wNQB is the nohoperating B-level quality factor (= 1.0 for monolithic
and hybrid)

aNQD is the nonoperating D-level quality factor (= 2.5 for monolithic)

mQg 1is the operating B-level quality factor (= 1.0 for monolithic
and Hybrid) '

mQD S the operating D-level quality factor (
and 60 for hybrid)

17.5 for monolithic

Solving for the hybrid mnqD gives: angD = 8.57

The resulting series of hybrid nonoperating quality factors are
presented in Table 5.1.7-7. These numerical values are based on intuitive
relationships, and should be evaluated when more hybrid nonoperating
failure rate data becomes available. The proposed nonoperating quality
factors are based on the screening of the hybrid and not on the screening
of the components in the hybrid. It was assumed that a high level of
hybrid screening was indicative of an overall quality part. Conversely, a

low Tevel of hybrid screening was believed to be indicative of an overall
lower level of quality.

TABLE 5.1.7-7: HYBRID NONOPERATING QUALITY FACTORS

Quality Level mQ
S 0.53
B 1.0
D 8.6
5-72

AR AN gy :"W"W IS, ’»L«""T‘f TP
';.E‘.»/ g Y w.»r.f}af SVOESOMAAN )
SO

b’ :*n TR .‘
"%M‘:""-:n 3

[



The next step in the model development process was to determine a
series of nonoperating environmental factors for hybrid microcircuits.
After consideration of several possibilities, it was assumed that the IC
chip typically dominates the failure rate of the hybrid, and thus the
nonoperating environmental factors for digital ICs could also be applied
to hybrids. Table 5.1.6-1 in Section 5.1.6 presents a listing of the
nonoperating environmental factors for devices with both hermetic and non-
hermetic packaging.

Finally, the base failure rate constant for hybrids was normalized to

correspond to a ground benign environment. The base failure rates

- determined from the data correspond to a ground fixed environment. The

observed nonoperating base failure rate was divided by the ground fixed

environment factor (WNE,Gp = 2.4 for hermetic devices). The normalized

hybrid nonoperating base failure rate constant was therefore determined to
be .0000817.

‘ The proposed hybrid nonoperating failure rate prediction model was
next subjected to an extreme case analysis. Predictions were made using
the proposed model for parameter values beyond those found in the data
base. It was found that the proposed model predicted extremely high
nonoperating failure rates for quantities of active components beyond that
found in the data base. This was not necessarily indicative of an
incorrect analysis. Empirical relationships are only strictly applicable
to the range of values found in the data. Nevertheless, it was essential
that the proposed hybrid model be physically correct and not limited to
lower complexity hybrids. Therefore a second base failure rate equation
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was hypothesized for complexities beyond that found in the data. {f%
Additionally a more definitive complexity numeric was defined to be equal b3

to the number of diodes plus the number of transistors plus 1.8 times the
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number of integrated circuits. The second base failure rate is given by
the following equation.

Anb = .013exp(.033(Np) + .033(NT) + .059(Nic))
and is applicable when Np + Ny + 1.8Njc >'12.2

The 12.2 cut-off value was equal to the highest complexity found in
the data. The second base failure rate is intuitively correct for several
reasons, First, it provides continuity with the low complexity base
failure rate. Additionally, it would be anticipated that an increase in
hybrid components for very complex hybrids would have less overall effect
on the hybrid nonoperating failure rate as a similar increase on a simple
device. Additionally, the second base failure rate =quation still
increases with the number 6f diodes, number of transistors and number of
integrated circuits.

Determination of the second base failure rate equation concluded the
model development for hybrid microcircuits., Despite several difficulties,
a viable approach was developed for hybrid model development and a
proposed model was determined as a function of the number of integrated
circuits, number of transistors, number of diodes, quality level and
environment. ’

5.1.8 Proposed Magnetic Bubble Memorv Nonoperating Failure Rate
Prediction Model

The proposed model for magnetic bubble memory devices is represented
by the following equation. The proposed model is presented in Appendix A
in a form compatible with MIL-HDBK-217D.

Ap = (b1l ™T1 * Mnb2 ™T2) ™NE
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where

M o= magnetic bubble memory predicted nonoperating failure rate
Anbl = control structure nonoperating base failure rate (failures/
. 106 nonoperating hours)
= .0015(Ng) ¥
where

Ng = number of gates
= number of transfer gates plus number of dissipative control
gates plus number of major loops
™T1 = control structure nonoperating temperature factor

= exp(-6159(1- - m))
where

T = temperature (OK) = 273 + T (°C)
Apb2 = magnetic memory structure nonoperating base failure rate
’ (failures/100 ncnoperating hours)

= .0089(N()

where

NL = number of loops
= number of major loops plus number of functicnal minor loops

™T2 = magnetic memory structure nonoperating temperature factor
- 1.1y,
= exp(-Ap(f - 556 !

where
An = temperature coefficient (see Table 5.1.2-7 in Section 5.1.2)
T = temperature (OK) = 273 + T (OC)

™NE = nonoperating environmental factors (see Table 5.1.1-2 in
Section 5.1.1) "
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5.1.9 Magnetic Bubble Memory Model Development ' ' gfit‘

iy

The magnetic bubble memory device is a hybrid assembly of two major i_;;

structural elements. The first segment is a basic memory and control Qﬁi&

structure consisting of thin-film elements on a crystalline substrate. {ézgi

The second major structural segment is a magnetic structure to provide a }ﬁ;ﬁ;

controlled magnetic field consisting of a magnet, magnetic coils and a »
housing. These two major structural segments of the hybrid are

interconnected by a mechanical substrate and lead frame. The interconnect
substrate is normally a printed circuit board in present technology.

No quantitative nonoperating failure rate data were available for
magnetic bubble memory devices. Therefore, a hypothetical model was
developed based on the monolithic and hybrid microcircuit nonoperating
failure rate prediction model development, and the MIL-HDBK-217D operating
failure rate prediction model for magnetic bubble memories. The model was
simplified because the anticipated precision of the,proposéd model did not
warrant a very complex equation. The hypothetical model is represented by
the following expression.

.477
Aom = (Ap1(Ng)™™"" mNT1 + Ap2(NL) 7NT2) TNE
where

Apm = magnetic bubble memory predicted nonoperating failure rate
(failures/106 nonoperating hours)
Ap1 = control structure nonoperating base failure rate constant
Ng = number of gates
= pnumber of transfer gates plus number of dissipative control
gates plus number of major loops '
TNT1 = control structure honoperating temperature factor

= exp(-6159(% - 5%@))
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where

T = ambient nonoperating temperature (%K)
Ap2 = magnetic memory structure nonoperating base failure rate
h constant

N = number of loops
= number of major loops plus number of functional minor loops
nNT2 = magnetic memory structure nonoperating temperature factor

- exn(-An(%- - 2%-3))

where
Ap = temperature coefficient
T = ambient nonoperating temperature (OK)

TNE = nonoperating environmental factor

The first term in the nonoperating failure rate equation represents
the contribution of the control structure. The temperéture coefficient
was the oreviously determined value for NMOS technology. The complexity
exponent was the previously determined value for random Tlegic digital
microcircuits. The second term in the equation represents the
nonoperating failure rate contribution of the magnetic memory structure.
It was assumed that the temperature coefficients and nonoperating
environmental factors for monolithic microcircuits were applicable for
magnetic bubble memory devices. This assumption was necessary because of
the lack of nonoperating failure rate data.

The remaining factors to be quantified were the control! structure
nonoperating base failure rate constant and the magnetic memory structure
nonoperating base failure rate. Estimates for these values were based on
the ratio of operating to nonoperating failure rate for monolithic
microcircuits, and the MIL-HDBK-217D magnetic bubble memory operating
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failure rate prediction model. Estimates for Ap1 and Ap2 are the
following. :

Ap1 = control structure nonoperating base failure rate constant
= 0.00153 | |
Ap2 = magnetic memory structure nonoperating base failure rate
constant
= 0.00885

Determination of the two nonoperating base failure rate constants
concluded the model development process for magnetic bubble memories. The
proposed model was based entirely on assumptions and must be considered
approximate. It was essential that a nonoperating failure rate model for
magnetic bubble memories devices was proposed because of the requirement
for a comprehensive nonoperating failure rate prediction methodology.
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5.2 Discrete Semiconductors

5.2.1 Discrete Semiconductor Nonoperating Failure Rate Prediction
Models .
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This section presents the proposed nonoperating failure rate
prediction models for discrete semiconductors. Separate models were
developed for transistors, diodes, and opto-electronic semiconductor
devices. These models are presented in Appendix A in a form compatible
with MIL-HDBK-2170.

Transistors

The proposed model for transistors is:

Ap = Anb NT mNQ NE mcyc
where

Ap = predicted transistor nonopefating failure rate
Anb = nonoperating base failure rate (failure/106 hours)

= ,00027, Si,NPN (Group I)

= ,00027, Si,PNP (Group I)

= ,00040, Ge,PNP (Group I)

= ,00040, Ge,NPN (Group I)

= ,00039, FET (Group II)

= .0013, Unijunction (Group III)

.= .041, Microwave (Group IX)

mT = nonoperaiing %empera%urg factor

= exp(-An(5 - 553) + (Ta) )

where
T = temperature (OK)
An = temperature coefficient (see Table 5.2.1-1)
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TABLE 5.2.1-1: DISCRETE SEMICONDUCTOR NONOPERATING TEMPERATUKE
FACTOR PARAMETERS

Part Group | Style Ap Tm P
Transistors I Si,NPN ' 3356 448 10.5
Si,PNP ‘ 3541 448 14.2
Ge,PNP 4403 373 20.8
Ge,NPN 4482 373 19
Il FET : 3423 448 13.8
I11 Unijunction 4040 448 13.8
Diodes Iv Si, Gen. Purpose 4399 448 17.7
. Ge, Gen. Purpose 5829 373 22.5
v Zener/Avalanche 3061 448 14
VI Thyristors 4311 448 9.6
VIl Microwave 2738 422 16.6
VIII Impatt, Gunn, 3423 448 13.8

Varactor, Pin, Step
Recovery & Tunnel

Transistors IX  ° Microwave - 5700 623 20
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“NQ

shaping parameters (see Table 5.2.1-1)

nonoperating quality factors

0.57, JANTXV

1.0, JANTX

3.6, JAN

13, lower, hermetic’

23, plastic

™E nonoperating environmental factor (see Table 5.2.1-2)
Teye = equipment power on-off cycling factor

1 + .050(N¢)

where
Nc = number of equipment power on-off cycles per 103 nonoperating
. hours
Diodes

The proposed model for diodes 1is represented by the following
equation.

>
1

Anb T™NT NQ NE cyc
where

Xp = predicted diode nonoperating failure rate
Aab = nonoperating base failure rate (failure/106 hours)
= .00017, Si, General Purpose (Group IV)
= ,00042, Ge, General Purpose (Group IV)
= .00040, Z=zner/Avalanche (Group V)
= ,0027, Microwave (GrouvaII)
= .00063, Thyristor (Group VI)
= ,0027, Impatt, Gunn, Varactor, Pin, Step Recovery and Tunnel
(Group VIII)
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Env, Group 1 Group II

6g 1 1
Gf 5.8 4.0
GM 18 18
Mp 12 12
Nsg 9.8 6.0
Ns 9.8 8.6
Ny 21 21
NH 19 19
Nuu 20 20
Apy 27 27
Arc 9.5 7.5
AT 15 9
Alg - 35 35
Alp 20 30
ATF 40 a0
Ayc 15 10
AyT 25 15

" Ayg 60 55
Aus, 35 50
AUF 65 65
S¢ (1) (1)
MrF 12 12
FEa 17 17
Ugy 36 36
M 41 - 41
CL 690 1690
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Group III

1
4.0
18
12
9.3
9.3
21
19

9.5

(1)
12
17
36
41

690

NOTES: (1) This study did not address Space Flight environment
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TABLE 5.2.1-2: TRANSISTOR NONOPERATING ENVIRONMENTAL FACTORS (mNE)

Group IX

1
2.0
7.8
7.4
3.6
4.7
11
11
12
16
2.5
3.5
6.0
3.5
6.0
5.0
7.0
10
7.0
10
(1)
7.5
11
22
25
250
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UNT = nonoperating temp;rature factor

2 exp(-An(T §§§) + (r) )
g ' where |
)

T = temperature (%)
[+ An = temperature coefficient (see Table 5.2.1-1)
;‘.:;f Tm.P * shaping parameters (see Table 5.2.1-1)
" TNQ = nonoperating quality factors
. 0.57, JANTXV

) = 1.0, JANTX
\j = 306, JAN
.M
.;;3 = 13, lower, hermetic
= 23, plastic
ol TNE = nonoperating environmental factor (see Table 5.2.1-3)
f" Teyc = equipment power on-off cycling factor
o

where

Nc = number of equipment power on-off cycles per 103 nonoperat ing

hours

Opto-electronic Devices

The proposed model for opto-electronic semiconductor devices is the
follewing equation.

Ao = Xnb "™NQ *NE
o where

il ‘ : lp = predicted opto-electronic semiconductor nonoperating failure
- rate ' '
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TABLE 5.2.1-3: DIODE NONOPERATING ENVIRONMENTAL FACTORS (mng)

Env. Group IV Group V Group VI Group VII Group VIII

1 1 1 1 1
GF 3.9 3.9 3.9 €.4 3.9
G 18 18 18 31 18
Mo 12 12 12 35 12
Nsg - 4.8 5.8 5.8 8.0 5.8
Ns 4.8 8.7 8.7 11 8.7
Ny 21 21 21 33 21
Ny 19 19 19 54 19
Nyy 20 20 20 58 20
ARwW 27 27 27 78 27
- Arc 15 4.5 9.5 30 4.5
b ArT 20 6.5 15 40 6.5
Y Alg 30 45 35 65 a5
g;; ALA 25 25 20 50 25
ALf 35 .85 40 70 45
Ayc 25 7.5 15 50 7.5
AyT 30 10 25 60 10
Ayg 50 70 60 105 70
Aya 40 40 35 -80 40
AUF 50 70 65 110 70
S (1) (1) (1) (1) (1)
Mrf 12 12 12 36 12
FFA 17 17 17 50 17
Us 36 .36 36 110 36
M 41 a1 41 120 41
L 690 690 690 2000 690

NOTES: (1) This study did not address Space Flight environment
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‘App = nonoperating base failure rate (failures/106 nonoperating hours)
= ,00016, LED :
= ,00070, Single Isolator
= ,00089, Dual Isolator
= ,00038, Phototransistor
= ,00028, Photodiode
= .00025, Alpha-Numeric Displays
Tyq = nonoperating quality factors
= 0.57, JANTXV
= 1.0, JANTX
= 3.6, JAN
= 13, lower, hermetic
= 23, plastic
TNE = nonoperating environmental factor (see Table 5.2.1-4)

TABLE 5.2.1-4: OPTO-ELECTRONIC SEMICONDUCTOR NONOPERATING
ENVIRONMENTAL FACTORS (Tne)

LA,

e
e

Env. ™E Env. ™NE
Gg 1 ALA 3.5
Gr 2.4 At 8.0
Gy 7.8 Ayc 3.0
* M 7.7 AUT 5.5
E; Nsg 3.7 AyB 8.0
¥ Ns 5.7 Aua 5.5
ﬁ Ny 11 AgF 10
gzi NH 12 S (1)
3 Ngy 13 ME o 7.8
% ARy 17 MFA ’ 11
!'_ Arc 2.5 U , 23
b ALT 3.5 M 26
A1B 5.% CL . 450

NOTES: (1) This study did not address Space Flight environment

9 "‘“".'F o o T
AR , ~bf.;t"‘"€’"'t"v‘

3
t 3

5-85

LS
et ednt

2

1]

b T T

2@"" o L S B L e
LAB Rl X AT SIS AP Y ¥ NV




5.2.2 Transistor Model Development

The general nonoperating failure rate model development approach
described in Section 4.1 was successfully implemented for transistors. A
theoretical model was hypothesized based on information located during the
literature search. Selection and quantification of the independent
variables was accomplished by analyzing the available data. The proposed
nonoperating failure rate prediction model for transistors was found to be
a function of device style, screening, temperature, application
environment and equipment power on-off cycling frequency.

The application and construction variables which were identified for
transistors are presented in Table 5.2.2-1. These variables represent
possible nonoperating‘failure rate model parameters. Parameter values for
these factors were identified whenever possible as part of the data
collection effort. If sufficient detail could not be determined for a
specific data entry, it was deleted from the analysis.

The general nonoperating reliability concepts presented in Section 4
for temperature, screening, environment and equipment power on-off cycling
were studied for development of a transistor theoretical model. These
concepts were complemented by an investigation of transistor nonoperating
failure mechariisms to determine the theoretical model. For transistors,
the theoretical model was multiplicative but nonlinear due to the assumed
effects ~of equipment power on-off cycling and temperature. The
theoretical transistor failure rate prediction model was initially
determined to be a function of device style, application, complexity,

oeoe -
L Sy LN
o

]

rated power, quality, environment, temperature, and equipment power on-off

+

cycling frequency.. After further qualitative analyses, it was determined

oy
po!
'y

that application and rated power were important variables for operating QEQE
failure rate prediction, but were not nearly as significant for %E?é
nonoperating failure rate prediction. Therefore, these two variables were ‘Sgix
deleted from the theoretical model. &35_'

oy
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TABLE 5.2.2-1: TRANSISTOR PART CHARACTERIZATION

I. Device Style
A. Group I
1. Si,NPN
2. Si,PNP
3. Ge,NPN
4, Ge,PNP
B. Group II
1. Si,FET
2. GaAs,FET
C. Group III (Unijunction)
D. Group IX (Microwave)

II. Application
A. Linear
B. Switch
C. Low Noise
D. High Frequency

Driver

Pulse Amplifier
Continuous Wave
Oscillator

omm
. - .

III. Complexity
A. Single Device E. Dual Emitter
8. Dual (matched) F. Multiple Emitter
C. Dual (unmatched) G. Complementary Pair
D. Darlington Pair H. Tetrode

IV. Rated Power (watts)

V. Quality Level

. JANTXV

. JANTX

. JAN

. Lower, Hermetic
. Plastic

mooOw»

VI. Application Environment

VII. Temperature
A, Rated
B. Actual

VIII. Number of Power On/0ff Cycles per 103 Nonoperating Hours
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The collected transistor nonoperating reliability data is summarized
in Table 5.2.2-2. The table presents the number of data records, observed
failures and summed part hours for each transistor style and equipment
represented in the collected data. The data were initially analyzed
separately without merging data records. The data were subjected to 2
thorough preliminary analysis to determine weaknesses of the data set.
The following attributes of the available data were identified.

* 1) All collected data were from a ground based environment.
‘Therefore, appropriate nonoperating environmental factors could
not be determined empirically.

2) Only one source had data for JAN level transistors.

3) A1l high temperature data were from AFCIQ, and were not screened
to identical specifications.

4) High temperature storage data were only available for Si,PNP and
Si,NPN device styles.

Application enviromment was hypothesized to be a significant variable
in the theoretical model development. However, nonoperating environmental
factors could not be determined empirically because all collected data was
for ground based enviromments. The methods described in Section 4.5 were
used to determine appropriate nonoperating environmental factors after
statistically analyzing the other variables.

Matrices of "dummy variables" (0 or 1) were defined for device style
and quality level to accommodate quantitative amalyses. The matrix for
transistor device style is presented in Table 5.2.2-3. The matrix was
defined to represent (1) Si,NPN, (2) Si,PNP, (3) FET, and (4) microwave
transistors. Data in sufficient quantity were not available for other
transistor styles. The matrix for quality level was simply a "O0" for
JANTX parts and a "1" for JAN parts. This variable was designated as Q.
Data were not available for quality levels other than JANTX and JAN, and
therefore, the quality matrix was not defined to represent other quality
levels.
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TABLE 5.2.2-2: TRANSISTOR NONUPERATING FAILURE RATE DATA

Part
Data Hours

Equipment/Source Records Quality Style Faitlures (X 106)
Hawk /MICOM 9 JANTX Si,NPN 6 5189.5
Hawk /MICOM 5 JANTX Si,PNP 2 2484.1
Hawk /MICOM 5 JANTX FET 3 2501.2
Hawk /MICOM 1 JANTX Microwave 1 17.0
Maverick/MICOM 6 JANTX Si,NPN 4 1400.1
Maverick/MICOM 3 JANTX Si,PNP 4 1482.5
Maverick/MICOM 1 JANTX FET 0 41.2
Sparrow/MICOM 1 JAN Si,PNP 0 25.5
Sparrow/MICOM 9 JAN Si,NPN 1 408.3
Sparrow/MICOM 3 JAN FET 0 25.5
Sprint/MICOM 8 JANTX Si,PNP 0 489.8
Sprint/MICOM 3 JANTX Si,NPN 2 1446.2
TOW/MICOM 3 JANTX Ge,PNP 0 13.1
TOW/MICOM 4 JANTX Si,NPN 0 107.7
TOW/MICOM 3 JANTX  Si,PNP 0. 39.4
Lance/MICOM 4 JANTX Si,PNP 0 11.2
Lance/MICOM 4 JANTX Si,NPN 0 15.7
Martin Marietta 3 JANTX Si,PNP 1 1326.4
Martin Marietta. 3 JANTX Si,NPN 6 4076.1
Martin Marietta 1 JANTX Ge,NPN 0 20.8
Martin Marietta 1 JANTX Ge,PNP 0 44.8
Martin Marietta 1 JANTX FET 0 71.7
Martin Marietta 1 - JANTX Unijunction 0 1.0
F-16 HUD/RIW 8 JANTX Si,NPN 4 350.0
F-16 HUD/RIW 5 JANTX Si,PNP 0 363.3
AFCIQ (1) 4 (2) Si,PNP 3 8.7
AFCIQ (1) 4 (2) Si,NPN 12 20.8
PRC 1 JANTX FET 0 0.3
ERADCOM (3) 1 Plastic Si,NPN 33 0.9
ERADCOM (3) 1 Plastic  Si,PNP 39 0.3

Totals 106 121 21983.1
NOTES: 1) High temperature storage life test data. Storage

temperatures range from 1500C to 200°C.
2) These devices not screened to identical specifications.

3) Panama life test data for nonhermetic devices. Ambient
temperature = 300C, relative humidity = 90%.
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TABLE 5.2.2-3: TRANSISTOR STYLE VARIABLE MATRIX

Device Style S1 S2 S3
Si,NPN . 0 0 0
SI,PNP 1 0 0
FET _ 0 1 0

There were several problems associated with the determination of an
appropriate nonoperating temperature factor for transistors. One problem
with the high temperature storage life test data from AFCIQ was that the
transistors were not screened to similar specifications as the other data.
Another problem was that data were only available for Si,PNP and Si,NPN
transistor styles. A third problem was that no empirical or theoretical
relationship for nonoperating failure rate vs. temperature could be
located in the literature. Additionally, the assumed transistor
temperature relationship presented in Section 4.4 could not be transformed
into a linear form. As a solution to this dilemma, approximate quality
levels were determined and various nonlinear relationships were fit to the

. data after statistical analysis of the other variables and assumption of
an applicable series of nonoperating environmental factors.

Three qualitative "dummy variables" were then defined to represent
four distinct equipment power cycling rate categories. The three
variables were designated cycl, cyc2 and cyc3. The definitions of the
three categories and the corresponding cycl, cyc2 and cyc3 values are the
following. '

o cycling rates less than cne power cycle every two years (cycl,
cyc2, cyc3 = 0,0, 0).

0 cycling rates between one cycle per year and one cycle every two
years (cycl, cyc2, cyc3 =1, 0, 0).

o cycling rates greater than one cycle per year (cycl, cyc2, cye3 =
0, 0, 1).

o unknown cycling frequencies.
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Definition of the cycling rate variables was necessary because of the
nonlinear form of the proposed model. Equipment power on-off cy.’ing was
temporarily treated as a qualitative variable and an approximate cycling
factor relationship was determined. Then, an iterative approach was taken
for nonlinear regression. This procedure is described in Section 4.3.
The assumed form of the equipment cycling factor is expressed by the
following equation. | '

Cycling Factor = 1 + Kl(cycles/103 hours)
where
K1 = constant

The data were then merged and regressi analysis applied. The data
were merged according to equipment, device style, complexity and quality
level by summing the number of failures and part hours. For example, the
number of failures and part hours were summed for all JANTX, FET devices
in the Hawk missile. Initially, two regression analyses were performed.
In each case the dependent variable was equal to the natural logarithm of
nonoperating failure rate. One regression was performed to evaluate the
validity of the diode nonopérating quality factor (described in Section
5.2.3) for transistor nonoperating failure rate prediction. This approach
was taken because of the belief that screening effects transistors and
diodes similarly, and because only one data source was available for JAN
transistors.

The initial regression indicated that the ratio of JAN to JANTX device
nonoperating failure rate was equal to 2.24. This was compared to the
corresponding value of 3.63 for diodes. A 90% confidence interval around
the point estimate ratio for transistors was computed to be 0.83 and 6.03.
This relatively larqe interval was due in part to the limited amount of
JAN device data. The data did not disprove that the observed ratio for
diodes could also be applied for transistor nonoperating failure race
prediction. Therefore, the ratio of 3.63 determined for dicdes was
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applied to transistors. The complete series of nonoperating quality
factors are presented in Table 5.2.3-6 in the following section. A second
regression analysis was then performed assuming that the diode
nonoperating quality factors were accurate. Results of the second
regression analysis are presented in Table 5.2.2-4. The variable
coefficient, the standard error and the F-ratio are presented for each
significant variable. '

TABLE 5.2.2-4: TRANSISTOR REGRESSION RESULTS II

~Standard Conf idence
Variable Coefficient Error F-Ratio Limit
S3 , 4.054 0.501  65.43 0.90
cycl 1.000 0.376 7.09 | 0.90
cyc2 1.651 0.376 19.29 0.90
be  -6.887 - “- --

Interpretation of the regression results are the following.

1) The nonoperating failure rate for microwave transistors was
significantly different from the other transistor styles with 90%
confidence.

~2) The difference in failure rate between Si,NPN, Si,PNP, and FET
' devices was not significant at a 70% confidence limit.

3) There was no observed difference between single and dual
complexity transistors.

4) The c¢ycl and cyc2 equipment power cycling variables were
significant at 90%. The resultant factors were in descending
order from the highest to lowest cycling rates, as expected.
There was no significant difference, with 70% confidence, between
the lowest cycling rate category and the unknown cycling rate data
entries.

The next step in the model development task for transistors was to
perform iterative regression analyses to solve the nonlinear model form.
The nonlinear form resulted from the assumed equipment power on-off
cycling relationship. This process was described in Section 4.3. For
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transistors, three iterations were required. The regression soluytion
after the third iteration is given by the following equation. The
dependent variable was transformed to nonoperating failure rate.
Previously, the dependent variable was the natural logarithm of
nonoperating failure rate adjusted to compensate for quality. The
preliminary model at this stage of the model development process is:

>
(ad
|

= Anb ™NQ Teye

A+ = predicted transistor nonoperating failure rete
lﬁb = preliminary nonoperating base failure rate (faﬂure/lo6
nonoperating hours)
= .00130, Si,PNP
= .00130, Si,NPN
= .00130, FET
= .0588, Microwave
T"™nQ = assumed nonoperating quality factors
Teyc = equipment power on-off cycling factor
=1 + .0689(N¢)

where

N¢ = number of equipment power on-off cycles per 103 nonoperating
hours

It must be emphasized that the above equation is preliminary, and oniy
applies to a ground fixed environment with an average nonoperating ambient
temperature of 200C. The nonoperating base failure rate in the proposed

model (Section 5.2.1) corresponds to a reference temperature of 25°C.
Therefore, determination of the proposed nonoperating base failure rate
was dependent on the determination of transistor nonoperating temperature
factors. '
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The next phase of the nonoperating failure rate model development was
to estimate appropriate nonoperating environmental factors. The methods
presented in Section 4.5 were applied to determine applicable factors.
This method assumes that a series of nonoperating environmental factors
can be generated from the MIL-HDBK-217 operating envirommental factors
based on (1) a comparison of application temperature differences, and (2)
a comparison of operating and nonoperating failure mechanism accelerating
factors. Operating temperatures are typically higher because of the
internal heat generation. However, the effects of this temperature
difference are pradicted by the respective operating and proposed
nonoperating temperature factors. Therefore, no temperature adjustment
was required for transistors. A comparison was made between operating and
nonoperating failure mechanisms and failure accelerating factors. A
surmary of the failure mechanism compariscns are presented in Tables
5.2.2-5 and 5.2.2-6 for bipolar single and power transistors, and FETs
respectively. References 42 and 43 included transistor failure
mode/mechanism information. Quantitative failure mechanism distributions
were essentially impossible to locate for nonoperating applicat'iohs, and
often conflicting for operating applications. Nevertheless, it was
determined that the operating transistor environmental factors approximate
the effect of environmental stress for nonoperating failure rate. These
factors were presented in Table 5.2.1-2 in Section 5.2.1.

The next stage in the model development process was to determine
nonoperating temperature factors. . Data were available from AFCIQ with
temperatures ranging from 1500C to 2009C for Si,PNP and Si,NPN
transistors. However, this range of values was insufficient to determine
whether the equivalent Arhennius equation was applicable for transistor
nonoperating failure rate. It was believed that the Arhennius
relationship was not applicable because of the relationship for transistor
failure rate vs. temperature in MIL-HDBK-217D. Therefore, a modified

Arhennius equation was assumed. The modified temperature factor allowed

for a nonlinear relationship between the natural logarithm of nonoperating
failure rate and the inverse of temperature. Additionally, a reference
temperature term of 298%K was added to increase *the utility of the
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proposed mudel. The temperature factor for transistors was assumed to be
the following equation.

r P
exp(-An(F - 1) * (£))

T =
where
mNT = nonoperating temperature factor
Ap = temperature coefficient
T = temperature (0K)
Tr = reference temperature = 2980K

Tms P = shaping parameters

The form of the assumed nonoperating temperature factor was based on the
relationship of operating failure rate versus temperature in MIL-HDBK-
2170. In approximate terms, the Ty shaping parameter is the temperature
(expressed in degrees Kelvin) were the equivalent Arhennius relationship
is no longer applicable, and the P shaping parameter provides an
indication of how fast the assumed relationship deviates from the
equivalent Arhennius relationship.

Several decisions were required before the assumed temperature factor
could be quantified. First, an equivalent quality level of lower,
hermetic was determined for the high temperature storage data based on
information provided by AFCIQ. Second, there were insufficient data to
estimate all three unknowns (i.e., An, Tm, P) in the assumed temperature
relationship. It was decided that the Ty and P parameters which are used
for operating failure rate prediction would be applicable for nonoperating
failure rate prediction purposes. Unique A, values were then determined
empirically. Ideally, it would have been preferable to solve for all
three parameters. However, data limitations prevented this.

Five data entries were available for transistor high temperature
storage life testing. To compute the A, temperature coefficients, the
regression solution was assumed to be exact for 200C, and it was then
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assumed that the relatively higher failure rates from the high temperature
data were due only to the increased temperatures. The effects of the
other variables were eliminated by using the previously determined factors
for quality, equipment power cycling and environment. Specifically, two
simultaneous equations were solved for each high temperature data entry.
Unknown parameters were the nonoperating base failure rate and the Ap
temperature coefficient. The nonoperating base failure rate was unknown
because it was dependent on the reference temperature, and thus, also
dependent on the temperature coefficient.

The two equations used for the temperature analysis, and solved
simultaneously were the following. The first equation was the regression
solution found earlier for an average field storage temperature of 200C
(or 2930K). The second equation was the assumed model for the high
temperature storage data. In the first equation, the preliminary base
failure rate (.00130 f/106 hours) corresponded to JANTX quality, a ground
fixed environment, a temperature of 20°C, and no equipment power on-off
cycling. Therefore, fhe previously determined values for those parameters
were inserted in the first equation given below. In the second equation,
the observed high temperature storage life test failure rate corresponded
to an equivalent quality of lower, hermetic, ground benign environment,
temperatures ranging from 1500C to 2000C and approximately 3 power cycles
per 103 hours. The corresponding factors for these parameters were
inserted in the second equation.

‘ 1 293
1) )xt = )\nb TTNQ TTNE chc(exp(-An(z'—g'j - ?'é_g) + (—f;') ))

GE | R

oW,
I

]
xe,

Eghﬁ

-
]

iy

-,

2, Saclics

| 293 ~ 298’ * U,
2) Ay = Aph ™Q "ME T exp(-An(F ~ 5%z) + (5
) At nb ™NQ ™E cyc(exp(-Anlrs - 555) + (1))
1 1 Ts,P
Ao = Anp(3.63)(1)(1 + .069(3))exp(—An(?; - 555) * (Ta) )
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Tpm = 448, Table 5.1.3-21, MIL-HDBK-2170
10.5, Si,NPN, Table 5.1.3-2, MIL-HDBK-217D

P =
= 14,2, Si,PNP, Tab]e 5.1.3-2, MIL-HDBK-217D
Ts = storage temperature (%K)
Ao = observed nonoperating failure rate (failures/106 hours)

Unique solutions for Ap were found for each of the five high
temperature storage life test data entries. These data entries and the
solutions for Ap are presented in Table 5.2.2-7. The proposed temperature
coefficient of 3356 for Si,NPN transistors was the average A, value for
entries 1 and 2 in Table 5.2.2-7. Similarly, the proposed temperature
coefficient of 3541 for Si,PNP' transistors was the average A, value for
entries 3, 4 and 5. It was noted that the proposed values were higher
than the corresponding operating temperature coefficients (Nt in Table
5.1.3-2, MIL-HDBK-217D). One possible explanation for this observation
was that there are fewer stresses acting on a part during nonoperation,
and therefore. the failure rate is more sensitive to each individual
stress. It was also noted that the absolute difference between the
proposed A, values for Si,PNP and Si,NPN was very similar to the
corresponding difference between operating temperature coefficients.

TABLE 5.2.2-7: HIGH TEMPERATURE STORAGE LIFE TEST DATA

Part

Entry Hourg Equivalent Temperature

No. Failures (X10°) 2ao(1) Style Quality (oC) An(2)
1 3 7.35 0.41 Si,NPN Tower 150 4021
2 9 13.4] 0.67 Si,NPN lower 200 2690
3 3 0.88 3.41 Si,PNP lower - 175 4979
4 0 6.53 <0.15 SI,PNP lower 150 <3159
5 0 1.30 <0.77 Si,PNP Tower 200 <2486

NOTES: (1) Observed failure rate. One failure was assumed for data
entries without failures

(2) Ap = transistor temperature coefficient
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Estimates of the temperature coefficients for Ge,PNP, Ge,NPN, FET, and
Unijunction were calculated by (1) assuming that the nonoperating
temperature coefficient rankings would be the same as the operating
temperature coefficient rankings, and (2) the temperature coefficient
difference between operating and nonoperating would be the same for the
other device styles as the observed difference for Si,PNP and Si,NPN. The
MIL-HDBK-2170 failure rate prediction model for microwave transistors
assumes the equivalent Arhennius relationship applied for the entire
temperature range found during normal usage. The complete set of
temperature coefficients and shaping parameters is presented in Table
5.2.1-1 of Section 5.2.1.

A by-product of the temperature coefficient determination process was
that the nonoperating base failure rate was also found for Si,NPN, and
Si,PNP transistors. The value was computed to be 0.00027 failures/106
nonoperating hours as part of the simultaneous equation solution. The
same value could have been determined by dividing the preliminary base
failure (0.00130 failures/106 nonoperating hours) by both the ground fixed
nonoperating environmental factor of 5.8 and the nonoperating temperature
factor of 0.83 for 209C. This would have been necessary to normalize the
base failure rate to correspond to the desired parameters. A comnlete
series of nonoperating base failure rates were then determined by
normalizing the preliminary base failure rates to the desired parameters.
Additionally, nonoperating base failure rates were determined by
extrapolation for transistor types without data.

Determination of the nonoperating base failure rates concluded the
model development process for trarsistors.” The proposed model for
transistor nonoperating failure rate is therefore given by,

At = Anb TNT TNQ TNE “cyc
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where
At = transistor nonoperating failure rate
‘Anp = nonoperating base failure rate (failures/lo6 nonoperating

hours)

= ,00027, Si,NPN

= .00027, Si,PNP

= ,00040, Ge,PNP

= ,00040, Ge,NPN

= ,00039, FET

= ,0013, Unijunction
. = ,041,Microwave
INT = nonoperating temperature factor
Ng = assumed nonoperating quality factor
TNE = nonoperating environmental factor
Teyc = equipment power on-off cycling factor

=1 + .069(N¢)

where

N¢ = number of equipment power on-off cycles per 103 nonoperating
hours '

The proposed transistor nonoperating failure rate prediction model is
presented in Section 5.2.1 and in Appendix A in a form compatible with

MIL-HDBK-217D. Transistor model validation is described in Section 5.2.5.

5.2.3 Diode Model Development

A nonoperating failure rate predicticn model for diodes was deve]oped
by hypothesizing a theoretical model, and then by analyzing empirical data
to quantify the model parameters. The proposed model was determined to be
a function of device style, environment, temperature, quality level and
equipment power on-off cycliing. The model factors for device style,
quality level and equipment power on-off cycling were determined
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analytically. The factors for temperature and application environment
were - assumed. The proposed model is presented in Section 5.2.1 and in
Appendix A in a form compatible with MIL-HDBK-2170D.

The initial phase of the model development process was to identify
application and construction variables which characterize diodes in a
nonoperating envirrnment. These variables, presented in Table 5.2.3-1,

represent  possibTe nonoperating failure rate morel parameters.

Additionally, identification of the application and construction variables
was a prerequisite to both the theoretical model development and data
collection tasks.

A theoretical model was developei for diode nonoperating failure rate
by studying both documented and intuitive reliability relationships. The
theoretical model was nonlinear due to the assumed effects of temperature
and equipment power on-off cycling‘frequency. The theoretical model was
also assumed to be a function of device styie, applicatior, rated power,
quality level and application enviromment.

Further refinement of the theoretical model for diodes resulted in the
deletion of part application and rated power from the model. It was
believed that these parameters had negligible effect on diode nonoperating
faiiure rate. The refined theoretical model formed the basis for model
development and subsequent analyses.

An extensive data collection effort was performed in support of this
study. The collected diode nonoperating failure rate data is presented in
a summarized form in Table 5.2.3-2. Data were collected in sufficient
quantity for general purpose, zener, microwave and thyristor diodes.
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TABLE 5.2.3-1: DIODE CHARACTERIZATION VARIABLES

I. Device Style
A. Group IV
1. Si, General Purpose
2. Ge, General Purpose
B. Group V (Zener & Avalanche)
C. Group VI (Thyristors)
D. Group VII (Microwave Diodes)
1. Microwave Detector
2. Microwave Mixer
3. Schottky Detector
E. Group VIII ‘
1. Varactor
2. PIN
3. IMPATT
4. Step recovery
5. Tunnel
6. Gunn
11. Application
A. Analog Circuits
B. Switching
C. Power Rectifier:
D. Voltage Regulator
E. Voltage Reference
I111. Rated Power (watts)
Iv. Quality Level
A. JANTXV
B. JANTX
C. JAN
D. Lower, Hermetic
E. Plastic
V. Temperature
A. Rated
B. Actual
VI. Application Environment
VII. Number of Equipment Powar On/Off Cycles per 103 Nonoperating Hours
5-103
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TABLE 5.2.3-2: DIODE NONOPERATING FAILURE RATE DATA

Equipment/Source Data Records Quality Style Failures P?;tlgggrs
Hawk /MICOM 6 JANTX Si,Gen.Purpose 0 4355.8
Hawk /M1 COM 13 JANTX Zener 1 357.3
Hawk /MICOM 1 JANTX Microwave 3 204.2
Maverick/MICOM 9 JANTX  Si,Gen.Purpose 2 4776.9
Maverick/MICOM 9 JANTX Zener - 1 411.8
. Sparrow/MICOM 28 JAN Si,Gen.Purpose 2 1084.6
Sparrow/MICOM 14 JAN Lener 0 178.6
Sprint/MICOM 2 JANTX  Si,Gen.Purpose 0 11.6
Sprint/MICOM 7 JANTX Zener 0 81.3
Sprint/MICOM 3 +JANTX SCR 1 509.2
TOW/MICOM 7 JANTX  Si,Gen.Purpose 0 162.9
TOW/MICOM 2 JANTX Zener 0 5.3
Lance/MICOM 7 JANTX Si,Gen.Purpose "0 67.1
Lance/MICOM 5 JANTX Zener 0 10.1
Martin Marietta 2 JAN Si,Gen.Purpose 41 6262.0
Martin Marietta 1 JAN Zener 0 607.0
Martin Marietta 1 JANTX Lener 1 898.0
Martin Marietta 1 JANTX Tunnel 0 1.9
Martin Marietta 1 JANT X Varactor 0 1.9
F-16 HUD/RIW 19 JANTX Si,Gen.Purpose 5 2192.8
PRC 1 JANTX Zener 0 0.3

Totals 139 57 2218G.6
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A preliminary analysis of the collected data was then performed to
identify relative strengths and weaknesses. The primary weakness was that
all data were from a ground based environment. Therefore, there were an
insufficient range of environmental stresses represented in the data to
develop a series of nonoperating environmental factors empirically. This
deficiency was common to all generic part types considered in this study.
An alternate nonoperating environmental factor development procedure was
developed (described in Section 4.5) to compensate for this deficiency.
This method was appiied after application of regression analysis fo
evaluate the effects of device style and quality. Another major
deficiency with the summarized data set was that there was an insufficient
range of temperatures to study the effects of temperature analytically.
It was considered to be essential that a proposed diode nonoperating
failure rate prediction model include the effects of temperature.
Therefore, an applicable nonoperating temperature factor was assumed based
on the MIL-HDBK-217D diode failure rate prediction model, and the proposed
temperature factor for transistors. ' ‘

"Dummy variable" matrices were defined for device style and quality.

Statistical technigues such as regression analysis and correlation

coefficient analysis require that variables are quantitative. Conversely,
‘device style and quality level are gqualitative variables. Therefore,
definition of the matrices was necessary to accommodate the techniques
required for nonoperating failure rate model development. The matrix for
device style is presented in Table 5.2.3-3. Three variables were required
to represent four distinct diode styles. The three variables were
designated Sy, S2, and S3. The matrix for quality level was simply a "O"
for JANTX diodes and a "1" for JAN diodes. This variable was designated

Q1.
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TABLE 5.2.3-3: DIODE STYLE VARIABLE MATRIX

Diode Style S1 S2 S3
Si, General Purpose 0 0 0
Zener 1 0 0
Thyristor 0 1 0
Microwave 0 0 ]

The correlation coefficient analysis indicated no large correlation
between independent variables. The data were then merged according to
equipment, device style and quality level by summing the observed failures
and the part hours. For example, all JANTX zener diode data were merged
for the Maverick missile by summing the observed failures and part hours.

Similar to the discussion for transistor model development, three
equipment power on-off cycling variables {cycl, cyc2 and cyc3) were
defined to represent four distinct equipment cycling rate categories. An
approach of this type was necessary because the assumed relationship
between nonoperating failure rate and equipment power on-off cycling
resulted in a nonlinear model! form. An iterative approach was taken to
solve the nonlinear model. The four cycling rate categories were
designated as (1) low, (2) intermediate, (3) high, and (4) unknown cycling

‘. .4
ey RORRRERS 2 i
ooty LT

Sl

rates, and were defined as, Ef;
&
-
0o cycling rates less than one power cycle every two years (cycl, ku
cyc2, cyc3 = 0,0,0). b
%
0 cycling rates between one cycle per year and one cycle every two N

years (cycl, cyc2, cyc3 = 1,0,0).

0 cycling rates greater than one cycle per year (cycl, cyc2, cyc3 =
1,0,0).

RN 4 5

vy
AR

¥ S o0

0o unknown cycling rates (cvcl, cycZ, cyc3 = 0,0,1).

At this stage of the model development process, regression analysis
was applied to the data. Results of the initial regression analysis are
presented in Table 5.72.3-4. . The dependent variable was the natural
logarithm of nonoperating failure rate and the independent variables
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introduced into the analysis were Sj, S2, S3, Q1, cycl, cyc2 and cyc3.
The 353 variable was significant with 90% confidence, the Qi variable was
significant with 70% and S1, S» and cyc2 were significant with 60%

confidence.
TABLE 5.2.3-4: DIODE INITIAL REGRESSION RESULTS
Variable Coefficient Standard Error F-ratio Confidence Limit
S 0.916 0.716 1.64 0.60
S 1.309 : 1.155 1.29 0.60 ' '
S3 . 3.322 1.155 8.28 0.90
Q1 1.291° 0.740 3.05 0.70
cyc2 ' 1.459 1.155 1.60 ~0.60
bo -7.542 ' - - -

The regression results were next evaluated. Interpretation of the
regression solution was:

1) Microwave diode nonoperatihg failure rate was significantly
different from Si, general purpose diode failure rate with 90%
conf idence.

2) Zener diode and thyristor nonoperating failure rates were
significantly different from Si, general purpose diode failure
rate with 60% confidence. '

3) It was détermined with 70% confidence that quality significantly
affects diode nonoperating failure rate.

4) The nonoperating failure rate for high equipment power cycling
rates was significantly larger, with 60% confidence, from devices
with Tow, intermediate or unknown cycling rates. There was no
significant difference, at the 60% confidence limit, between low,

- intermediate and unknown cycling rates.

The coefficients given in Table 5.2.3-4 were the results of a

regression with the dependent variable equal to the natural logarithm of
nonoperating failure rate. Transforining the regression solution into an
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equation where failure rate (as opposed to log of failure rate) is the
dependent variable results in the following multiplicative model.

Ad = Anp ™NQ Teye €
where

Ad = predicted diode nonoperating failure rate
Ab = preliminary nonoperating base failure rate (failures/106
nonoperating hours)
= egp(—7.542 + 0.916(S1) + 1.309(Sp) + 3.322(S3))
= (0.000530, Si, General Purpose
= 0.00133, Zener
= 0.00196, Thyristor
= 0.0147, Microwave
™Q = nonoperating quality factor
= exp(1.291(Q1))
= 1.0, JANTX
= 3,63, JAN
feyc = equipment power on-of f cycling factor
= exp(1.459(cyc2))
= 1.0, cycling rate < .057 cycles/103 hr.
- = 1.0, .057 < cycling rate < .114 cycles/103 hr.
= 4.30, cycling rate > .114 cycles/103 hr,
residual ‘

o™
"

The variables S1, Sz, S3, Q1 and cyc2 have been previously defined. It
must be emphasized that this equation represents a preliminary model,
which is only applicable to a ground based environment with an average
nonoperating temperature of 200C,

The next step in the model development process was to perform
iter2tive regression analyses to accommodate the assumed nonlinear model
form. For diodes, only one iteration was required. The régression af ter
the first iteration is presented in Table 5.2.3-5. It was noted that the

5-108

FRY R g I -y \ ; e T W ¥ W WY Oxte o e S TN Lo ] N LR T Y W Y 7, ;r 'n,.: ,"‘f,-'(.q-:;-"
T S A R S R SRR S

L N T AR, > T




Bl A, M B 1P b ot — s

SR g i e iy S & L~ EUME JC NE S TN N DS VRSP WP S ety

e

Wy ',""‘."'\,"l:ﬂ_".' . 7".:,‘;‘- TR, N '.";3;-'_',.‘—;4"\ Ve

TS e A A PR,

- .-l- ‘ - " « - - - - . > ~ - N . . N »
F AR I T T R s I T T T i L O T e e X

respective confidence limits for Sj, S2 and Qp increased after one
jteration. It was believed that this was evidence that the nonlinear
model form was indeed the optimal form for predicting‘diode nonoperating
failure rate. The preliminary model at this stage of the model
development process is given by the following equation. The residual term
was dropped from the equation at this point. However, the fact that a
residual term should be included as part of a predictive model is implied.

M = Anb T™Q Tcyc
where

Anb = preliminary nonoperating base failure rate (failures/106
nonoperating hours)
= 0.000528, Si, general purpose
= 0.00132, Zener
= 0.00196, Thyristor
= 0.0146, Microwave
™Q = nonoperating quality factor
= 1.0, JANTX
= 3.64, JAN
Teye = equipment power on-off cycling factor
1 + .083(N¢)

where

Nc = number of egquipment power on-off cycles per 103 nonoperating
hours '
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TABLE 5.2.3-5: DIODE FINAL REGRESSION RESULTS

Variable Coefficient Standard Error F-ratio Confidence Limit
$1 0.917 0.607 2.28 0.70
S2 1.310 1.011 1.68 0.70
S3 3.323 - 1.011 10.80 0.90
Q1 1.291 0.640 4.08 0.80
b -7.547 - -- .-

The maghitude of the ratio of the JAN to JANTX nonoperating quality
factors was small in comparison to the corresponding ratio from MIL-HDBK-
217D. It was hypothesized that observation was due to a significantly
slower rate of failure for inherently weak devices in the nonoperating
state. This trend is described in Section 4.6 of this report.

Data were only available for JANTX and JAN diode quality levels.

However, it was essential that a proposed diode nonoperating failure rate

prediction model include applicable nonoperating quality factors for each
quality Tlevel presented previously in Table 65.2.3-1. Therefore,
appropriate nonoperating quality factor values were extrapolated by
assuming (1) that the nonoperating values would have a similar numerical
ranking as the corresponding operating values, and (2) that the
nonoperating values follow an increasing geometric progression. Table
5.2.3-6 presents the regression solution quality factor values, the
extrapolated values for JANTXV, lower and plastic, and a 90% confidence
interval computed around the point estimate value for JAN quality. The
proposed values are normalized to a JANTX factor equal to one by
definition. Conversely, the MIL-HDBK-217D diode quality factors do not
appear to be normalized to any quality 1eve1.‘
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TABLE 5.2.3-6: DIODE NONOPERATING QUALITY FACTORS

Quality Level ™Q, .05 ™Qq1(1) ™Q, .95 ™Q2(2)
JANTXV -- -- -- 0.57
JANTX -- 1.0 -- 1.0
JAN 1.00 3.64 13.2 3.6
Lower, Hermetic -- _ -- -- 13
Plastic -- - -- 23
NOTES: (1) mNQp are the observed point estimate nonoperating quality
factors. ' .
(2) mNg2 are the point estimate values complemented by
extrapolated values for JANTXV, lower and plastic.
The next phase of the model development process was to apply the
methods described in Section 4.5 to deiermine nonoperating environmental

factors.

This method assumed that appropriate nonoperating environmental

factors could be generated from the corresponding MIL-HDBK-217D operating
environmental factors by (1) comparing the difference in temperature, and
(2) comparing the operating and nonoperating failure mechanism
accelerating factors. No temperature adjustment was required for diode
nonoperating environmental factors because the operating base failure rate
(which is a function of temperature) and the proposed nonoperating
temperature factor account for relative failure rate differences caused by
The comparison of failure mechanisms and

internally generated heat.
failure mechanism accelerating factors indicated that the effects of
environmental stress on nonoperating failure rate could be predicted by
use of the MIL-HDBK-217D environmental factors. The complete series of
diode nonoperating envirommental factors is presented in Table 5.2.1-3 in
Section 5.2.1. Tables 5.2.3-7 and 5.2.3-8 on *he following pages present
failure mode/mechanism and failure acceleration factor distributions for

diodes in both the operating and nonoperating state. Accurate L.

quantitativc nonoperating failure mechanism information was extremely fﬁﬁq
difficult to Tlocate. Therefore, much of the information provided in ?ﬁ%
Tables 5.2.3-7 and 5.2.3-8 was hypothesized. References 41, 42 and 43 , I&%ﬁ

proved to be useful for developing these distributions,
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The affact of nonoperating temperature was the next parameter
evaluated. There was an insufficient range of temperature values
represented in the data to determine a nonoperating temperature factor by
the desired analytical techniques. However, the objective of this study
was to develop nonoperating failure rate prediction methodologies which
could be used for any conceivable mission profile (with the exception of
satellites). Therefore, alternate methods were explored to determine an
appropriate temperature factor. In the genera) discussion of temperature
effects described .in Section 4.4, a nonoperating temperature factor was
presented for transistors and diodes. The factor was represented by the
following equation.

TNT = exp(-An(% - é’é‘g‘) + (%,)P)

where
TNT = nonoperating temperature factor
T = temperature (%K)
Ah = temperature coefficient
Tm,P = shaping parameters

High temperature storage life test data fbr transistors were used to
estimate A, terms during the transistor nonoperating failure rate model
development. The Ty and P shaping parameter terms were assumed because of
data limitations. Nevertheless, the transistor temperature factor was
based on empirical data, and, therefore, is accurate in the range of 150°C
to 2000C. For other temperatures, accuracy of the proposed transistor
temperature factor is dependent on the accuracy of the assumptions. Ay
values for transistor styles without data were extrapolated using the MIL-
HDBK-217D relationship for failure rate vs. temperature. It was decided
to extend the extrapolation process to also include diodes as a method to -
determine appropriate diode nonoperating temperature factors. This
assumption was Jjustified because of documented similarities (i.e. MIL-
HDBK-217D) between the temperature relationships of transistors and
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diodes. The extrapolated series of A, values and the assumed values for L
Tp and P are presented in Table 5.2.1-1 of Section 5.2.1.

The final phase of the diode nonoperating failure rate model O
development process was to normalize the preliminary base failure rates to ﬁ:?}'
correspond to a ground benign environment and a nonoperating temperature
of 250C (i.e. the reference temperature). Additionally, base failure
rate values were extrapolated qu diode types without data. Table 5.2.3-9
presents the normalized nonoperating base failure rates, the extrapolated
base failure rate values and 90% confidence limits for zener, thyristor

~and microwave diodes. Use of the standard error statistic and the t-
statistic allows for computation of the 90% confidence interval values.
Because of log transformation, the values are only approximate. |

TABLE 5.2.3-9: DIODE NONOPERATING BASE FAILURE RATES

Device Style Ap,.05 Ap1(1)  Ap,.95 Ap2(2)
Sj, General Purpose -- .000174 -- .000174
Ge, General Purpose ~-- -- -- .000420
Zener/Avalanche .000118 .000402 .00136 .000402
Microwave _ .000349 .00266 .0205 .00266
S Thyristor .000083 .000632 .00485 .000632
) Group VIII (3) -- - -- : .00266

NOTES: (1) Apy is the observed point estimate base failure rates

(2) Ap2 is the observed values complemented with extrapolated
values. ‘ ,

(3) Group VIIT diodes include varactor, PIN, IMPATT, step
recovery, tunnel and qunn devices :
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Normalization of the nonoperating base failure rates was the final
phase of the diode model development process. The proposed model is,

Ap = Anb T™NT "™NQ “NE “cyc
where all factors have been previously defined.
The proposed model is presented in Section 5.2.1 and in Appendix A in a

form compatible with MIL-HDBK-2170D. Model validation for discrete
semiconductors is presented in Sectjon 5.2.5.

5.2.4 Opto-e‘lectronic Semiconductor Model Development

The desired modeling approach utilizing analysis of a iarge data base
was not feasible for opto-electronic semiconductor devices: No
nonoperating failure rate data were collected for light emitting diodes
(LEDs), isolators, phototransistors, . photodiodes or alpha~numeric
displays. Nevertheless, the objective of this study was to develop
nonoperating failure rate prediction models which could be used for any
proposed electronic equipment in any conceivable mission profile.
Therefore, an alternate modeling approach was taken based on the ratio of
operating to nonoperating failure rate for other semiconductor devices.

Initially, it was believed that sufficient nonoperating reliability
data would be collected for opto-electronic semiconductors, and the
general failure rate modeling approach (described in Section 4.1) would
also be implemented for these devices. As a prerequisite for the planned
data collection and theoretical model developinent, a list of application
and construction variables were determined for opto-electronic devices.
These variables are presented in Table 5.2.4-1, and represent possible
nonoperating failure rate model parameters.
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TABLE 5.2.4-1: OPTO-ELECTRONIC DEVICE CHARACTERIZATION VARIABLES

I. Device Style
A. Light Emitting Diode (LED)
B. Isolator
1. Photodiode Detector
2. Phototransistor Detector
3. Light Sensitive Resistor
C. Phototransistor
0. Photodiode
E. Alpha-numeric Display
II. Complexity
A. Single Isolator
B. Dual Isolator
I1I. Quality Level
A. JANTXV
B. JANTX
C. JAN
D. Lower, Hermetic
E. Plastic
IV. Number of Pins
V. Temperature
VI, Application Enviromment

VII. Number of Equipment Power On/Off Cycles per 103 Nonoperating Hours
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A theoretical model was developed for opto-electronic devices based
primarily on intuitive reliability relationships. Very little documented
information concerning the storage/dormant reliability of these devices
was available. The theoretical model was determined to be a function of
device style, complexity, quality level, number of pins and equipment
power on-off cycling frequency. In the absence of data, the theoretical
model development process was the basis of the proposed nonoperating
failure rate prediction model. '

Despite extensive data collection efforts, no data were collected for
opto-electronic semiconductors. Therefore, the anticipated failure
behavior of opto-electronic devices was compared with other semiconductor
devices. Two conclusions were made based on this comparison. First, the
relative effect of device screening was anticipated to be similar for
opto-electronic devices as the effect on transistors and diodes. As a
result of this conclusion, the proposed nonoperating quality factors for
diodes (also applied for transistors) were used to assess the effect of
quality on opto-electronic semiconductors. These proposed nonoperating
quality factors were presented in Table 5.2.3-6 in the previous section.
The second conclusion was based on the observation that the MIL-HDBK-217D
operating envirommental factors were also assumed to accurately predict
the affects of environmental stress during ndnoperating periods. A
similar assurption was made for opto-electronic devices.  The MIL-HDBK-
2170  cpto-electronic - environmental factors were also applied for
nonoperating failure rate prediction purposes, and were presented in Table
5.2.1-4 in Section 5.2.1.

¥

The theoretical model for opto-electronic semiconductor devices was
also assumed to be a function of device style, complexity, temperature and
equipment power on-off cycling. It would have been extremely presumptuous
to assume relationships for each of these variables without additional
justification (i.e. observed data). A proposed nonoperating failure rate
prediction model based entirely on assumptions must be considered
approximate at best. Therefore, the dnly additional factor included in
the proposed model was a nonoperating base failure rate as a function of
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device style. Additional factors would only serve to complicate the
proposed model without resulting in any significant improvement in model
accuracy. The proposed model is therefore represented by the following

equation.
Aoe = Mnb ™NQ ™NE
where
Age = opto-electronic semiconductor predicted nonoperating failure
rate
Anp = nonoperating base failure rate (failures/106 nonoperating hours)
= f(device style)
TNQ = assumed noroperating quality factor
TNE = nonoperating environmental factor

Determination of numerical quantities for tlie opto-electronic base
failure rate was conducted in two phases. The first phase was the
selection of device style categories. It was decided to estimate separate
base failure rate values for (1) LEDs, (2) single isolators, (3) dual
isolators, (4) -phetotransistors, (5) photodiodes, and (6) alpha-numeric
displays. There are obviously other variables within each of these
categories which effect nonoperating failure rate. However, no finer
division was justified because of the lack of quantitative information.
The second phase of the nonoperating base failure rate determination
process was to calculate an average nonoperating to operating failure rate
ratio based on the proposed nonoperating failure rate prediction models
for transistors and diodes, and the corresponding sections of MIL-HDBK- -
2170. It was found the average ratio for other semiconductor types was
equal to 1:8. Thus, this adjustment factor was applied to the operating
failure rate prediction model values. The resultant nonoperating base
failure rates are presented in Table 5.2.4-2.
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'TABLE 5.2.4-2: OPTO-ELECTRONIC NONOPERATING BASE FAILURE RATES

Device Style Anb (Failures/106
nonoperating hours)
Single LED .000163
Single Isolator .000699
Dual Isolator .000885
Phototransistor 000375
Photodiode .000275
Alpha-numeric Display .000254

It 1is emphasized that the proposed nonopérating failure rate
prediction model for opto-electronic semiconductors is based sclely on
assumptions, and therefore must be considered approximate,  However, a
viable approach was taken to determine numerical values for the proposed
model. It is strongly recommended that the accuracy of the proposed model
is evaluated when nonoperating failure rate data becomes available for
opto-electronic semiconductors.

5.2.5 Model Validation

The proposed discrete semiconductor nonoperating failure rate
prediction models were next subjected to an extreme case analysis and a
model evaluation process with observed data. The extreme case analysis
consisted of computing nonoperating failure rate predictions with the
proposed modeis for parameters beyond the ranges found in the data. The
intent of the extreme case analysis was to fdentify any set of conditions
which cause “the proposed models to approach infinity, or predict
intuitively inconsistent results. The proposed models were then tested
with observed data which had been withheld from the model development
process. Nonoperating failure rate data for discrete semiconductors had
been coilected from AFCIQ. However, only the high temperature storage
iife test data from AFCIQ were used for model develogment purposes.

The extreme case analyses did not indicate any deficiencies with the
proposed models., At extremely high levels of equipment power cyclinn, the

5-120

. .
LA W
T

R

Y
F
£




nonoperating failure rate become proportional to the equipment power é
cycling frequency. This was considered to he an intuitively satisfactory ;
result because, at high cycling frequencies, true storage related failures
would be negligible in comparison to the number of failures induced by
power on-off cycling. At extremely low cycling frequencies, the proposed
models would predict nonoperating failure rates independent of equipment
power cycling frequency. This was also considered to be an .intuitively
appealing result,

The field experience nonoperating failure rate data from AFCIQ were
not used in the model development process because vital information such
as equipment power cycling frequency and part screen class could not be
precisely determined. However, these parameters were estimated and the
data were used for model validation purposes. Tables 5.2.5-1 and 5.2.5-2
presents the model validation data for transistors and diodes
respectively.

On average, the model validation process indicated that the proposed
models were extremely accurate. However, individual data entries varied
substantially from the predicted values. The geometric mean of the ratio
of observed to predicted nonoperating failure rate was equal to 1.03 for
those data entries with either observed failures or sufficient part hours
to estimate a failure rate without failures. When the two most divergent
data entries (numbers 4 and 13 in Table 5.2.5-2) were deleted, the
geometric mean of the ratio became equal to 1.16. For transistors alone,
the ratio of observed to predicted nonoperating failure rate was equal to
0.81. The geometric mean of the diode data, except entries 4 and 13, was
equal to 1.35. These ratios were very close to unity, and this
observation was considered to be indicative of accurate nonoperating
failure rate prediction models.
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TABLE 5.2.5-1: TRANSISTOR MODEL VALIDATION DATA

Part
Hours Temp. Equiv. ‘
No. Failures (x106) Style (oC) Quality A gs Ao Ags  Ppre(1)

IO JOPLT AP S G, SN

1 6 1900 Si,PNP 20-30 JAN  .00138 .00316 .0062 .00567

2 0 18 Si,PNP 25  JAN -- (3) .166 .00567

30 38 Si,PNP 25 JAM - (3) .0788 .00567

a0 5 Si,PNP 25 JAN . - (3) .599 .00567

5 3 1100 Si,PNP 20-30 JAN  .00075 .00273 .0071 .00567

6 0 72 Si,NPN 25-30 JAN -~ (3) .0416 .00567

7 0 42 Si,NPN 25-30 JAN -- (3) .0713 .00567

k: 8 1 30 Si,NPN 25 JAN 00171 .03333 .158 .00567
' 9 4 2800 Si,NPN 20-30 JAN  .00049 ,00143 .0033 .00567 ‘.
| 10 1 1253 Si,NPN. (2) JANTX ,00004 .00080 .0038 .00157 -
' 11 8 1000 FET  20-30 JAN  .00398 .00800 .0144 .00565 o
12 0 28  FET 25 JAN - (3) .107 .00565 1
13 0 6 FET 25  JAN - (3) .499 .00565 e
14 0 6 FET 25  JAN - 3)  .499  .00565 1
15 0 96 FET  5-30 JAN - 3) .0312 .00565 gﬁ
i 16 0 5 Unijun. 25  JAN - (3) .599 .00565 r

vy e
WL

B BT P B i ook SOLINE N

Totals 23 8422

h S

- Notes: 1) XApre = predicted nonoperating failure rate. A cycling rate
og 0.114 cyzles/103 nonoperating hours was assumed.

2) Temperature was unknown for this data entry. Temperature
assumed to be 250C.. :

emA e A A B AR ¢t et

3) There were insufficient part hours for these data entries to
estimate a failure rate without observed failures.
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TABLE 5.2.5-2: DIODE MODEL VALIDATION DATA
Part
Hours Temp. Equiv. .
No. Failures (x100) Style (9C) Quality X gs Ao . A.95  Ipre(l)
1 20 779 Si,GP (2) Plastic .01702 .02567 .0371 .01539
| 2 5 675 Si,GP (2) Plastic .00292 .00741 .0156 .01539
! 3 2 136 Si,GP 20-30 JAN .00261 .01471 .0463 .00241
4 2 16000 Si,GP 20-30 JAN <,00001 .00001 .0004 .00241
: 5 4 906 Si,GP (2) JAN .00151 .00442 .0101 .00241
: 6 0 41 Si,GP 25 JAN - (5) .0730 .00241
: 7 1 247 Si,GP 25 JAN .00021 .00405 .0192 .00241
l 8 0 36 Si,GP 25 JAN -- (5) .0832 .00241
i 9 1 400 Si,GP 5-30 JAN .00013 .00250 .0119 .00241
; 10 1 1200 Si,GP 0-30 JAN .00004 .00083 .0040 .00241
P 11(3) 0 3422 Si,GP  (2) JANTX -- .00029 .0009 .00067
B 12 5 47 Zener (2) Plastic .04191 .1064 .2237 .03622
' 13 2 14 Zener 20-30 JAN .02539 .1429 .4496 .00567
14 1 130 Zener (2) JAN .00039 .00769 .0365 .00567
! 15 0 12 Zener 25 JAN -- (5) .2496 .00567
. 16 0 24 Zener 25 JAN -- (5) .1249 ,00567
: 17 0 150 Zener 5-30 JAN -- (5) .0200 .00567
: 18 0 624 Zener 0-30 JAN -- .00160 .0048 .00567
: 19(3) 1 175 Zener (2) JANTX .00029 .00571 .0271 .00157
20 15 104 Si,GP (2) Plastic .0889 .1442 .2205 .01539
21 0 30 Si,GP 25 JAN -- (5) .0998 .00241 by
22 0 67 Si,GP 5-30 JAN - (5) 0447 ,00241 e
23 0 72 Si,GP (2) JANTX -- () .0416 .00067 By
24(4) 16 10 Thyr. (2) Plastic (4) (4) (4) .0570 S
25 0 2 Thyr. (2) Plastic -- (5) 1.498 .0570 4
26 0 19 Thyr. 20-30 JAN -- (5) 0365 .00893 sas
27 1 130 Thyr. 20-30 JAN .00039 .00769 .0365 .00893 i
é 28 0 16 Thyr. 0-30 JAN -- (5) .1872 .00893 A
2 Totals 77 25468 :
‘ NOTES: 1) Apre = predicted nonoperating failure rate. A cycling rate La
i of 0.114 cycles/103 hours was assumed. %3
§
: 2) Temperature was unknown for these data entries. Temperature E§
g assumed to be 259C. §$
% 3) The application environment was unknown for these data b
: entries. An environment of ground fixed was assumed. %ﬁj
“ oy
5 4) This part was over-stressed. f%
“ 1)
i ' 5) There were insufficient part hours for these data entries to -
5 estimate a failure rate without observed failures. . ﬁ&
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Inspection of the diode model validation data (Table 5.2.5-2) gives a
good indication of the inherent variability which exists for nonoperating
failure rates. It is not unusual for there to be order of magnitﬁde
differences for similar devices in similar applications. For this reason,
incorrect conclusions can be made if insufficient data resources were
available for analysis. This was one reason such a large emphasis was
placed on the data collection effort in this study, and why model
validation was an-integral part of the overall model development process.
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5.3 Resistors

5.3.1 Proposed Resistor Nonoperating Failure Rate Prediction Model

This section presents the proposed nonoperating failure rate
prediction model for resistors. The proposed model 1is presented in
Appendix A in a form compatible with MIL-HDBK-2170. The proposed model

is:

Ap = Anb TNQ TNE Tcyc

lp = predicted resistor nonoperating failure rate
An, = nonoperating base failure rate (failures/106 hours)
= ,000063, fixed composition (RC, RCR)
.= ,00010, fixed film (RN, RD, RL, RLR, RNR)
= .00043, film network (RZ)
= ,00057, fixed wire wound (RW, RB, RE, RBR, RWR, RER)
= .00099, variable wirewound trimmer (RT, RTR)
= ,0052, precision, semiprecision or power variable wirewound
(RR, RA, RK, RP)
= ,0052, variable non-wirewound (RV, RJ, RVC, RQ, RJR)
= ,0027, thermistor (RTH)
™0 = nonoperating quality factor
= 0.15, S
= 0.28, R
-=0.52, P
=1.0, M
= 2.4, MIL-SPEC
= 4.4, lower
TNE = nonoperating environmental factor (see Table 5.3.1-1)
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TABLE §.3.1-1: RESISTOR NONOPERATING ENVIRONMENTAL FACTORS (myg)

Env. Comp.
Gg 1
G 2.9
GM 8.3
Mp 8.5
Nsg 4
Ns 5.2
Ny 12
NH 13
Nuu 14
Apw 19
Al 3
AT 3.5
A1g 5
A1a 3.5
Al 6.5
Auc 5
Ayt 7
Aug 10
Aua 7
AyF 15
s (2)
MFF 8.6
MEa 13
Usi 25
M 29
Cy 490
NOTES: 1)
2)
3)

Yot )’r

Film Network. WW Therm, Var. WW Var. non-WW
1 1 1 1 1 1
2.4 2.4 2.1 4.8 2.5 2.5

8.3 7.8 8.8 23 13 13
9.9 8.8 11 17 18 19
4.7 4.2 7.9 .7
4.9 4.7 14 7 7

15 14 15 17 14(3) 17
16 14 17 25 29 29
17 15 18 27 31 3
22 19 24 33 a1 a1
3 2.5 3 5.5 12
4.5 3 7.3 7.7 6.6 16
6.8 6.5 12 19 9.5 24
5.8 6 9.7 15 8.6 22
9.5 9 13 38 14 33
7.5 6 10 4.6 6.5(3) 19
11 6.5 13 8.6 9 (3) 25
18 15 23 21 18 (3) 37
13 15 18 17 13 (3) 32
23 20 28 42 20 (3) 52
(2) (2) (2) (2) (2) (2)
10 8.9 .11 15 20 (3) 19
14 12 16 21 28 (3) 26
30 26 33 49 58 (3) 56
35 30 38 sl 66 (3) 64

590 510 610 950 1100 (3) 1100

WHW = Wirewound
Space flight environment was not considered in this study

These factors are not applicable for semiprecision wirewound
or high power wirewound variable resistors.
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Teye = equipment power on-off cycling factor
1+ .063(N¢)

where

number of equipment power on-off cycles per 103 nonoperating
_hours

Ne

5.3.2 Model Development

The failure rate modeling approach described in Section 4.1 was
successfully implemented for resistors. An assumed theoretical model was
supplemented by analysis of ‘the available resistor nonoperating
reliability data to derive the failure rate prediction model. The model
was determined to be a function of “evice style, quality level,
environment and equipment power on-off cycling frequency. The proposed
nonoperating failure rate prediction model fc- resictors is presented in
Appendix A in a form compatible with ML HMGK-217D. This section
describes the model development process. . .

The first step in the model development process was to identify
application and construction variables which properly characterize
resistors in a nonoperating environment. Table 5.3.2-1 presents a list of
the part characterization variables for resistors.  These variables
represent possible failure rate model input parameters which were analyzed
in greater depth using statistical methods. The part characterization
variables were determined whenever possible for all collected data. If
sufficient detail could not be determined for an individual data entry,
then it was removed from the model development process.

The general nonoperating reliability concepts presented in Section 4.0
were complemented by a study of resistor nonoperating failure mechanisms
and physics of failure information to determine a theoretical model for
resistors.. The theoretical model assumes a nonlinear failure rate
equation which is constant with respect to time. The theoretical model
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TABLE 5.3.2-1: RESISTOR PART CHARACTERIZATION

I. Device Style
A. Fixed
1. Composition (RC, RCR)
2. Film (RN, RD, RL, RLR, RNR)
3. Network, Film (RZ) _
4. Wirewound (RW, RB, RE, RBR, RWR, RER)
B. Variable .

1. Non-wirewound (RV, RJ, RVC, RQ, RJR)
2. Wirewound (RA, RP, RR, RT, RK, RTR)

C. Thermistor (RTH)
1. Bead
2. . Disk
3. Rod
II. Resistance (ohms)

III. Rated Power (watts)
IV. Quality Level

A. S A D.- M

B. P E. Mil-Spec

C. R F. lower
V. Number of Potentiometer Taps

VI. Construction Class

A. Enclosed
8. Unenclosed

VII. Number of Pins (style RZ only)
VIII. Number of Resistors (style RZ only)
IX. Temperature

A. Rated
B. Actual

X. Application Environment

XI. Number of Power On/Off Cycles per 103 Nonoperating Hours
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developed for resistors is described by the following equation (f denotes
a function).

Ar = f(device style, temp., R, P,)ﬂNQﬂNEﬂcyc

where
Ar = predicted resistor nonoperating failure rate (failures/105 hrs)
R = resistance (ohms)
P = rated power (watts)

."™NQ = nonoperating quality factor, based on device screening

TE = nonoperating environmental factor

Teyc = equipment power on-of f cycling factor = 1 + Ki(N¢)

K1 = constant

N¢ = equipment power on-off cycling rate (cycles/103 nonop. hrs.)

Presentation of the theoretical model does not imply that each of
these variables was significant by anything other than theoretical
grounds. Statistical methods,‘where appropriate, were used -as a basis for
decisions regarding significance of variables. The theoretical model was
intended to define the relationship of the independent variables to each
other,

The summarized resistor nonoperating reliability data collected in
support of this study 1is presented in Table 5.3.2-2. The data
collectively consists of 413 individual data records, 34 observed failures
and 113,119 x 106 part hours. ‘

Initially the data was evaluated with each data record separate (i.e.
no data records were merged). Point estimate failure rates were computed
for data records with observed failures. The methods described in Section
3.3 were applied to determine which zero failure data records had
sufficient part hours to be included in the analysis, and to estimate
failure rate for those records. It was found that 43 data records either.
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TABLE 5.3.2-2:

Equipment/Source

Sprint/MICOM
Sprint/MICOM
Sprint/MICOM
Sparrow/MICOM
Sparrow/MICOM
Sparrow/MICOM
Sparrow/MICOM
Sparrow/MICOM
TOW/MICOM
TOW/MICOM
TOW/MICOM
Lance/MICOM
Lance/MICOM
Lance/MICOM
Lance/MICOM
Lance/MICOM
Lance/MICOM
Hawk /MICOM

Hawk /MICOM

Hawk /MICOM

Hawk /MICOM

Hawk /MICOM
Maverick /MICOM
Maverick/MICOM
Maverick /MICOM
Maverick /MICOM
Maverick /MICOM
Martin Marietta
Martin Marietta
Martin Marietta
Martin Marietta
Martin Marietta
Martin Marietta
PRC

PRC

F-16 HUD/RIW
F-16 HUD/RIW
F-16 HUD/RIW
F-16 HUD/RIW

Totals

Pyl

o -
SRR

Data

Records

3

4

1
116
173

13

6

NN W R = = NN W BN NWSNHEC= WO NS N

413

..-"'.r’w o

Style

Wirewound
Composition
Film
Composition
Film
Wirewound
Var., Non-WW
Thermistor
Film
Composition
Wirewound
Fiim
Composition
Wirewound
Var., WW
Thermistor
Film Ntwk.
Film
Wirewound
Thermistor
Var., Non-WW
Var., WW
Film
Wirewound
Composition
Var., Non-WW
Var., WW
Composition
Film
Thermistor
Wirewound
Var., Non-WW
Var., WW
Composition
Film

Film
Wirewound
Composition
Var., WW
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RESISTOR NONOPERATING FAILURE RATE DATA

Parts

Hours (x106)

31.0
4300.0
147.1
4478.9
5346.6
268.0
102.1
13.0
609.7

11548.7
15937.5
102.0
4339.0
24.1
1.5
159.0
192.0
10328.2
570.9
2891.5
220.6

113,118.9
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had observed failures or had sufficient part hours to estimate a failure
rate without observed failures. '

The number of variables which could be analyzed empirically was
- restricted because of the nature of the available data The following
attributes of the collected nonoperating resistor data were identified

from the preliminary data analysis.

1) A1l collected data were from a ground based environment.
Therefore, there was not a sufficient range of environments to
develop a series of environmental factors based solely on the
data.

2) There was an insufficient range of ambient temperatures to study
the effects of temperature analytically.

3) The inherent failure rate of resistors in storage/dormant
- applications is very low. Therefore, the number of data records
with observed failures and the number of failures per data record
were naturally limited. Precise estimates of field failure rates
and quantification of failure rate model parameters can not be
made without observed failures. Thus, the number of variables
which could be analyzed empirically was also limited.

v -
WP A

The theoretical model was further scrutinized to determine the

e AL

relative effect of the independent variables so that decisions could be
made regarding the selection of variables. Failure mechanism acceleration
factors were studied to aid in the variable evaluation process.

The pre]iminary model refinement process resulted in the conclusion L:;
that resistor device style, quality level, application environment and 5@;
equipment power on-off cycling frequency are the dominant variables ig
effectfng nonoperating failure rate. These variables, with the exception E
of application environment, were further analyzed using statistical s

techniques. It was also determined that resistance level, and rated power

LT

were significant variables for assessing operating resistor failure rate,
but theoretically had little effect on nonoperating failure rate. These
two variab]es were not included in subsequent analyses.
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It was assumed that application environment was a very important
parameter effecting resistor nonoperating failure rate. Therefore it was
essential that a proposed resistor nonoperating failure rate prediction
model include an appropriate environmental factor to properly discriminate
against known failure accelerating f><tors. A1l data collected in support
of this study was for ground based environments, and therefore
environmental factors could not be developed empirically. This was a
major obstacle to the successful compTetion of this study and is discussed
in Section 4.5 of this report. Section 4.5 also proposes a method to
develop appropriate environmental factors based on a éomparison of
operating and nonoperating failure mechanisms, and a study of the
documented MIL-HDBK-217D operating environmental factors. This method was
applied to resistor nonoperating failure rate modeling after statistically
analyzing the other variables.

The fact that temperature could not be empirically analyzed was also a
problem. However, after careful consideration of many factors, it was
decided not to include temperature in the failure rate prediction model.
This decision was based on three reasons or observations. First, a
temperature relationship could not be determined from the data.
Therefore, any proposed temperature factor would be based on assumptions,
which introduce inaccuracies. The second reason was that no theoretical
relationship for resistor nonoperating failure rate vs. temperature could
be located in the Tliterature. In addition, there was no basis for
assumptions that the nonoperating failure rate behaves similarly to the
operating rate with respect to temperature. The stresses on the part are
necessarily different due to the absence of an applied current. Therefore
an approach of that nature was determined to be invalid. The third reason
was that the temperature dependence of resistor nonoperating failure rate
was believed to be significantly less than the temperature dependence for
microcircuits and discrete semiconductors. The proposed nonoperating
failure rate for these devices (described in Sections 5.1 and 5.2 of this
report) does include a temperature factor. Therefore, the absence of a
temperature factor for low failure rate devices, such as resistors, would
not sianificantly effect equipment-level failure rate predictions. It also

R TS TANIT i R SRR s B e I A SR SN SN P RS A C A P P AT A SR 06 5k (e F N TN Y R CATA TR SRt
R T A L A R P A o o N N e e R B T S R T S A e b e e

Db b, |



should be noted that the very high temperatures during operation are not
observed during nonoperating periods because of the absence of internal
heat generation and the associated cooling problems. In conclusion, it is
emphasized that direct numerical analysis of the relationship of resistor
nonoperating failure rate and temperature would have been desirable.
However, it is also emphasized that deletion of ambient temperature from
the model development process was believed to have little effect on the
accuracy of the proposed resjstor nonoperating failure rate prediction
model.

Matrices of "dummy variables" (0 or 1) were defined for device style
and quality Tevel so that correlation coefficient analysis .and regression
analysis could be applied to the data. These . analyses require
quantitative variables, whereas device style and quality level are
qualitative variables. The matrix for device style is given in Table
5.3.2-3. No distinction was made between the different styles of
variable resistors. The specific styles of variable resistors with data
were wirewound preciiion, non-wirewound trimmer, wirewound trimmer, and
non-wirewound fiim. This was dbne because of the limited amount of data
(i.e. only 4 variable resistor observed failures) and because the failure
rate difference between specific variable resistor types was assumed to-
much less than the difference between variable and fixed resistors. The
difference in failure rate between the specific styles of variable
resistors were analyzed at a later stage of the model development process.
The matrix for quality level was simply a "0" for high-reliability parts
and a "1" for mil-spec quality parts. This variable was designated as Q.
The quality matrix was not defined to accommodate lower quality resistors

because no data was available for Tower quaiity resistors.

The data were then merged according to equipment, device style, and
quality level. The data were merged by summing observed failures and
summing part hours. For example, all data for B screen class, fixed
composition resistors in the Hawk missile were merged. The correlation
coefficient analysis indicated no large correlation between independent
variabies for the merged data set. |
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TABLE 5.3.2-3: RESISTOR STYLE VARIABLE MATRIX

Device Style S1 S? S3 Sq
Variable ‘ 0 0 0 0
Fixed, Wirewound 1 0 0 0

"Fixed, Film 0 1 0 0
Fixed, Composition 0 0 i 0
Thermistor 0 0 0 1

The theoretical resistor mode! was nonlinear due to the assumed
relationship for equipment power cycling frequency. Thus, linear
regression analysis could not be directly applied. An iterative approach
to nonlinear regression was described in Section 4.3. As suggested in
Section 4.3, equipment power cycling frequency was temporarily treated as
a qualitative variable. Constant mu!tiplicative values were éomputéd by
regression for three distinct cycling rate categories. Then a two-
dimensional regression was performed with the cycling rate coefficients
from the initial regression as the dependent variable, and the mean
cycling rate value for each category as the independent variable. The
result would be an expression for equipment cycling factor of the desired
form (i.e. cycling factor = mx + b). As the iterative process continued,
the equipment power cycling factor expression would be assumed exact, and
the coefficients for all other variables recalculated. Then, those
coefficients would be assumed to he exact and the equipment cycling factor
recalculated. The iterative process would continued untii observed
changes were negligible.

~ Three qualitative "dummy" variables were defined (cycl, cyc2, and
cyc3) to represent four distinct equipment power cycling rate categories,
which are,

o cycling rates less than one power cycle every two years (cycl,
cyc2, cyc3 = 0,0,0),

o cycling rates between one cycle per year and one cycle every two
years (cycl, cvec2, cyc3 = 1,0,0),

o cycling rates greater than one cycle per year (cycl, cyc2, cyc3 =
0,1,0), and '

i
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o unknown cycling rates (cycl, cyc2, cyc3 = 0,0,1).

The first three categories were designated as (1) low, (2) intermediate,
and (3) high cycling frequencies, respectively.

Results of the initial regression analysis are given in Table 5.3.2-4.
The dependent variable was In{failure rate). The independent variables
were S1, S2, S3, S4, Q1, cycl, cyc2, and cyc3, which were previously

. defined. Device style variables S§3, Sp, S3, quality variable Q1 and

equipment power cycling variable cyc2 were significant at a 90% confidence
limit. No other variables were significant at a 70% confidence limit.
The R-squared value for the regression‘was 0.85. That is, 85% of the
variability in the observed data can be explained by the regression
solution. Interpretation of the regression results are:

1) The nonoperating failure rates for fixed composition, fixed film,
and fixed wirewound resistors were significantly different, with a
90% confidence, from the variable resistor and thermistor failure
rate, as would be expected.

2) The difference in failure rate between variable resistors and
thermistors was not significant at a 70% confidence limit.

3) As expected, it was determined with 90% confidence that resistor
screening  impacts the field ~nonoperating failure rate.
Interpretation of the regression results was that the failure rate
of Mil-spec quality resistors is 4.8 times higher than resistors
screened to the established reliability specification.

4) The cyc2 equipment power cycling variable was significant with 90%
confidence. This substantiated the assumption that equipment
power cycling is an important variable for predicting nonoperating
failure rate. The significance of cyc2 also served as a rationale
to proceed with the cycling factor analysis. The failure rate
difference between low, intermediate and unknown cycling
frequencies was not significant even at a 70% confidence.

Regression solutions =~ for confidence 1limits 1lower than 70% were
comouted to further investigate the difference between thermistor and
variable resistor failure rate. At 50% confidence, the difference became
significant (i.e. the f-ratio for the Sq variable exceeded the critical-f
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value).

Interpretation of the results were that the ratio of thermistor

to variable resistor failure rate was equal to 2.0. However, after
careful consideration, it was decided that there was insufficient
confidence to propose unique values variable resistors and
thermistors.
TABLE 5.3.2-4: RESISTOR INITIAL REGRESSION RESULTS
: standard conf idence
variable coefficient error f-ratio limit
$1 -2.386 0.637 14.04 .90
Sp -3.957 0.584 45.91 .90
S3 -4.257 0.622 46.80 .90
] 1.560 0.512 9.28. .90
cyc2 1.294 0.622 4.33 .90
bo - - --

-5.014

The coefficients given

in Table 5.3.2-4 were thev results of a

regression with the dependent variable equal to the natural logarithm of
failure rate.

Transforming the regression results into an equation where

failure rate (as opposed to log of failure rate) is the dependent variable
results in the following preliminary multiplicative model:
Ar = Xb™NQcyc € 0.
zi%
S,
where g;%
| -
A\, = predicted resistor nonoperating failure rate (failures/106 R
hours) ‘ g-f
. o
Ap = base failure rate, preliminary ..}

o+ - ‘}‘.
RV u"- VAo

Xl

exp(-5.014 - 2.386(S1) - 3.957(Sy) - 4.257(S3))

3

= .00611, fixed wirewound resistors ;ﬁg
= .000127, fixed film resistors o)

ot
= .0000941, fixed composition resistors Qﬁﬁ

= ,00664, variable resistors‘
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= ,00664, thermistors
™ = quality factor
= exp(1.560(Q1))
= 1.0, Hi-rel
= 4.76, Mil-spec
Teye = equipment power cycling factor (preliminary)
= exp(1.294(cyc?))
= 1.0, cycling rate < .057 cycles/103 hr.
= 1,0, .057 < cycling rate < .114 cycles/103 hr.
= 3,65, cycling rate > .114 cycles/103 hr.
€ = residual

The variables S1, Sz, S3, Q1 and cyc2 have been previously defined. It is
emphasized that the above equation represents a preliminary model, which
is only applicable to ground based environments.

Two hypothetical reasons were determined as to why the intermediate
and Tow equipment power cycling frequency data were statistically
indistinguishable. The first reason was that "true" storage related
failures (as opposed to failures induced by the power-on cycle) dominate
the total failure rate for cycling rates less than .114 cycles/103 hr
(i.e. powered-up less than once a year). Therefore, the anticipated
difference in failure rate would potentially be less than the inherent
variability in the data, and therefore would not be detected. The second
hypothetical reason was that the merged data set included only one data
entry in the intermediate range of cycling frequencies. Therefore, if the
data from that one source was biased, then the results would be effected.
It is also noted that the unknown cycling frequency data entries were
statistically indistinguishable from the data entries with low and
intermediate power cycling frequencies. This was considered to be an
encouraging sign. Although the cycling frequency was unknown for these
data entries, the data was from missile storage applications where it was
known that the cycling was relatively infrequent.
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The next step in the model development process was to perform the
iterative regression analyses to accommodate the assumed non-linear model
form. "It has been documented (Reference 42) that the effect of equipment
power on-off cycling is best represented by an equation of the following
form:

Teye = 1 + Kp(cycles/103 hr.)

As previously described, the iterative process began by performing a two-
dimensional regression .analysis for ‘"equipment power cycling factor"
versus average cycling rate for the three previously defined cycling rate
categories. The average cycling rate for resistors exposed to. low
equipment cycling rates was .042 cycles/103 hrs. The data in this
category was primarily from the Sparrow and Hawk missile program. A
regression coefficient was also computed for the intermediate cycling rate
category, so that the method could be properly applied. The average
cycling rate for the intermediate category was .079 cycles/103 hr. This
data was primarily from the TOW missile program. The average cycling rate
for resistors exposed to high equipment cycling frequencies was 40,12
cycles/103 hr. This data was from the F-16 HUD RIW data. The data from
sources with unknown cycling frequencies were not included in this
regression. The data entries were weighted by the number of observations
per category. An explanation of weighted regression is included in
Section 3.2. The first iteration for equipment power cycling factor
resulted in the following equation.

KaTeye = 0.977 + .0614(cycles/103 hr.)
Teye =1+ .0628(cycles/103 hr.)
where
K2 = normalization constant

1/0.977 = 1.023

]
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For resistors, only oné iteration was required. The preliminary model
at this stage of the model development process is given by the following
equation:

Ap = Anb TNQ Teye
where

A, = predicted resistor nonoperating failure rate (failures/105 hr.)
A = base failure rate, preliminary
= ,000617, fixed wirewound resistors
= ,000128, fixed film resistors
= ,0000953, fixed composition resistors
= ,00671, variable resistors
= ,00671, thermistors
T™Q = quality factor
= 1.0, Hi-rel
= 4,69, Mil-spec
Teye = equipment power cycling factor
1 + .0628(cycles/103 hr.)

The magnitude of the nonoperating quality factor for Mil-spec
resistors was small in comparison to the ratio of Mil-spec to established
reliability (i.e. S, R, P and M) operating quality factors from MIL-HDBK-
2170. In other words, screening apparently has less effect on
nonoperating failure rate than operating failure rate. It was
hypothesized that this trend was due to a significantly slower rate of
failure for "infant mortality" failures (i.e. weak devices remaining and
subﬁequent]y failing after the screen) during nonoperating periods. This
trend was noted for every electronic component generic family, and is
discussed in Section 4.6 of this report.

It was decided to derive unique nonoperating quality factor values for
the established reliability (ER) quality 1levels defined in the ER
specifications. A complete series of quatity factors were required to
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provide the mndels with maximum utility and to properly discriminate
against known quality related factors. The available nonoperating failure
rate for ER (or Hi-rel) resistors did not specify the particular
established reliability level. In general, the average quality level was
R or P. It was assumed that the average ER level for the collected data
was P to determine a complete series of nonoperating quality factors. The
assumption was made that nonoperating quality factors would follow .a
geometric progression. This was based on the observation that the MIL-
HDBK-217D operating quality factors follow a similar progression. Table
5.3.2-5 presents point estimate nonoperating quality factors, upper and
lower 90% confidence interval values, extrapolated nonoperating quality
factors for S, R, M and lower qualities, and a series of quality factors
normalized to an M factor equal to one.

TABLE 5.3.2-5: RESISTOR NONOPERATING QUALITY FACTORS

Quality Level Tyq 05  ™q1(1) ™q,.95 "™Q2(2)  "NQ3(3)

S -- -- .- - .28 0.15
R - - - .55 0.28

p - 1.0 -- 1.0 0.52

M - -- . 1.9 1.0
Mil-spec 2.2 4.7 10.1 4.7 2.4
Tower -- - -- 8.6 4.4

NOTES: (1) "NQl 's the observed point estimate quality factor.

(2) NQZ is the point estimate quality factors supp]emented
by extrapolated values for S, R, M and lower qua‘ity
levels.

{(3) ™gq3 is the quality factor normalized to M quality
‘ factor equal to one.

The next task in the model development process was to apply the
methods presented in Section 4.5 to determine nonoperating enyvironmental
factors. This method assumes that a series of nonoperating environmental
factors can be derived from the MIL-HDBK-217D operating environmental
factors. A conversion algorithm was determined based on a comparison of
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failure mechanism accelerating factors, and differences in average
temperature. In general, if the distribution of failure mechanism
accelerating factors were equivalent for operating and nonoperating
conditions, then the one series of environmental factors would apply.
Conversely, if the failure mechanism distributions were significantly
different, then methods were determined to estimate the magnitude of the
difference, if any. Since every MIL-HDOBK-217D resistor model has a unique
temperature factor, no numerical adjustment was required to account for
the difference in average temperature between operating and nonoperating
applications. An adjustment was required, however, for the thermistor
nonoperating environmental factor.

The proposed resistor nonoperating environmental factors were
presented in Table 5.3.1-1 in the previous section. It was determined
that a minimum of seven different series of environmental factors were
required to properly assess the effects of environmental stress on
nonoperating failure rate. The results of the nonoperating environmental
factor development were that the thermistor environmental factors required
an adjustment to account for temperature differences. The appropriate
temperature adjustment factor was based on anticipated differences between
operating and nonoperating applications of up to 249C for airborne
uninhabited environments. The other MIL-HDBK-217D resistor environmental
factors approximate the effects of envircnmental stress on resistor
nonoperatiné failure rate. . MIL-HDBK-217D includes 15 separate series of
environmental factors for resistors. The decision was made to group and
average the environmental factors for similar resistor styles. This was
done for several reasons. The primary reason was that the nonoperating
environmental factor development process was jnexact. Therefore, the
relatively small differenceé in environmental factors between similar
styles were not justified for nonoperating failure rate prediction
purposes.

Tables 5.3.2-6 through 5.3.2-11 show failure mode/mechanism and

failure acceleration factor distributions for resistors. Accurate failure
mode/mechanism information was difficult to obtain for operating
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TABLE 5.3.2-6:

COMPOSITION RESISTOR FAILURE MECHANISM DISTRIBUTION

‘ Operating Nonoperating
Failure Failure Accelerat1ng Distribution Distribution
Mode Mechanism Factors (%) (%)
resistance moisture moisture, temp, 35-55 45-65
drift intrusion
non-uniform voltage/current, 5-25 5-20
comp. materijal  temp.
contaminants voltage/current, 5-25 5-20
temp.
open lead defects moisture, temp., 15-35 15-30
voltage/current
TABLE 5.3.2~7: FILM RESISTOR FAILURE MECHANISM DISTRIBUTION
; Operating Nonoperating
: Failure Failure Accelerating Distribution Distribution
Mode Mechanism Factors (%) {%)
resistance moisture moisture,temp., 20-40 30-50
drift “ingression contamination.
substrate moisture, temp., 15-35 5-25
defects voltage/current
film moisture, temp., 15-35 5-25
imperfections voltage/rurrent
open lead termina- shock, vibration, 1-20 1-.20
tion femp., valtage/
current
film material moisture, temp., 1-20 1-20
damage voltage/current
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TABLE 5.3.2-8: WIREWOUND RESISTOR FAILURE MECHANISM DISTRIBUTION

Operating Nonoperating

Failure Failure Accelerating Distribution Distribution
Mode Mechanism Factors (%) (%)
resistance wire im- voltage/ 10-35 1-10
drift perfection current, temp.

wire insula- voltage/ ‘ 15-40 1-15

tion flow current, temp.

corrosion temp., humidity 10-35 35-55
open lead defect shock, vibration, 1-20 1-20

voltage/current

wire im- vo]tage/cufrent 1-20 1-10

perfection

corrosion temp., humidity 1-20 15-40
short intrawinding temp., voltage/ 1-10 1-10

insulation current

breakdown

TABLE 5.3.2-9: VARIABLE WIREWOUND RESISTOR FAILURE MECHANISM CISTRIBUTION

Operating Nonoperating
Failure Failure Accelerating Distribution Distribution
Mode © Mechanism Factor (%) (%)
resistance contamination temp., conta- 15-35 20-45
drift , mination
noise moisture, temp. 1-18 5-40
insulation moisture, temp., 5-25 5-15
breakdown voltage/current
contamination contamination, 1-12 5-20
bridging moisture, temp.
wiper arm mechanical 1-20 0-5
wear actuations
seal defects contamination, 1-20 5-30
moisture, temp.
mechanical jamming, mechanical 7-27 0-5
stripping actuations
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TABLE 5.3.2-10:

VARIABLE COMPOSITION RESISTOR FAILURE MECHANISM DISTRIBUTION

Operating Nonoperating
Failure Failure Accelerating Distribution = Distribution
Mode Mechanism Factors (%) (%)
resistance corrosion temp., humidity 40-60 45-65
drift
moisture moisture, temp. 20-40 25-45
intrusion
wiper move- shock, vibration 1-2C 5-2%
ment
mechanical  binding, mechanical actu- 1-15 1-5
failure jamming ation, corrosion
open terminal voltage/current, 1-13 1-5
' defect temp.
burnout of voltage/current 1-12 0
resistive
element

TABLE 5.3.2-11:

THERMISTOR FAILURE MECHANISM DISTRIBUTION

Operating Nonoperating
Failure Failure Accelerating Distribution Distribution
Mode Mechanism Factors (%) (%)
resistance moisture in- moisture, temp. 25-45 35-55
drift trusion »
body temp., voltage/ 20-40 14-35
anomalies current - :
open lead termina- vibration, 10-30 5-25
tion defect temp., voltage/
current
non-uniform temp., voltage 1-20 1-20
resistance
material
short various temp., contamina- 0-15 0-15

tion, voltage/
currert
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applications and essentially impossible to locate for nonoperating
applications. Therefore, much of information presented in Tables 5.3.2-6
through 5.3.2-11 was theorized. References 41, 42, and 43 provided
important resistor failure mode information. Relationships identified
during the failure mechanism analysis and the failure mechanism
comparisons are,

o Operating and nonoperating failure mechanisms for composition
resistors, thermistors and all types of variable resistors are
primarily accelerated by environmental stresses.

o Operating failure mechanisms for fixed film and wirewound
resistors are accelerated by a combination of environmental and
operational stresses.

o Carbon composition resistors are affected by moisture but usually
keep themselves dry during operation because of self-generated
heat. However, if the equipment must stand for long periods under
humid conditions without power applied, then the resistance value
will change. .

o Contaminants, especially when combined with moisture, can result
in resistance shifts for composition resistors. The probability
of experiencing contamination-related resistance drifts increases
with storage time.

The next step in the model development process was to extrapolate base
failure rate values for resistor styles which had no data. In addition,
the base failure rate values were normalized to correspond to a ground
benign environment and a M quality level. It was considered desirable to
normalize the base failure rate values to be consistent with MIL-HDBX-
217D. The base failure rates determined from the data correspond to a
ground fixed environment and a P screen class. The observed base failure
rates were divided by the ground fixed environmental factor and the P
quality factor (ﬂng = 0.52 in Table 5.3.2-5) to optain the normalized
base failure rates. The nonoperating environmental factor and
nonoperating quality factor had previously been normalized to the desired
Tevels. The ndrma]ization process had no effect whatscever on the
resultant resistor nonoperating failure rate prediction. In fact, the
base failure rate, nonoperating environmental factor, and nonoperating
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quality factor could have been normalized to any combination of
environment and quality without effecting the resultant prediction. The
increase in one factor would be compensated by a decrease in another.

Table 5.3.2-12 presents the normalized base failure rates, the
extrapolated base failure rate values, and upper and lower confidence
interval values for resistor styles with data. The upper and lower 90%
confidence interval values were also normalized to correspond to a ground
benign environment and M quality level.

TABLE §.3.2-12: RESISTOR NONOPERATING BASE FAILURE RATES

Type Style Anb, .05 Anb Anb, .095
Fixed Composition .000022 + .000063 .00018
Fixed Film .000039 .000103 .00027
Fixed Film Network - .000433 --
Fixed Wirewound .000195 .000565 00164
Variable Wirewound -- .00516 --
Variable Non-wirewound -- .00516 -
Thermistor 'Any -- .00267 ' --

The final phase of the resistor model development process was to
investigate the failure rate differences between the specific styles .of
variable resistors. The regression analysis indicated that there was no
signifitant difference between thermistors and variable resistor failure
rate in the ground fixed environment. However, the specific styles of
variable resistors were grouped because of data limitations and failure
rate differences could not be Hetecied. Point estimate failure rates,
predicted failure rates and v0% chi-squared confidence interval values
were computed for each variable resistor data record. No data record had
greater than one failure and thus the observed failure rate estimates were
imprecise. A description of chi-squared confidence intervals is included
in Section 3.2 of this report. If the regression solution (or predicted)
failure rate was contained in the 90% chi-squared confidence interval,
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then the variable resistor point estimate base failure rate previously
presented in Table 5.3.2-12, was applied to the respective variable
resistor style. This was the case for non-wirewound trimmer, wirewound
precision, and nbn-wirewound film variable resistors. For wirewound
trimmer variable resistors, the upper 90% confidence interval value was
less than the predicted failure rate. Therefore, it was concluded that
the nonoperating failure rate of wirewound trimmer variabie resistors was
divergent from the remaining variabie resistor styles and required a
unique base failure rate value. A multiplicative base failure rate
adjustment factor for wirewound trimmer variable resistors was derived by
computing the ratio of the observed point estimate failure rate to the
predicted failure rate (Adjustment Factor = .00453/.0237 = .191). The
variable resistor base failure rate was then adjusted accordingly. For
variable resistor styles where no data were available, the operating
failure rate rankings found from MIL-HDBK-217 were inspected to aid in the
analysis. It was found that the operating failure rates for the variable
resistor styles without data (i.e. wirewound semiprecision, wirewound

"power, non-wirewound composition, and non-wirewound precision) were ranked

between non-wirewound trimmer and wirewound precision. It was assumed
that the nonoperating failure rates would have a similar ranking and
therefore . the regression solution base failure rate would also be
applicable to these resistor styles. It should also be noted that the
operating MIL-HDBK-217D failure rate prediction for wirewound trimmer
variable resistrrs was also substantially 1lower than other variable
resistor styles. |

Adjustment of the base failure rate value for wirewound trimmer
variable resistors concluded the resistor model development process. The
proposed nonoperating failure rate prediction model for resistors is given

by the following equation. Two significant digits were used for all

factors.

Ap = Anb ™Ng TNE Tcyc

AR S e A e ’v‘c"\“-'&"‘hﬁ '\‘\1'&'&1 ) '\ e A o ~4vv
'1‘1~.-‘:.r ‘.»,'. .‘.‘_,,\_ e R N R e A .-f,‘_" o A ‘_ o ,& _f‘“'-t‘y e “_g .’; ,)". N
. IR - LS ',. Ao - ,. e TR '»- AL o AT ‘n ,

' ’ .
i :
S * ) e

o otk
Al

S
e

£

A e B S iy - ; el -
. "d"-ﬂ )f,l“:., l‘x\fl'h-(-ﬂ‘c‘f\{nﬂpt‘( (‘{-'{‘l"’“fdﬁ"sf “A*h- t‘i"l '(#A’.r’z.‘hmfnf:!ﬁ“?*‘*i{;(n "f:fl"‘dﬂ ‘r"’-"-'(,\( '(‘

fih 4oy




where

A- = predicted resistor nonoperating failure rate
Mp = base failure rate (failures/106 hours)
= ,000063, fixed composition
= 00010, fixed film
= ,00043, film network
= ,00057, fixed wirewound
= .,00099, variable wirewound, trimmer
= ,0052, precision, semiprecision or power variable wirewound
= ,0052, vari.ble non-wirewound
= ,0027, thermistor
™Q = nonoperating quality factor (g3 in Table 5.3.2-5)
™E = nonoperating quality factor (given in Table 5.3.1-1)
Teyc = equipment power on-off cycllng factor
=1+ ,063(N¢)

where

Nc number of equipment power on-off cycles per 103 nonoperating

hours

The proposed resistor nonoperating failure rate prediction model is
presented in a format similar to MIL-HDBK-217D in Appendix A.

5.3.3 Model Validation

-

The proposed resistor nonoperating failure rate prediction model was
~next subjected to a thorough model validation process. The model

B

~a

1

validation process took place in two phases. The first phase consisted of ;; 7
an extreme case analysis. Predictions were made using the proposed model -
for parameters beyond the ranges found in the data. The intent of the I;
extreme case analysis was to identify any set of conditions which cause ;}
the proposed model to numerically "blow up", and also to identify any set ff
of conditions which predict a failure rate which is theoretically i
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inconsistent (e.q. a negative failure rate) or intuitively wrong. The
second phase of the model validation process was to compare the proposed
model with observed field data which had heen withheld from the model
development process. Nonoperating resistor failure rate data had heen
collected from the French Organization AFCIN (Reference 8) bhut not used
hecause of part characterization problems.

The extreme case analysis did not indicate any deficiencies with the
proposed model. At extremely high levels of equipment power cycling, the
'nonoperating failure rate becomes directly proportional to the equipment
power cycling frequency. At low levels of equipment power cycling, the
proposed resistor nonoperating failure rate approaches a constant value.
These extreme case results confirm initiative reliability relationships.
At extremely high equipment pbwer cycling rates, the nonoperating failure
rate would be expected to be dominated by failures induced by the power
on-off cycle. Thus, the proportional relationship bhetween the two
variables was anticipated. At extremely low equipment power cycling
rates, the failure rate Qould be expectéd to be equal to the inherent
storage/dormant failure rate, and independent of power cycling frequency.

The resistor nonoperating failure rate data collected from AFCIQ were
not used in the model development process because vital information such
as equipment power cycling frequency and part screen class could not be
precisely determined. However, the AFCIQ data was extremely useful for
model evaluation purposes. Table 5.3.3-1 presents the AFCIN resistor
nonoperating failure rate data and the corresponding failure rate
prediction from the proposed model. The part types were not screened
according to identical specifications. However, equivalent quality levels
were determined. Additionally, one equipment power cycle per year was.
assumed to compute the failure rate prediction. All AFCIQ data records
were for a ground fixed environment except record number 13, which

corresponds to a laboratory environment.

The model evaluation process substantiated the accuracy of the
proposed resistor model. The geometric mean of the ratio of observed to
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predicted failure rate was equal to 1.23 for those data entries with
observed failures or sufficient part hours to estimate a failure rate
without observed failures (i.e. record numbers 5, 9, 10, 14, 15, 16, 17 in
Table 5.3.3-1). It is also noted that data records 5, 9 and 17 were for
commercial grade resistors. The proposed nonoperating quality factor for
commercial quality resistors was an extrapolated value. Therefore, it was
considered very encouraging that the gedmetric mean of the ratio of
observed to predicted failure rate for these three data entries was equal
to 0.91, It should also be noted that the predicted failure rate was not
within the 90% chi-squared confidence interval for two of these three
commercial quality data records. Field failure rates for lower quality

parts always exhibit a higher degree of variability, and therefore this

observation was not surprising.

The proposed resistor nonoperating failure rate prediction model is an
integral part of the methodology, presented in this report, which provides
capabilities to assess the éffects of nonoperating periods on equipment
reliability. The proposed resistor nonoperating failure rate prediction
model provides proper discrimination against application variables which
influence failure rate. Additionally, the proposed model is relatively
easy to use, and has been shown to bhe accurate. The application of the
nonoperating failure rate prediction methods developed in this study will
gre.tly enhance nonoperating failure rate assessment capabilities.
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TABLE 5.3.3-1: RESISTOR MODEL VALIDATION DATA

Part
Hours Equiv. ‘

No. Failures (x106) Style  Quality A.05  Ag(l) A.95  Apre(2)
1 0 20 Comp. MIL-SPEC - (3) .1%0 .00044
2 0 40 Comp. MIL-SPEC - (3) .0749 .00044
3 0 147 Comp. MIL-SPEC -- (3) .0204 .00044
4 0 420 Comp. MIL-SPEC -- (3) .0071 .00G44
5 1 143 WW lower .00036 .00699 .0332 .00530
6 0 13 WW MIL-SPEC -- (3) .230 .00289
7 0 36 WW MIL-SPEC -- (3) .0832 .00289
8 0 10 WW MIL-SPEC -- (3) .300 .00289
9 9 3,422 film lower .00137 ,00263 .0046 .00106

10 0 2,383 film MI!.-SPEC -- .00042 .0013 .00C058

11 0 155 film MIL-SPEC -- (3) .0193 .00058

12 0 84 film MIL-SPEC  -- (3) .0357 .00058

13(4) 0 55 film MIL-SPEC -- (3) .0546 (4)

14 1 299 film MIL-SPEC .00017 .00334 .0159 .00058

15 2 4,448 film MIL-SPEC .000608 .00045 .00142 .00058

16 0 4,273 film HI-REL -- .00023 .00070 .00013

17 4 300 var. (5) lower .00455 .01333 .0305 .0576

i8 0 78 var, (5) MIL-SPEC -- (3) .0384 .0314

19 0 11 var. (5) HI-REL - (3) .272 .00681

20 0 28 var. ww  MIL-SPEC -- (3) .107 .0314

21 0 25 trxmm MIL-SPEC -- (3) .120 .00598

Totals 17 16,390 .

Ao is the point estimate failure rate

NOTES:

N
—

is the predicted failure rate. A cycling rate of 0.114
cyc?es/lo nonoperating hours was assumed.

3) There were insufficient part hours to estimate a failure
rate without observed failures.

4) This data record was from life testing performed at 1550C.

5) Specific variable resistor style unknown.
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5.4 (Capacitors

5.4.1 Proposed Capacitor Nonoperating Failure Rate Prediction Model

This section presents the proposed nonoperating failure rate
prediction model for_ capacitors.. The proposed model is presented in
Appendix A in a form compatible with MIL-HDBK-217D. The proposed model
is:

Ap = Anb TNQ TNE Tcyc

where

Xp = predicted capacitor nonoperating failure rate
Anb = nonoperating base failure rate (failure/106 hours)
= .0011, fixed paper/plastic film (CP, CZ, CA, CPV, CH, CHR, cq,
CQrR, CFR, CRH)
= ,00039, fixed ceramic (CC, CCR, CK, CKR)
= .00075, fixed mica (CB, CM, CMR)
= ,00045, fixed glass (CY, CYR)
= ,00018, fixed tantalum, solid (CSR)
= .0064, fixed tantalum, non-solid (CL, CLR)
= .0064, fixed electrolytic, aluminum (CE, CU)
= ,015, variable air trimmer (CT)
= ,012, variable ceramic (CV)
= ,0038, variable piston (PC)
= 046, variable vacuum (CG)
TNQ = nonoperating quality factor
= .05, T (mica capacitors only)
= .10, S
= .23, R
= 46, P
=1.0, M
L

= 2.5, MIL-SPEC .-
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5.3, lower

T"NE = nonoperating environmental factor (See Table 5.4.1-1)
fcyc = equipment power on-off cycling factor
=1 + .16(N¢)
whe -2
Ne = number of equipment power on-off cycles per 103 nonoperating

hours

5.4.2 Model Development

An accurate and useful nonoperating failure rate prediction model for
cépacitors was developed by applying the modeling approach described in
Section 4.1. Anélysis of the available capacitor nonoperating reliability
data and development of an assumed theoretical model were used to derive
the failure rate prediction model. The model was determined to be a
function of device style, quality level, environment and equipment power
on-off cycling frequency.

Initially, application. and construction variables were identified
which characterize capacitors in a nonoperating environment. Table 5.4.2-
1 presents a list of the part characterization variables for capacitors.
These variables were analyzed in greater depth to determine their effect
on capacitor nonoperating reliability. Statistical methods were used when
appropriate. The part characterization variables were determired whenever
possible as an integral part of the data collection task. If sufficient
detail could not be determined for an individual data entry, then it was
. removed frum the model development process.

' A theoretical nonoperating failure rate prediction model for
capacitors was developed by studying documented and intuitive nonoperating

E reliability relationships. The theoretical model assumes '‘a nonlinear
failure rate equation because of the assumed effect of equipment power on-
‘ " off cycling. In addition, the theoretical model is constant with respect ;%v
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TABLE 5.4.1-1: CAPACITOR NONOPERATING ENVIRONMENTAL FACTORS (mng)

Tant., Tant. Elec.

Env. Film Mica/Glass Cer. Solid Nensolid Al. Variable
68 1 1 1 1 1 1 1
GF 2.2 2.1 2.0 2.4 1.4 2 3.3
GM 8.3 8.8 8.3 7.8 10 12 9.6
Mp 9.9 11 11 9.2 11 12 17
Nsg 4.7 5.0 5.0 4.4 5.0 5.8 7.7
Ns 6.3 5.9 5.2 49 67 67 82
Ny 14 15 15 13 15 13 18
Ny 15 16 16 14 16 19 25
Nuy 16 17 18 15 17 20 27
ARy 21 23 24 20 23 27 36
Alc 3.2 3.5 2.7 2.5 2.5 9.5 5
Al 4.3 . 4.0 3.3 2.5 4.0 10 5.3
Alg 7.0 8.0 6.2 7 6.5 10 7.7
AlA 4.9 4.0 5.0 3 6 15 13
AlF 9.2 10 8.0 7.5 10 15 13
Auc 7.6 15 6.0 4.5 8.5 28 20
Ay 13 15 12 6.0 15 30 38
Ayg 23 35 15 25 20 30 57
AUA 17 15 17 10 20 30 50
AuF 33 40 30 30 40 40 85
Mer 9.9 11 11 93 1 12 16(1)
Mea 13 15 15 13 15 17 22
Us 23 31 32 27 31 36 47(1)
ML 33 36 36 31 36 -4 54(1)
CL 560  6l0 610 510 610 690 930

Notes: (1) This environment not applicable for vacuum or gas, fixed and
variable (CG) type capacitors.

(2) Cer. = Ceramic, Tant. = Tantatum, Elec. Al. = Aluminum
Etectrolytic
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I.

IIQ
III.

Iv.

vI‘
VII.

VIII.
IX.

TABLE 5.4.2-1: CAPACITOR PART CHARACTERIZATION

Device Style
A. Fixed

1. Paper/P]ast1c Fiilm (CP,CZ,CA,CPV,CH,CHR,CQ,CQR,CFR,CRH)
2. Mica (CR,CM,CMR)

3. Glass (CY CYR)

4, Ceramic (CC,CCR,CR,CRR)

5. Electrolytic (CE,CL,CLR,CSR,CU)

6. Fixed Vacuum or Gas (CG)

B. Variable (CV,CT,PC,CG)
Capacitance (microfarads)

Quality level

A. T

B. S

c. R

D. P

E. M

F. L

G. Mil-Spec
H. Lower

Construction (CLR type only)

A. Slug
B. Foil

Seal

A. Hermetic
B. Nonhermetic

Body Dimensions
Temperature

A. Rated
B. Actual

Application Envirgonment

Number of Pdwer On/0ff Cycles per 103 Nonoperating Hours.
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to time. The theoretical model for capacitors is given by the following
equation (f denotes a function).

Ac = f(device style, temperature, C)™NQ TNE Tcyc

‘where
“ Ac = predicted capacitor nonoperating failure rate (failures/106
hours)
c = capacitance (microfarads)

TNQ = nonoperating quality factor, based on device screening

TNE = nonooerating environmental factor |
Teye = equipment power on-off cycling factor = 1 + K1(Nc)

Ki = constant

Nc = = equipment power on-off cycling rate (cycles/103 nonop. hrs.)

The summarized capacitor nonoperating reliability data collected in
support of this study 1is presented in Table 5.4.2-2. The data
collectively consists of 324 individual data records, 48 observed failures
and 41,840.6 X 106 part hours.

A preliminary analysis was then performed to identify strengths and
weaknesses of the collected data set. Initially the data was evaluated
without merging data records. The methods described in Section 3.3 were
applied to determine which zero failure data records had sufficient part
hours to estimate a failure rate without observed failures. Ninety eight
data records either had observed failures or had sufficient part hours to
estimate a failure rate without observed failures. Limitations imposed by
the nature of the available data restricted the number of variables which
could be stafistically evaluated. Four deficiencies of the collected
nonoperating capacitor data base were identified from the preliminary data
analysis. These deficiencies are, '

1) A1l collected data was from a ground based environment.
Therefore, there was not a sufficient range of environments to
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TABLE 5.4.2-2: CAPACITOR NONOPERATING FAILURE RATE DATA TABLE v%§{§$§
(Rai
Data Part
Equipment/Source Records Style Failures Hours (x105)
Hawk /MICOM 2 Film 0 1271.9
‘Hawk /MICOM 10 Ceramic 2 7299.3
Hawk /MICOM 3 Mica 0 1071.9
Hawk /MICOM 3 Electrolytic 0 3896.4
Hawk /MICOM 2 Variable 0 85.1
Maverick/MICOM 4 Film 1 453.0
. Maverick/MICOM 1 Ceramic 0 1997.2
Maverick/MICOM 2 Mica 0 1235.4
Maverick/MICOM 2 Electrolytic 0 4838.7
Sparrow/MICOM 50 Film 6 1620.6
Sparrow/MICOM 77 Ceramic 0 650.8
Sparrow/MICOM 14 Mica 0 51.0
Sparrow/MICOM 42 Electrolytic 0 663.6
Sparrow/MICOM 34 Glass 0 1225.¢
Sprint/MICOM 6 Mica 1 230.4
Sprint/MICOM 1 Glass 0 71.6
Sprint/MICOM 5 Ceramic 0 909.9
Sprint/MICOM 4 Electrolytic 0 104.6
Sprint/MICOM 1 Variable 1 9.7
TOW/MICOM 3 Film 1 63.1
TOW/MICOM 1 Mica 0 65.7
TOW/MICOM 1 Ceramic 0 131.4
TOW/MICOM 2 Electrolytic 0 63.1
Lance/MICOM 6 Film : 0 32.4
Lance/MICOM 3 Mica 0 4.4
Lance/MICOM 6 Ceramic 0 11.2
Lance/MICOM 4 Electrolytic 2 17.9
Martin Marietta 7 Film 4 413.3
Martin Marietta 4 Mica 1 660.0
Martin Marietta 2 Glass 0 299.4
Martin Marietta 2 Ceramic 5 3832.4 i
Martin Marietta 5 Electrolytic 7 2613.2 &
Martin Marietta 4 Variable 1 133.4 %“
F-16 HUD/RIW 7 Ceramic 14 4748.9 gw
F-16 HUD/RIW 2 Electrolytic 2 1012.1 &
F-16 HUD/RIW 1 Glass 0 25.6 B
PRC 1 Electrolytic 0 27.0 »gf»'
, %
Totals 324 48 41,840.6 B
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develop a series of environmental factors based solely on the
data.

2) There was an insufficient range of ambient temperatures to study
the effects of temperature analytically.

3) The inherent failure rate of capacitors in storage/dormant
applications is very low. Therefore, the number of data records
with observed failures and the number of failures per data record
were naturally limited. Precise estimates of field failure rates
and gquantification of failure rate model parameters can not be
made without observed failures. Thus, the number of variables
which could be analyzed empirically was limited.

4) No data was available for Aluminum Oxide electrolytic capacitors
or for any variable capacitor style except variable, air trimmer.

The theoretica® capacitor nonoperating failure rate prediction model
was further studied to determine the relative effect of the independent
variables. It was concluded that capacitor device style, quality level,
application environment and equipment power on-off cycling frequency were
the dominant variables effecting nonoperating failure rate. Capacitance
level was not anticipated to have a significant effect on nonoperating
failure rate. This variable was therefore not included in subsequent
analyses due to data limitations.

A matrix of "dummy variables" (0 or 1) was defined for capacitor
device style so that correlation coefficient analysis and regression
analysis could be applied to the data. Device style is a qualitative
variable, whereas regression and correlation analyses require quantitative
variables. The "dummy variable" matrix allows for application of these
numerical methods. The matrix for device style is given in Table 5.4.2-3.
0f particular interest was the specific device styles within the
electrolytic capacitors category. Aluminum electrolytic capacitors are a
"shelf 1ife" item which is known to significantly degrade during storage.
Non-solid tantalum capacitors are also believed to be sensitive to
prolonged storage. The non-solid dielectric is par