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## PREFACE

The topic for the 30th Geophysical Fluid Dynamics Summer Program was "The Influence of Convection on IargeScale Motions." The principal lecturer, Kerry Emanual, presented the essential elements of dry convection, the thermodynamics of moist air, anc moist convection (both precipitating and not). Building upon this excellent summary of the fundamentals of atmospheric convection, he then discussed its role in the dynamics of squall lines, tropical cyclones, and the 40-day tropical wave. Moist convection has not been discussed in recent GFD seminars, and Kerry's lectures provided a superb introduction to the topic for both Fellows and Staff. Other metcorologists discussed recent theoretical and observational research on atmospheric convecting systems.

Convectively-driven flows in the ocean were described by Peter Killworth; Ed Epiegel and Christian Elphick reviewed the theory of nonlinear convection. These views of convection in other systems lent valuable perspectives on the atmospheric problem.

As always, lectures on many other topics enriched our summer program and suggested new research approaches to both Staff and Fellows. The reports from the Summer Fellows completed the program; many explored aspects of atmospheric convection or convectively influenced flows. Their reports are to be treated as unpublished manuscripts; some of this work will be developed into publications in the future.

Our summer was also enriched by other notable events. The softball team beat the po team. The Education Office hosted a 30 th Anniversary picnic and brought three of our alumni, Chris Garrett, Ruby Krishnamurti, and Frank Richter, to give anniversary lectures. Our thanks to Jack Whitehead and Education for a very pleasent event. Finally vie were extremely pleased by the award of the Presidental Medal of Science t:o Joe Keller.

We thank the office of Naval Research and the National Science Foundation for their support. Elizabeth Shadid provided secretarial assistance for the selection of Fellows, while pamela Goulart provided essential support for our efforts during the summer and in preparing this final report. Finally we thank A.L. Peirson for his administrative efforts in making this program possible.

## Glenn Flierl

Director


## 



[^0]
## CONTENTS

CONTENTSPAGE1. Review :f Dry Convection ..... 8
2. Other Buoyant Plumes And Thermals. ..... 16
3. Global Convection. ..... 22
4. Moist Thermodynamics ..... 30
5. Non Precipitating Cloud. ..... 35
6. Taxonomy of Precipitating Clouds ..... 45
7. ' The Dynamics of Precipitating Convection ..... 55
8.* Tropical Cyclones: Observations And Energetics; ..... 67
9.' Dynamics of Tropical Cyclones; ..... 89
10.- Oscillations In Convectively-Adjusted Flows ..... 97
asstracts of partucrpants

Interaction of The occanic Convective
Boundary Layer And Tropica, Climate
Alan Betts

Convective Parameterization In Large Scale Models
Alan Betts 121

Gravity Waves, Compensating Subsidence And Moist Convective $\lambda d j u s t m e n t$

Chris Bretherton - Tirle Only

Encrgy Extremization By Pseudo-Advection
George Carnevale \& Geoff Vallis 111
A Nonlinear, Time Dependent Thermocline Theory
Bill Dewar 113

Large-Scale Dynamics And Topology
Near The Onset of Convection
Cıristian Elphick \& E. A. Spiegel 116

Generation Of Baroclinic Motions From Barotropic Eddics

Glenn Flierl

Some Strait Talk
Chris Garrett 133

Nonlinear Waves, Solitons, And Wave Transport In Buoyant Conducts
Karl Helfrich \& Jack Whitehead 134
Exact Non-Reflcricing Boundary Conditions
Joscph Keller \& Dan Givoli ..... 135
Deep Convsction .ar The World Occan
Peter Killworth ..... 238
Hlows produced By DiscreteSources of Buoyancy
peter Killworth ..... 139
Iarge Scale flow In turbulentRayleigh-benard Convection
Ruby Krishnamurti ..... 139
Upper Bounds On Functions of TheDissipation Rate In Turbulent Shear flow
Willem Malkus and L. Smith ..... 110
Eddy-Wall Interactions
Doron Nof ..... 212
Mcsoscalc Convection In The Ocean
Don Olson ..... 142
A Entrainment And Detrainment In Cumulus Clouds
David Raymond ..... 143
Dynamical Models For Melt Segregation
Frank Richter ..... 154
Effects ©f Geothermal Heat FluxAnd Topography On The ConvectiveVentilation of Confined Basins
Claes Rooth ..... 154
$\lambda$ Theory for $\lambda$ Strong, Long-Lived Squall Line Richard Rotunno 156
A Gcometric Vicw of bynamical Approximations Rick Salmon 257
Scparation Of $\boldsymbol{A}$ Barotropic Jet From $\boldsymbol{A}$ Coast: Theory And Experiment
Melvin Stern ..... 159
Vcrtex Dynamics of Stratified flows
Gretar Tryggvason ..... 159
Diffusion Coefficients And Velocitics From Tracers
George Veronis ..... 160Arrested Shear Dispersion And OtherModels of Anomalous Diffusion
William Young ..... 160Recent Results On Vortex ReconnecitionIn 3D Flows
Norman Zabusky ..... 165

## ABSTRACTS OF FELIOWS

Faraday Instability
Stephane Douady ..... 214
Jupiter's Great Red Spot As A Shallow Water System
Timothy Dowling ..... 124
The Fluid Dynamics And Thermodynamicsof Eruption Columns
Andrew Woods ..... 161

## FELIOWS PROJECT REPORTS

Baroclinic Models And Hurricane Motion
Jim Countryman ..... 166
Capillary-Gravity Surface Wave Yipdes In $\boldsymbol{A}$ Closed Vessel With edge Constra...t: Eigen- Frequency And Dissipation
Stephane Douady ..... 298
Rotating Rayleigh-Benard Convection With Fixed Flux Boundaries
Tim Dowling ..... 230
Low Frequency Oscillations In $\boldsymbol{\lambda}$ Lincar Coupled Atmosphere-Ocean Model
Mat Maltrud ..... 248
One-Dimensiona. Model For Microbursts
Steve Siems ..... 268
The 30-60 Day Oscillation In The Tropics-Wind Evaporation Feedback And Up-Down Asymetry
John Thuburn ..... 284
3D Instability Of Bounded Elliptical Flow
Fabian Waleffe ..... 302
A Model Of Squall Line Propagation Andrew Woods ..... 316

# 1988 Summer Study Pregram 

 inGeophysical Fluid Dynamics

# THE INFLUENCE OF CONVECTION <br> ON LARGE-SCALE CIRCULATION 

## LECTURES

Kerry Emanuel

## INTRODUCTION

The topic of this Woods Hole GFD summer course, "The effect of convection on large scale circulations," is applicable to atmosphere, orem, mad mantle motions. The lectures will focus on atmospheric convection. Here, the phase changes of water introduce crucial and irreversible physics not present in dry convection.

The necessity of considering moist convection poses the following challenge: Tracitonally, the style of GFD research, especially at Woods Hole, has been to make clear the dominant physics by combining mathematienl rigor in investigating simple models with complementary controlled lab experiments. In this way, GFD theory has expanded to encompass numerous "simple" model motions that la limiting the number of physical processes makes clear dominant interactions. This is invaluable in interpreting in situ data where a myriad of physical processes net together. Unfortunately, mo laboratory analog exists that includes the microphysics of water phase changes (and nssoriated condensate fallout) coupled with convective dynamics. One way to bridge the gap between theoretical models and observational data is numerical simulations. With simulation, though, care needs be especially taken with parameterizations, since careless choice of parametrization can produce expected, but wrong, results.

## Outline of Course:

First, an overview of dry convection will be given, including theory and laboratory experiments. Then, after developing relevant thermodynamics, moist convection is addressed. The new sets of phenomenon introduced by moisture are significant: cumulus clouds are very unlike dry plumes. Finally, large scale dynamical systems in convectively adjusted atmospheres are discussed.

## 1. REVIEW OF DRY CONVECTION

## What is Convection?

An encyclopedia definition of convection is "Any motion resulting from nation of a temporally uniform body force acting on density fluctuations." The configurations shown in both figures below would then result in convection. By making the definition that follows, only configuration in results in convection: "Motion due to an unstable density distribution along the vector of the body force."


In the first lecture we define the buoyancy force, develop a simplified system of equations using the anelastic and Boussinesq approximations, and begin our consideration of dry convection by studying a plume above a point source of heat.

## Buoyancy

For this summer the only body force considered is gravity. We now develop the associated buoyancy term which expresses the anceleration of the fluid due to gravity acting on density yariations.

The vertical momentum equation for a fluid in a constant vertical gravity field is:

$$
\begin{equation*}
\frac{d w}{d t}=-\alpha \frac{\partial p}{\partial z}-g \tag{1.1}
\end{equation*}
$$

where

$$
\begin{aligned}
\alpha & \equiv \text { specific volume } \\
p & \equiv \text { pressure } \\
w & \equiv \text { vertical velocity }
\end{aligned}
$$

The specific volume and pressure are defined as the sum of mean and perturbation components:

$$
\begin{align*}
& \alpha(x, y, z, t)=\bar{\alpha}(z)+\alpha^{\prime}(x, y, z, t)  \tag{1.2}\\
& p(x, y, z, t)=\bar{p}(z)+p^{\prime}(z, y, z, t) \tag{1.3}
\end{align*}
$$

The mean state is assumed to be in hydrostatic equilibrium:

$$
\begin{equation*}
\bar{\alpha} \frac{\partial \bar{p}}{\partial z}=-g \tag{1.4}
\end{equation*}
$$

Expanding the vertical momentum equation:

$$
\frac{d w}{d t}=-\bar{\alpha} \frac{\delta \bar{p}}{\partial z}-\alpha^{\prime} \frac{\partial \bar{p}}{\partial z}-\alpha \frac{\partial p^{\prime}}{\partial z}-g
$$

The first and last terms on the right hand side cancel by (1.4) and making the substitution $-\partial \bar{p} / \partial z=g / \bar{\alpha}$ we obtain:

$$
\begin{equation*}
\frac{d w}{d t}=B(x, y, z, t)-\alpha \frac{\partial p^{\prime}}{\partial z} \tag{1,5}
\end{equation*}
$$

where $B$ is buoyancy defined as:

$$
\begin{equation*}
B \equiv \frac{g \alpha^{\prime}}{\bar{\alpha}} \tag{1.6}
\end{equation*}
$$

The buoyancy is the component of vertical acceleration due to density perturbations. The second component of vertical acceleration, $-\alpha\left(\partial p^{\prime} / \partial z\right)$, is commonly called the nonhydrostatic pressure gradien. accelezation and usually arises from dynamical effects of forced momentum changes.

For a general fluid, specifie volume is a function of pressure, volume, and oth:- wsible parametars (ic. salinity; suspended water content) which we heurishicathy group eogether in one variable, $S$. By the chain ruke:

$$
\begin{equation*}
\frac{d \alpha}{\alpha}=\frac{1}{\alpha}\left(\frac{\partial a}{\partial T}\right)_{n, S} d T+\frac{1}{\alpha}\left(\frac{\partial n}{\partial p}\right)_{T, S} d p+\frac{1}{\alpha}\left(\frac{\partial \alpha}{\partial S}\right)_{n, T} d S \tag{1,7}
\end{equation*}
$$

The coefficient of thermal expansion is defined:

$$
\begin{equation*}
\beta=\frac{1}{\alpha}\left(\frac{\partial \alpha}{\partial T}\right)_{\mu, S} \tag{1.S}
\end{equation*}
$$

We define temperature and $S$ as mean plus perturbation (primed) components,

$$
\begin{aligned}
& T=\bar{T}+T^{\prime} \\
& S=\bar{S}+S^{\prime}
\end{aligned}
$$

For small $T^{\prime}: p^{\prime}$, and $S^{\prime}$, by (7), buoyancy can be approximated as:

$$
\begin{equation*}
B=g\left[\beta T^{\prime}+\frac{1}{\alpha}\left(\frac{\partial \alpha}{\partial p}\right)_{T, S} p^{\prime}+\frac{1}{\alpha}\left(\frac{\partial \alpha}{\partial S S}\right)_{p, T} S^{\prime}\right] \tag{1.9}
\end{equation*}
$$

For an icieal gas,

$$
\begin{equation*}
p \alpha=R T \tag{1.10}
\end{equation*}
$$

Consequently, $\beta=1 / T$ and $\frac{1}{\alpha}\left(\frac{\partial_{\rho}}{\partial p}\right)_{T}=-1 / p$. Note that, by the ideal gas law (1.10), $\frac{1}{\alpha}\left(\frac{\partial g}{\partial S}\right)_{r, T}=0$. Substituting in (1.9) gives

$$
\begin{equation*}
B=g\left[\frac{T^{\prime}}{T}-\frac{p^{\prime}}{p}\right] \tag{1.11}
\end{equation*}
$$

We now demonstrate that the contribution to buoyancy in an ideal gas due to pressure variations can be neglected when the fluid velocities are substantially subsonic. Integrating the horizontal momentum equation:

$$
\begin{equation*}
\frac{D u}{D t}=-\alpha \frac{\partial p^{\prime}}{\partial x} \tag{1.12}
\end{equation*}
$$

with respect to $x$, and assuming the Lagrangian horizontal velocity derivative scales as $U_{0}\left(\partial U_{0} / \partial x\right)$ we obtain:

$$
\begin{equation*}
p^{\prime} \alpha \sim U_{0}^{2} / 2 \tag{1.13}
\end{equation*}
$$

Rearranging and using the gas law:

$$
\begin{equation*}
\frac{p^{\prime}}{p} \sim \frac{U_{0}^{2}}{R T}=\frac{\gamma U_{0}^{2}}{c^{2}} \tag{1.14}
\end{equation*}
$$

where $c \equiv(\gamma R T)^{\frac{t}{5}}$ is the speed of sound and $\gamma \equiv c_{p} / c_{v}$
So, if $U_{0}^{2} / c^{2} \ll T^{1} / T$ the contribution to density due to pressure variations is negligible and the buoyancy becomes simply:

$$
\begin{equation*}
B=g\left(\frac{T^{\prime}}{T}\right) \tag{1.15}
\end{equation*}
$$

## Anelastic and Boussinesq Approximations

In this section we obtain two approximations $\mathrm{b}_{\mathrm{y}}$ sealing the momentum and mass continuity equations. In full form the mass continuity equation is proguostic, containing the time derivative $\partial \rho / \partial$. When the flow is considerably subsonic, $U_{0} \ll c$, dr zieag negligible terms results in a diagrostic continuity equation relating velocity divergence io vertical advection of mass. This, the anclastic approximation, eliminates sound waves.

The Boussinesq approximation neglects small terms that arise from the condition that the vertical extent of the motion is much less than the scale height, $H$. The scale heigit is defined as the vertical scale over which density changes are $O(1)$. With both approximations, the mass continuity eqn. becomes simply the statement of zero 3-D velocity divergence. Furthermore, the specific volume (or density) is replaced by a constant mean value in the momentum equations except when coupled with gravity. It is worth noting that the conditions for the Boussinesq approximation, $D \ll H$, are typically not as well met as the anelastic condition, $U_{0} \ll c$. However, qualitatively, the Boussinesq approximation seldom eliminates phenomenon and usually results only in quantitative changes.

We begin by rewriting the mass continuity equation using the ideal gas law and the first lew of thermodynamics. From the ideal gas law

$$
\begin{equation*}
\frac{1}{\rho} \frac{d \rho}{d t}=\frac{1}{p} \frac{d p}{d t}-\frac{1}{T} \frac{d T}{d t} \tag{1.16}
\end{equation*}
$$

and from the adiabatic form of the first law of thermodynamics:

$$
\begin{equation*}
\frac{1}{p} \frac{d p}{d t}=\frac{c_{p}}{R T} \frac{d T}{d t} \tag{1.17}
\end{equation*}
$$

Finally, using $c_{v}+R=c_{p}$, we now write the continuity equation:

$$
\begin{equation*}
-\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right)=\frac{c_{v}}{c_{p}} \frac{1}{p} \frac{d p}{d t}=\frac{c_{v}}{c_{p}}\left[\frac{\partial}{\partial t}+u \frac{\partial}{\partial x}+v \frac{\partial}{\partial y}+w \frac{\partial}{\partial z}\right] \log (p) \tag{1.18}
\end{equation*}
$$

We use the following scaling (primed variables are $\mathrm{O}(1)$ and dimensionless):

$$
\begin{aligned}
(u, v) & =U_{0}\left(u^{\prime}, v^{\prime}\right) \\
(x, y) & =L\left(x^{\prime}, y^{\prime}\right) \\
w & =W_{0}\left(w^{\prime}\right) \\
z & =D\left(z^{\prime}\right)
\end{aligned}
$$

Assuming the various terms of the velocity divergence have similar magnitude allows:

$$
\frac{U_{0}}{L} \sim \frac{W_{0}}{D}
$$

Now we scale the pressure terms. On the basis of the vertical momentum equation we take:

$$
\frac{\partial \log p}{\partial z} \sim \frac{-g}{R T} \equiv \frac{1}{H}
$$

where $H$ is the scence height of the atmosphere.
We then scale both the lucal time derivative and the horizontal pressure sradient by equating their magnitudes to the inertial terms of the horizontal moment.mequation:

$$
\frac{\partial \log p}{\partial t} \sim U_{0} \frac{\partial \log p}{\partial x} \sim \frac{U_{0}^{2}}{R T} \frac{\partial U_{0}}{\partial x} \sim \frac{U_{0}^{3}}{R \bar{T} L}
$$

The separate scaling for the various pressure derivatives are then

$$
\begin{aligned}
& \frac{\partial \log p}{\partial z}=\frac{1}{H}\left(\frac{\partial \log p}{\partial z}\right)^{\prime} \\
& \frac{\partial \log p}{\partial t}=\frac{U_{0}^{3}}{R \bar{T} L}\left(\frac{\partial \log p}{\partial t}\right)^{\prime} \\
& \frac{\partial \log p}{\partial x}=\frac{U_{0}^{2}}{R \bar{T} L}\left(\frac{\partial \log p}{\partial z}\right)^{\prime}
\end{aligned}
$$

With this scaling, equation (1.18) becomes:

$$
\begin{equation*}
-\left(\frac{\partial u^{\prime}}{\partial x^{\prime}}+\frac{\partial v^{\prime}}{\partial y^{\prime}}+\frac{\partial w^{\prime}}{\partial z^{\prime}}\right)=\frac{U_{0}^{2}}{c^{2}}\left[\frac{\partial}{\partial t^{\prime}}+u^{\prime} \frac{\partial}{\partial x^{\prime}}+v^{\prime} \frac{\partial}{\partial y^{\prime}}\right] \log p^{\prime}+\frac{c_{v}}{c_{p}} \frac{D}{F} w^{\prime} \frac{\partial}{\partial z^{\prime}} \log p^{\prime} \tag{1.19}
\end{equation*}
$$

where $c=\left[\left(c_{p} / c_{v}\right) R T\right]^{1 / 2}$ is the speed of sound in an ideal gas.
For atmospheric and oceanic motions, $U_{0} \ll c$. We make the anclastic approximation to the mass continuity equation, dropping $\mathrm{O}\left(U_{0} / c\right)$ terms and obtain:

$$
\begin{equation*}
-\left(\frac{\partial u^{\prime}}{\partial x^{\prime}}+\frac{\partial v^{\prime}}{\partial y^{\prime}}+\frac{\partial w^{\prime}}{\partial z^{\prime}}\right)=\frac{c_{v}}{c_{p}} \frac{D}{H} w^{\prime} \frac{\partial}{\partial z^{\prime}} \log p^{\prime} \tag{1.20}
\end{equation*}
$$

The Boussinesq approximation assumes $D / H \ll 1$. The continuity equation then simplifies to:

$$
\begin{equation*}
-\left(\frac{\partial u^{\prime}}{\partial x^{\prime}}+\frac{\partial v^{\prime}}{\partial y^{\prime}}+\frac{\partial w^{\prime}}{\partial z^{\prime}}\right)=0 \tag{1.21}
\end{equation*}
$$

For energetic consistency, it can be shown that the perturbation densities, when they multiply inertial terms in the momentum equations, need to be dropped. Therefore, the Boussinesq approximation neglects density variations except where they are coupled with
gravity. Noting that we have neglected all forms of diffusion we now write our complete system in dimensional variables:

$$
\begin{gather*}
\frac{d u}{d t}=-\bar{\alpha} \frac{\partial p^{\prime}}{\partial x}  \tag{1.22}\\
\frac{d v}{d t}=-\bar{\alpha} \frac{\partial p^{\prime}}{\partial y}  \tag{1.23}\\
\frac{d w}{d t}=-\alpha \frac{\partial p^{\prime}}{\partial z}+B  \tag{1.24}\\
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}=0  \tag{1.25}\\
\frac{d B}{d t}=0 \tag{1.26}
\end{gather*}
$$

where we have divided the pressure and specific volume into mean and perturbation paris with the mean field in hydrostatic balance. The buoyancy, $B$, was previously defined, $B \equiv g\left(\alpha^{\prime} / \bar{\alpha}\right)$. Note that we have switched notations again, and, primed variables $p^{\prime}$ and $\alpha^{\prime}$ now refer to dimensional perturbation variables.

## IA. LOCAL AND GLOBAL CONVECTION

## Definition:

We have to compare the length scale of the source of buoyancy $L_{b}$ and the convective length scale $L_{c}$ :

1) the convection is said to be local if $L_{b} \ll L_{c}$ for instance in case of a point source of heat:

2) the convection is said to be global if $L_{b} \gg L_{c}$ for instance in case of convection between two plates:


## LOCAL CONVECTION

## Point Source of Heat

We consider a plume (a continuous buoyant jet) above a point which provides a constant heat flux. We assume the plume to be fully turbulent, with a very high Reynolds number $R e=U L / \nu$, where $U$ and $L$ are respectively the typical velocity and length scale, and $\nu$ is the viscosity. We also assume that the ambient fluid is infinite and homogeneous.

Experimentally, it has been observed that if Re is sufficiently high, the flow becomes independent of its value. So we assume $R e=\infty$ and that the effect of turbulent mixing is dominant compared to molecular diffusion. We thus neglect the viscosity and the thermal diffusion.


## External Parameter

In this approximation, the external quantities are:
-- the gravity $g$

- the temperature flux $F_{T}$
- the thermal expansion coefficient $\beta$

These lead physically to only one relevant external parameter, the buoyancy flux:

$$
F_{0}=g \beta F_{T} \quad\left[L^{4} t^{-3}\right]
$$

Dimensional Analysis

As we neglect the viscosity, and the thermal diffusion, the only length scale at a high $z$ is $=$ itself. So we can only use $F_{0}$ and $z$ in order to build the other quantities. As the plume is turbulent, we look only at the time average of the different quantitics. Whe only way to obtinin a velocity is to use the quantity

$$
F_{0}^{t}=-\frac{t}{} \quad\left(\left[t^{-2}\right)\right.
$$

Thus the time average velocity is:

$$
\bar{w}=F_{0}^{1} z^{-t} \cdot \text { Function }(r / R)
$$

where $r$ is the radial
As is usual in
(4)
the radius of the plume. , we thus take the typical velocity as:

$$
\bar{\omega} \propto F_{0}^{t}=-\frac{1}{i}
$$

with a coefficient of order 1.
In the same way, we write the buoyancy as:

$$
\bar{B} \propto F_{0}^{\frac{1}{2} z^{-3}} \quad\left[L t^{-2}\right]
$$

and the radius of the plume:

$$
\bar{R} \propto z
$$

Of course, all these arguments work only because we assume a infinite fluid without viscosity and molecular diffusion, i.e. without any other length scale than $z$.

But experimentally, these arguments work even in a closed room, as Yih measured in 1951:

$$
\bar{w}=4.7 F_{0}^{\ddagger} z^{-\frac{1}{2}} \exp \left(-96 r^{2} / z^{2}\right)
$$

One can remark that the mass flux increases with height as

$$
\overline{w R^{2}} \propto z^{\frac{1}{t}}
$$

This result is characteristic of turbulent convection can be explaised by the entrainment of the ambient air by the turbulent motion.


Dimensional analysis gives $\bar{w}$ and $\bar{B}$ becoming infinite when $z$ goes to zero, but this just comes from the assumption of a point source of heat. In a laboratory experiment, the source has a finite dimension; the theory can be corrected by definition of a virtual origin.

Notes by Jim Countryman and Stephane Douady

## 2. OTHER BUOYANT PLUMES AND THERMALS

First, recall the results from the previous lecture for a dry convecting plume. Scale analysis led to the following relationships: $R \sim z, B \sim z^{-5 / 3} F_{0}^{2 / 3}, w \sim\left(F_{0} / z\right)^{1 / 3}$. From these relationships we can calculate that the mass flux must be $M F \sim w R^{2} \sim z^{3 / 3}$. This increase in mass flux is interpreted as entrainment by the plume of the ambient fluid, which then acquires finite buoyancy by mixing with the plume fluid. Rouse, Yih, and Humphreys (1952) performed plume experiments to confirm these similarity solutions, and succeeded in finding mean plume properties that fit the following expressions:

$$
\begin{gathered}
\bar{w}=4.7(F / z)^{1 / 3} \exp \left(-96 r^{2} / z^{2}\right) \\
B=g \overline{\left(T-T_{0}\right)} / T_{0}=11.0 F_{0}^{2 / 3} z^{-3 / 3} \exp \left(-71 r^{2} / z^{3}\right)
\end{gathered}
$$

which are in agreement with the dimensional analysis.
Now consider a line source of buoyancy, with flux per unit length, $F_{0}$. In analogy with a point source, $F_{0}$ is the relevant dimensional parameter. The dimensions of $F_{0}$ are $L^{3} t^{-3}$, which implics $t \sim z f_{0}^{-1 / 3}$. Thus in this case dimensional analysis yields

$$
\begin{align*}
& w \sim F_{0}^{1 / 3} \quad \text { (independent of } z \text { ) } \\
& B \sim F_{0}^{2 / 3} z^{-1}  \tag{2.1}\\
& R \sim z
\end{align*}
$$

Notice that $w$ and $B$ do not fall off with height as quickly as in the point source case, due to the loss of one dimension.

Consider the case of two parallel line sources, each of strength $F_{0}$. For large $z$ we expect that the two lines will be indistinguishable from a single line of double strength $2 F_{0}$. (See figure.) Experimentally, the two plumes entrain each other at surprisingly small $z$, giving the appearance of a single plame.

Now we will reexamine a point source of buoyancy, but this time it will also be a point source in time (i.e., a flash or explosion). The resulting buoyant cloud is called a thermal. In this case, the relevant dimensional parameter is the volume-integrated buoyancy, which we denote by $Q$. The dimensions of $Q$ are $L^{4} / t^{2}$, which implies $t \sim z^{2} Q^{-1 / 2}$. Dimensional analysis yields

$$
\begin{align*}
& w \sim Q^{1 / 2} z^{-1} \\
& B \sim Q z^{-3}  \tag{2.2}\\
& R \sim z
\end{align*}
$$

The thermal experiences a greater fall off with height of $w$ and $B$ than does the steady plume, due to the gain of one dimension (time). Notice that the mass flux $w R^{2} \sim z$ again increases with height, implying entrainment. In this case both the drag due to entrainment and the loss of buoyancy with height ( $B \sim z^{-3}$ ) act to slow down the rate of ascent of the thermal.


Mean isotherms and streamlines for turbulent convection due to two parallel line sources located at the left and right boundaries (after Rouse, Baines, and Humphreys, 1953)

We now leap into a new regime. What happens if we have a local source of heat in a stratified fluid? We introduce a stratification parameter

$$
\begin{equation*}
N^{2} \equiv \frac{g}{\bar{\alpha}} \frac{\partial \bar{\alpha}}{\partial z} \tag{2.3}
\end{equation*}
$$

The quantity $N$ has the dimensions of $1 / t$ and is known as the Brunt-Väisala frequency. It corresponds to the frequency of oscillations of gravity waves, i.e., waves whose restoring force is due to buoyancy variations. There is now an external tirne scale $t \sim 1 / N$, and hence similarity solutions like those above derived from dimensional analysis may not exist.

Now return to the case of a thermal, but this time embed it in a stratified medium. A length scale based on the two relevant dimensional parameters may be found for the problem: $L \sim\left(Q / N^{2}\right)^{1 / 4}$. This is related to the height the thermal will reach before it becomes neutrally buoyant (i.e., how high the mushroom cloud goes).

The seminal paper on this subject was written by Morton, Taylor and Turner in 1056, and the following approach is based on that work. Borrowing from the results of dimensional unalysis, we assume first that the radial profiles of the thermal are geonetrically similar at all heights $z$ (i.e., the plume behaves locally as a true similarity plume). Second, we define entrainment as a horizontal influx of ambient fluid moving at speed $\bar{T}$, and assume

$$
\begin{equation*}
\bar{u}=-\alpha w \tag{2.4}
\end{equation*}
$$

where $\alpha$ is an entrainment coefficient.
Characterize the thermal by some mean radius $R(z)$, and assume spherical geometry. Also make the Boussinesq approximation that density contrasts are negligible unless multiplied by $g$. Then the rate at which mass increases is

$$
\begin{align*}
\frac{d}{d t}\left(\frac{4}{3} \pi R^{3}\right) & =\left(4 \pi R^{2}\right)(-\bar{u})  \tag{2.5}\\
& =\left(4 \pi R^{2}\right)(\alpha w)
\end{align*}
$$

We may write the momentum equation as:

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{4}{3} \pi R^{3} w\right)=\frac{4}{3} \pi R^{3} B \tag{2.6}
\end{equation*}
$$

Finally, conservation of heat yields:

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{4}{3} \pi R^{3} T_{b}\right)=\left(4 \pi R^{2}\right)(\alpha w) T_{a} \tag{2.7}
\end{equation*}
$$

where $T_{a}$ and $T_{b}$ are the temperatures of the ambient fluid and the thermal, respectively. By combining equations (2.5) and (2.7) we can find an expression for the time rate of change of buoyancy $B$ :

$$
\begin{align*}
\frac{d}{d t}\left(\frac{4}{3} \pi R^{3} T_{b}\right) & =T_{a} \frac{d}{d t}\left(\frac{4}{3} \pi R^{3}\right) \\
& =\frac{d}{d t}\left(\frac{4}{3} \pi R^{3} T_{a}\right)-\frac{4}{3} \pi R^{3} \frac{d T_{a}}{d t} \\
\Rightarrow \frac{d}{d t}\left(\frac{4}{3} \pi R^{3}\left[T_{b}-T_{a}\right]\right) & =-\frac{4}{3} \pi R^{3} w \frac{d T_{a}}{d z} \tag{2.8}
\end{align*}
$$

where we have used $\frac{d}{d l}=w \frac{d}{d x}$. Multiply eqn. (2.8) by $g / \bar{T}_{a}$, use $B=g \beta \Delta T=g\left(T_{b}-\right.$ $\left.T_{a}\right) / \bar{T}_{a}$ (with $\beta \approx 1 / \bar{T}_{a}$ for an ideal gas). This gives

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{4}{3} \pi R^{3} B\right)=-\frac{4}{3} \pi R^{3} w N^{2} \tag{2.9}
\end{equation*}
$$

with

$$
N^{2}=\frac{g}{\bar{T}_{a}} \frac{\partial T_{a}}{\partial z}
$$

To solve the set of equations (2.5), (2.6) and (2.9) make the substitution $\frac{d}{d t}=w \frac{d}{d a}$. The results are as follows:

$$
\begin{align*}
& R=\alpha z \\
& B=-\frac{1}{4} N^{2} z+\frac{3 Q}{4 \pi \alpha^{3}} z^{3}  \tag{2.10}\\
& w=-\frac{1}{16} N^{2} z^{2}+\frac{3 Q}{8 \pi \alpha^{3} z^{2}}
\end{align*}
$$

Note that we recover the unstratified results if $N=0$.


The solutions for the dimensionless radius $(R)$, height $(x)$, buoyancy ( $\Delta$ ), and vertical velocity ( $u$ ) of a thermal in a uniform stably stratified fluid (from Morton, Taylor, and Turner, 1956)

The maximum height reached by the thermal, $z_{\text {max }}$, is given by

$$
\begin{equation*}
z_{\mathrm{max}} \equiv z(w=0)=\left(\frac{6 Q}{\pi \alpha^{3} N^{2}}\right)^{1 / 4} \tag{2.11}
\end{equation*}
$$

The height at which the buoyancy of the thermal drops to zero, $z_{\text {fnal }}$, is given by

$$
\begin{equation*}
z_{\mathrm{fanl}} \equiv z(B=0)=\left(\frac{3 Q}{\pi \alpha^{3} N^{2}}\right)^{1 / 4}=0.84 z_{\max } \tag{2.12}
\end{equation*}
$$

[Note the presence of the length scale $L \sim\left(Q / N^{2}\right)^{1 / 4}$.]


Measurements of the final height above the release point of a buoyant thermal in a stably stratified ambient fluid. The linear regression line is drawn in and the dashed lines represent twice the standard deviation. (from Morton, Taylor, and Turner, 1956)

Since $x_{\text {mas }}>x_{\text {finat }}$, we see that the thermal initially overshoots its equilibrium height. It then executes a damped oscillation about $x$ finat.

The entrainment coefficient $\alpha$ may be deduced from observations using either eqns. (2.11), (2.12), or (2.10a). Woodward (1959) ferformed experiments with laboratory thermals and found that the the' nals transverse a cone of half angle $15^{\circ}$, corresponding to $\alpha$ $=0.27$. Using eqn. (2.12) ML $\approx=$; Taylor, and Turner determined experimentally that $\alpha$ $=.285$, which is consistent with the value of Woodward and seems to be representative of most buoyant thermals.

To summarize, the main features of dry local convection include entrainment, linear (conical) expansion of radius with height, and a limiting height in the case of stratification. Later, when we examine the nature of cumulus convection, we will observe dramatically different phenomena.

We now move on to the topic of global convection. The paradigm is the convection of a homogeneous fluid between parallel plates, known as Rayleigh convection. The plates are assumed to be held at constant temperatures $T_{1}$ and $T_{2}$ (this assumes infinite heat conductivity for the plates) and separated by a distance $d$ :


We specify the lower plate temperature $T_{2}$ to be hotter than the upper plate temperature $T_{1}$. For small $\Delta T \equiv T_{2}-T_{1}$, heat is transported by molecular diffusion and there is no convection. Above a certain critical $\Delta T$ convection begins. The basic parameters of the problem are the buoyancy $g \beta \Delta T, d, \nu$, and $\kappa$, where the latter two variables are the viscosity and thermal diffusivity. The problem has two independent non-dimensional parameters, conventionally taken to be

$$
\begin{equation*}
R a=\frac{g \beta \Delta T d^{3}}{\nu \kappa}, \quad \text { the Rayleigh number } \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma=\nu / \kappa, \quad \text { the Prandtl number } \tag{2.14}
\end{equation*}
$$

The Ra can be interpreted as the ratio of convective heat flux to molecular heat flux, while $\sigma$ is the r-tio of the characteristic time seales for the diffusion of heat versus the diffusion of momentum by molecular processes.

The ratio of $R a$ and $\sigma$ is

$$
\begin{equation*}
\frac{R a}{\sigma}=\frac{g \beta \Delta T d^{3}}{\nu^{2}} \tag{2.15}
\end{equation*}
$$

For laminar flow, where there is a balance between buoyancy and viscosity, $B=g \beta \Delta T$ scales as $w_{0} \nu / d^{2}$, which implies:

$$
\begin{equation*}
\frac{R a}{\sigma} \sim \frac{w_{0} d}{\nu} \equiv R e, \quad \text { the Reynolds number }=\frac{g \beta \Delta T d^{3}}{\nu^{2}} \tag{2.16}
\end{equation*}
$$
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## 3. GLOBAL CONVECTION

## Rayleigh - Benard Convection

We will examine a thin, horizontal layer of fluid between two infinite plates. The lower plate is at a higher tempernture than the upper boundary so that a negative heat gradient exist through the fluid. At wenk enough values of the gradient the heat exchange is carried by molecular diffusion. Ȧs the gradient is incrensed in magnitude, con-ective cells form.


Empirically, it has been found that the aspect ratio of the depth of the fluid to the width of the convective cells is of the order of $1: 1$; while atmospheric convection has aspect ratios ranging from 1:30 up to 1:00. This, to date, has not been explained satisfactorily.

The problem of Rayleigh-Benard convection can be completely specified through the four physical parameters of the problem;
d - depth of the layer
$\nu$ - molecular diffusivity
$\kappa$ - thermal diffusivity
$g \beta \Delta T$ - maximum buoyancy differential
It is assumed that parallel plates are perfectly conducting so that $T_{1}$ and $T_{2}$ remain uniformly constant with $T_{1}<T_{2}$. By the Buckingham $\mathrm{P}_{i}$ theorem, the problem may be described by two independent non- dimensional parameters. Classically these are:

$$
\begin{gather*}
R a \equiv \frac{g \beta \Delta T d^{3}}{\nu \kappa}--- \text { Rayleigh number }  \tag{3.1}\\
\sigma \equiv \frac{\nu}{\kappa}--- \text { Prandtl number } \tag{3.2}
\end{gather*}
$$

Experimentally, it has been shown that the fluid remains stationary until the Rayleigh number exceeds a critical number, at which point steady, convective overturning begins.

The Rayleigh number may be interpreted in various ways. For a laminar flow it is identical to the Nusselt number, $N u$, the ratio of convective to conductive heat flux. Since
the flow is laminar, convective motions will be on the same scale as molecular diffusion motions. The equivalence of these buoyant forces $B$ is made here:

$$
\begin{gather*}
B \sim g \beta \Delta T \sim w_{c} \frac{\nu}{d^{2}}  \tag{3.3}\\
H_{\text {conv }}=B w_{c} \quad \text { convective flux }  \tag{3.1}\\
H_{\text {cond }}=\kappa \frac{B}{d} \quad \text { conductive flux }  \tag{3.5}\\
N u=\frac{w_{c} d}{\kappa}=\frac{g \beta \Delta T d^{3}}{\nu \kappa}=\text { Rayleigh number } \tag{3.6}
\end{gather*}
$$

One may also define the Reynolds number for a measure of the local hydrodynamic stability of the cells.

$$
\begin{equation*}
R_{l}=\frac{w_{c} d}{\nu}=\frac{R a}{\sigma} \tag{3.7}
\end{equation*}
$$

Although Rayleigh-Benard convection is not a new problem, it is still the focus of current research especially for the transition to chaos and turbulence. One is referred to Physics Today, June, 1988. A group at the Univ. of Chicago [Heslot et. al. 1987] has obtained a Rayleigh number on the order of $10^{11}$.

The problem is too complicaied to have an exact analytic solution. Different approaches have been made to provide limited insight into the behavior of the convection. Linear analysis about the ateady gradient solution has been valuable in determining the critical Rayleigh number and the initial motions of convection. Finite amplitude nonlinear theory can predict the first few transitions, and finally, a highly truncated spectral method may illuminate the general nature of the system although it isn't overly accurate. Since the interactions within the system are highly non-linear, there is a breakdown in the analysis with any of these simple methods.

## A. Brief Review of the Linear Analysis

As mentioned earlier, linear analysis entails expanding the variables about a known solution. The steady, diffusive solution is:

$$
\begin{gather*}
v=0  \tag{3.8a}\\
T=T_{1}+\left(T_{2}-T_{1}\right)\left(\frac{z}{d}\right) \tag{3.8b}
\end{gather*}
$$

The expanded variables are placed in the Boussinesq equations. The steady state equations are then subtracted off leaving:

$$
\begin{gather*}
\frac{\partial \mathbf{v}^{\prime}}{\partial t}=-\alpha_{0} \nabla p^{\prime}+B^{\prime} \hat{k}+\nu \nabla^{2} \mathbf{v}^{\prime}  \tag{3.9a}\\
\frac{\partial B^{\prime}}{\partial t}-w \frac{\partial \bar{B}}{\partial z}=\kappa \nabla^{2} B^{\prime} \tag{3.9b}
\end{gather*}
$$

$$
\begin{equation*}
\nabla \cdot v^{\prime}=0 \tag{3.9c}
\end{equation*}
$$

where $\bar{B}=\left[g\left(T_{2}-T_{1}\right)=\right] /\left[0.5\left(T_{2}+T_{1}\right) d\right]$ is the steady state buoyancy.
A diffusive sealing is then introduced.

$$
\begin{align*}
\left(x^{\bullet}, y^{\bullet}, z^{\bullet}\right) & =d(x, y, z) \\
t^{\bullet} & =\left(d^{2} / \nu\right) t \\
\mathbf{v}^{\prime \bullet} & =(\nu / d) v  \tag{3.10}\\
\alpha_{0} p^{\prime \bullet} & =\left(\nu^{2} / d^{2}\right) p \\
B^{\prime \bullet} & =g \beta \Delta T \sigma B
\end{align*}
$$

The domain is $0<z<1$ and $t>0$.
The equations may now be simplified to contain the two non-dimensional parameters.

$$
\begin{gather*}
\frac{\partial v}{\partial t}=-\nabla p+R a B \hat{k}+\nabla^{2} v \\
\sigma \frac{\partial B}{\partial t}-w=\nabla^{2} B  \tag{3.11}\\
\nabla \cdot v=0
\end{gather*}
$$

By eliminating $p$ and $B$, the problem may be further reduced to the sixth order equation:

$$
\begin{equation*}
\left(\sigma \frac{\partial}{\partial t}-\nabla^{2}\right)\left(\frac{\partial}{\partial t}-\nabla^{2}\right) \nabla^{2} w=R a \nabla_{2}^{2} w \tag{3.12}
\end{equation*}
$$

where

$$
\nabla_{2}^{2} \equiv \frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}
$$

Two different sets of boundary conditions may be imposed as either a free-slip condition at the two plates, or no-slip boundaries.

$$
\begin{align*}
& w(0)=0, w(1)=0  \tag{3.13}\\
& B(0)=0, B(1)=0 \tag{3.14}
\end{align*}
$$

Free-slip:

$$
\begin{equation*}
u_{x}(0)=v_{x}(0)=0, u_{x}(1)=v_{x}(1)=0 \tag{3.15}
\end{equation*}
$$

No-slip:

$$
\begin{equation*}
u(0)=v(0)=0, u(1)=v(1)=0 \tag{3.16}
\end{equation*}
$$

The order of the problem is reduced from eighth order to sixth by the symmetry in the horizontal plane.

A Fourier series solution is sought for (3.12) with normal modes of the form:

$$
\begin{equation*}
w=\operatorname{Re}\left(\iint_{-\infty}^{\infty} w_{1}(z) \exp \left[\omega\left(K_{z}, K_{y}\right) t+\imath\left(K_{z} x+K_{y} y\right)\right] d K_{z} d K_{y}\right) \tag{3.17}
\end{equation*}
$$

wish a complex $\omega$. Note if $\omega_{r}=0$ then the solution is marginally stable. If $\omega_{r}>0$ then the convection is characterized by unstable growth. If $\omega_{2}=0$ then the solution has the form of stationary convection; otherwise the convection is oscillatory. In this problem, it may be shown that $\omega_{i}=0$, for $\omega_{r}>0$.

To prove this, the Fourier solution is substituted into (3.12). The xesulting eguation for $w:$

$$
\begin{equation*}
\left(\sigma \omega+K^{-2}-D^{2}\right)\left(\omega+K^{-2}-D^{2}\right)\left(K^{-2}-D^{2}\right) w_{1}=R a K^{-2} w_{1} \tag{3.18}
\end{equation*}
$$

where

$$
K^{2} \equiv K_{x}^{2}+K_{y}^{2} \quad D^{2} \equiv \frac{\partial^{2}}{\partial z^{2}}
$$

is multiplied by $w_{i}^{\circ}$, the result is integrated over the vertical extent, making use of integration by parte and the bonndary conditions, and the imaginary part is taken. The result is

$$
\begin{equation*}
\omega_{i} \int_{0}^{1} K^{2}\left[2 \sigma \omega_{r}+K^{-2}(1+\sigma)\right]\left|w_{1}\right|^{2}+\left[2 \sigma \omega_{r}+2 K^{-2}(1+\sigma)\right]\left|D w_{i}\right|^{2}+(1+\sigma)\left|D^{2} w_{1}\right|^{2}=0 \tag{3.10}
\end{equation*}
$$

Thus $\omega_{i}=0$. One then goes back to (3.12) and examines the case $\omega_{i}=0$ to find the marginal Rayleigh number from:

$$
\begin{equation*}
\left(K^{2}-D^{2}\right)^{3} w_{1}=R a K^{2} w \tag{3.20}
\end{equation*}
$$

A solution that satisfies frec-slip boundaries is $w_{1}=\sin (n \pi z)$. Make the substitution to find

$$
\begin{equation*}
R a=\frac{\left(K^{-2}+n^{2} \pi^{2}\right)^{3}}{K^{2}} \tag{3.21}
\end{equation*}
$$

then minimize with respect to $n$ and $K$.
The minimum Rayleigh number occurs when $n$ equals 1 . Thus,

$$
\begin{equation*}
K_{m}^{2}=\pi^{2} / 2 \quad \text { i.c., } K_{m}=2.22, \quad \pi / K_{m}=1.42, \quad R a_{\text {crit }}=\frac{27}{4} \pi^{4} \approx 657.5 \tag{3.22}
\end{equation*}
$$

Similarly one may work through the no-slip boundary conditions (see Chandrasckhar, 1962) to get

$$
\begin{equation*}
R_{a_{\text {crit }}} \simeq 1708, \quad K \simeq 3.12, \quad \text { and } \quad \pi / K \simeq 1.01 \tag{3.23}
\end{equation*}
$$

Here $K_{F}$ is fixed but $K_{x}$ and $K_{y}$ may vary accordingly. Note that for the rigid boundaries the aspect ratio is closer to $1: 1$, with a higher critical Rayleigh number.

The cells formed should fill the plane. Two-dimensional rolls are common. To have a regular polygon evenly fill the surface one must have an internal angle of $\pi(1-2 / N)$ where $N$ is the number of sides of the polygon. If $M$ such angles must fit together at a point then:

$$
2 \pi=M 2 \pi(1-2 / N)
$$



The only integral solutions to this equation are $N=3,4 \& 6$. In convection, regular hexagons ( $N=6$ ) are usually observed. The range of validity of this solution is limited. Results of Krisnamurti [1970] show distinct transitions in the felation between the nondivergent heat flux (Nusselt number) and the Rayleigh number.


For high Rayleigh numbers the flow is highly turbulent and a relation of $N u \sim R a^{1 / 3}$ has been observed.

For Rayleigh numbers beyond this range coherent structures have been observed.

## The Effect of Mean Shear Upon Convection

The Rayleigh-Benard problem may be extended to include mean vertical shear. Here we consider the inviscid problem for simplicity. Consider a basic flow between two horizontal plates with velocity $U(z)$ in the $x$-direction and imaginary buoyancy frequency $N(z)$ (so that $N^{2}>0$ corresponds to unstable stratification).

$$
\frac{1}{1 / 1 / 1 / 1 / 1 / 1 /}
$$

$$
z=H, T=T_{1}
$$

$$
T_{2}>T_{1}
$$

$$
Z=0, \quad T=T_{2}
$$

For small perturbations to this state the linearized equations governing Bcussinesq, inviscid, adiabatic motions are

$$
\begin{align*}
u_{t}+U u_{z}+w U_{z} & =-\alpha_{0} p_{z}  \tag{3.24a}\\
v_{t}+U v_{z} & =-\alpha_{0} p_{y}  \tag{3.24b}\\
w_{i}+U w_{z} & =-\alpha_{0} p_{z}+B  \tag{3.24c}\\
B_{t}+U B_{z} & =N^{2} w  \tag{3.24d}\\
u_{z}+v_{y}+w_{z} & =0 \tag{3.24e}
\end{align*}
$$

where $u, v$, and $w$ are the eastward, northward and upward velocities and $p$ and $B$ are the pressure and buoyancy perturbations. $\alpha_{0}$ is a mean specific volume. From these we can derive some integral relations which show that the horizontally divergent part of the flow cannot extract energy from the mean shear when $N^{2}>0$ unless $U_{z z}$ is nonzero.

We divide the horizontal motion into an irrotational part (subscript i) and a nondivergent part (subscript $n$ ) as follows:

$$
\begin{align*}
& u=u_{i}+u_{n}  \tag{3.25}\\
& v=v_{i}+v_{n}
\end{align*}
$$

where

$$
\begin{equation*}
\frac{\partial v_{i}}{\partial x}-\frac{\partial u_{i}}{\partial y}=0 \tag{3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial u_{n}}{\partial x}+\frac{\partial v_{n}}{\partial y}=0 \tag{3.27}
\end{equation*}
$$

By multiplying (3.24a), (3.24b) and (3.24c) by $u_{i}, v_{i}$ and $w$ respectively, adding, then averaging vertically between the plates and horizontally over one full period of the disturbance in $x$ and $y$, we obtain

$$
\begin{equation*}
\frac{1}{2}\left(\overline{u_{i}^{2}}+\overline{v_{i}^{2}}+\overline{w^{2}}\right)_{i}=\overline{w B}-\overline{U_{x} u_{i} w} \tag{3.28}
\end{equation*}
$$

where an overbear indicates a volume average. Similarly, multiplying (3.24a) and (3.24b) by $u_{n}$ and $v_{n}$, adding, and averaging gives

$$
\begin{equation*}
\frac{1}{2}\left(\overline{u_{n}^{2}}+\overline{v_{n}^{2}}\right)_{t}=-\overline{U_{x} u_{n} w} \tag{3.29}
\end{equation*}
$$

These are the energy equations for the divergent and non-divergent parts of the flow respectively. Note (3.28) does not depend on the non-divergent part of the flow and ( 5.29 ) does not depend on the buoyancy.

We can also derive an expression for the shear energy generation term $-\overline{U_{x} u_{i} w}$. The solution to the linear system (3.24a) to (3.24b) will be a superposition of modes of the form:

$$
\begin{equation*}
\eta=\operatorname{Re}\left[\hat{\eta}(z) e^{\alpha t} e^{1 k(z-c t)+u t y}\right] \tag{3.30}
\end{equation*}
$$

for each dynamical variable $\eta$. After eliminating $\hat{u}, \hat{v}, \hat{p}$, and $\hat{B}$ we are left with an equation for $\hat{w}$ :

$$
\begin{equation*}
s\left(\frac{d^{2} \hat{w}}{d z^{2}}-\lambda^{2} \hat{w}\right)=-\frac{\lambda^{2} N^{2} \hat{w}}{s}+\imath k U_{x x} \hat{w} \tag{3.31}
\end{equation*}
$$

Here $\lambda^{2} \equiv k^{2}+l^{2}$ is the total wavenumber squared and $s \equiv \sigma+a k(U-c)$.
Now we follow Howard (1961) in defining a new complex variable

$$
\begin{equation*}
h \equiv s^{n-1} \hat{w} \tag{3.32}
\end{equation*}
$$

$n$ is any real number. Substitute this in (3.31) and multiply by $h^{\bullet} / s^{n}$, where ${ }^{\bullet}$ means complex conjugate, then integraie vertically between the plates. Integrating by parts where appropriate and using the boundary condition that $\hat{w}$ and hence $h$ vanish at $z=0$ and $z=H$, we obtain

$$
\begin{gather*}
\int_{0}^{H}\left[s^{2(1-n)}\left|\frac{d h}{d z}\right|^{2}+\left\{n(1-n) s^{-2 n}\left(\frac{d s}{d z}\right)^{2}+n s^{1-2 n} \frac{d^{2} s}{d z^{2}}+\lambda^{2} s^{2(1-n)}-\lambda^{2} N^{2} s^{-2 n}\right\}|h|^{2}\right] d z \\
=0 \tag{3.33}
\end{gather*}
$$

In the particular case when $n=1$ so that $h=\hat{w}$ the real part of this integral gives

$$
\begin{equation*}
\int_{0}^{H}\left[\left|\hat{w}_{x}\right|^{2}+\lambda^{2}|\hat{w}|^{2}+\frac{|\hat{w}|^{2}}{|s|^{2}}\left\{k^{2}(U-c) U_{x x}-\frac{\lambda^{2} N^{2}\left(\sigma^{2}-k^{2}(U-c)^{2}\right)}{|s|^{2}}\right\}\right] d z=0 \tag{3.34}
\end{equation*}
$$

We can obtain a second integral relation by multiplying equation (3.31) by $\hat{w}^{*}$ and integrating between the plates:

$$
\begin{equation*}
\int_{0}^{H}\left[\frac{d s}{d z} \hat{w}^{*} \frac{d \hat{w}}{d z}+s\left|\frac{d \hat{w}}{d z}\right|^{2}+\left(\lambda^{2} s+i k U_{x x}-\frac{\lambda^{2} N^{2}}{s}\right)|\hat{w}|^{2}\right] d z=0 \tag{3.35}
\end{equation*}
$$

Using the mass continuity equation (3.24e) and the irrotational relation (3.26) the first term in the integral can be expressed as

$$
\begin{align*}
\hat{w}^{*} \frac{d s}{d z} \frac{d \hat{w}}{d z} & =-\hat{w}^{*} \imath k U_{x}\left(\imath k \hat{u}_{i}+\imath l \hat{v}_{i}\right)  \tag{3.36}\\
& =U_{x} \lambda^{2} \hat{w}^{*} \hat{u}_{i}
\end{align*}
$$

But, using (3.30), the shar generation term in (3.28) can be written

$$
\begin{equation*}
-\overline{U_{2} u_{i} w}=-\frac{1}{2 H} \operatorname{Re}\left[\int_{0}^{n} U_{z} w^{\bullet} \hat{u}_{i} d z\right] \tag{3.37}
\end{equation*}
$$

Substituting from (3.36) and (3.35) gives

$$
\begin{equation*}
-\overline{\Pi_{i} u_{i} w}=\frac{\sigma}{2 H \lambda^{2}} \int_{0}^{\prime \prime}\left[\left|\frac{d \bar{w}}{d \bar{z}}\right|^{2}+\lambda^{2}|\dot{w}|^{2}-\frac{\lambda^{2} N^{2}|\bar{u}|^{2}}{|s|^{2}}\right] d z \tag{3.3S}
\end{equation*}
$$

Combining this with (3.34) to eliminate the first two terms in the integral yields

$$
\begin{equation*}
-\overline{U_{:} u_{i} \omega}=-\frac{\sigma \lambda^{2}}{2 H} \int_{0}^{\prime \prime} \frac{|\hat{w}|^{2}}{|s|^{2}}\left[\frac{U_{: ~}}{\lambda^{2}}(U-c)+\frac{2 N^{2}(U-c)^{2}}{|s|^{2}}\right] d z \tag{3.39}
\end{equation*}
$$

From this we can conclude that for growing disturbances ( $\sigma>0$ ) in constant shear flow ( $U:=0$ ) with unstable stratification everywhere $\left(N^{2}>0\right)$ the divergent circulation always gives up kinctic energy to the mean flow (unless convection occurs in rolls aligned with the shear so that there is no transfer of kinetic energy to or from the divergent circulation).

We can derive a similar expression for the gencration term in the non-divergent kinetic energy budget. Start by taking the curl of the horizontal momentum equations (3.24a) and (3.24b) to climinate the irrotational velocity:

$$
\begin{equation*}
s\left(k \hat{v}_{n}-l \hat{u}_{n}\right)=l \hat{w} U_{z} \tag{3.40}
\end{equation*}
$$

Then climinate $\hat{v}_{n}$ using (3.2i):

$$
\begin{equation*}
\hat{u}_{n}=-\frac{l^{2}}{s \lambda^{2}} \hat{v} U= \tag{3.44}
\end{equation*}
$$

Then the shear generation term in (3.32) can be written

$$
\begin{align*}
-\overline{U_{2} u_{n} w} & =-\frac{1}{2 H} \operatorname{Re}\left[\int_{0}^{H} U_{z} \hat{u}_{n} \hat{w}^{*} d z\right]  \tag{342}\\
& =\frac{\sigma}{2 H} \int_{0}^{H} \frac{l^{2}}{\lambda^{2}} \frac{|\hat{w}|^{2}}{|s|^{2}} U_{z}^{2} d z
\end{align*}
$$

So the non-divergent part of a growing disturbance always extracts energy from a mean flow with shear. However, from (3.28), this can never find its way into the vertical circulation.
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## 4. MOIST TIIERMODYNAMICS.

This lecture introduces the definitions and basic concepts involved in moist thermodynamics. This includes the definition of the cloud specific volume and virtual temperature. The first law of thermodynamics is used to derive a buoyanay variable called $\theta_{v}$ which is conserved in the absence of phase changes. By considering phase equilibria a criterion for condensation to occur on displacing at parcel of air is developed from the ClausiusClapeyron equations. A conserved entropy in the case in which phase changes may oceur is also defined.

In this lecture we assume that all condensed water is falling at its terminal velocity and so we can ignore the acceleration of condensate relative to the air. We now define a number of properties of the system which will be useful in describing moist thermodynamics.

## Thermodynamic Quantities

## Specific Volume

We define the specific volume of the material, $\alpha$, to be the ratio of the volume, $V$, to the mass $M$ of the moist and cloudy air,

$$
\alpha=\frac{V}{M}
$$

where $M=M_{d}+M_{v}+M_{r}$ with the subscripts $d=$ dry air, $v=$ vapor and $c=$ condensate.
Similarly, we define $a_{d}$ to be the specific volume of dry air and $\alpha_{l}$ to be the specific volume of the water condensate to give

$$
\alpha=\frac{\alpha_{d}+\mid \alpha_{l}}{1+m+l}
$$

where $m$ is the ratio of the mass of water vapor to that of dry air and $l$ is the ratio of the mass of condensate to that of dry air. The quantity $Q=m+l$ is the total water (vapor and condensate) and this is conserved in a reversible process. We note here that the ratio $l \alpha_{l} / \alpha_{d}$ is very small, of order $10^{-6}$, and so the partial volume of the water condensate is negligible.

## Virtual Temperature

We may write the specific volume in terms of $p_{d}$, the partial pressure of the dry air, as $\alpha_{d}=R_{d} T / p_{d}$ where $R_{d}$ is the gas constant for the dry air and $T$ the temperature. This alternative definition gives rise to the concept of a virtual temperature, $T_{v}$, which is the temperature giving the atmospheric density when used in conjunction with the perfect gas law for dry air. If we choose $\alpha$ to satisfy

$$
\alpha=\frac{R_{d} T_{v}}{p}
$$

then

$$
T_{v}=T \frac{p}{p_{d}} \frac{1}{1+Q}
$$

where $p$ is the total pressure in the cloud. If $e$ is the partial pressure of the water vapor then

$$
\frac{p}{p_{d}}=\frac{p}{p-c}=\frac{p_{d}+c}{p_{d}}
$$

Since the ratio of the mass of water vapor to the mass of dry air $m=M_{v} / M_{d}=\alpha_{d} / \alpha_{v}=$ cc/pd where $\epsilon \equiv R_{d} / R_{v}=0.622$ for the atmosphere, we have $p / p_{d}=1+(m / c)$ and the expression for the virtual temperature becomes

$$
T_{v}=T \frac{1+(m / \epsilon)}{1+Q}
$$

Moist air without condensate is thus less dense than dry air at the same temperature. This has important consequences. For example, the buoyancy flux from the ocean in the tropics is introduced by moistening not by heating.
Buoyancy Variable $\theta_{0}$
For moist air without condensate, the first law of thermodynamics gives us

$$
\left(M_{v}+M_{\alpha}\right) d q=\left(M_{d} c_{p d}+M_{v} c_{p v}\right) d T-v d p
$$

and so

$$
d q=c_{p}^{\prime} d T-\alpha d p
$$

where

$$
c_{p}^{\prime}=c_{p d} \frac{1+m\left(c_{p v} / c_{p d}\right)}{1+m}
$$

We may write this in terms of virtual temperature as

$$
d q=c_{p}{ }^{\prime \prime} d T_{v}-\alpha d p
$$

where

$$
c_{p}{ }^{\prime \prime}=c_{p d} \frac{1+m\left(c_{p v} / c_{p d}\right)}{1+(m / \epsilon)}=c_{p d}(1+0.24 m)
$$

where we have ignored the volume occupied by the condensate.
Now, in an adiabatic process $d q=0$ and so

$$
c_{p}^{\prime \prime} d T_{v}=R_{d} T_{v} d \log (p)
$$

from which we may define the variable $\theta_{v}$,

$$
\theta_{v}=T_{v}\left(\frac{p_{0}}{p}\right)^{\left(R_{\alpha} / c_{p}^{\prime \prime}\right)}
$$

which is a constant along an adiabat. Note that $c_{p}^{\prime \prime}$ is similar to $c_{p d}$ as $m \leq 0.025$, even in the tropics.

We may internet $\theta_{v}$ as a buoyancy variable. In the tropics it is observed that $\theta_{v}$ is approximately constant in the region $10-500 \mathrm{~m}$ above the ocean. This layer is convectively adjusted, and although other conserved properties may not be constant, $\theta_{v}$ is fixed because it is a buoyancy variable. Thus the fluid arranges itself to be in a state of neutral static stability.
Phase Equilibrium
We now consider the phase equilibria of an ice/water/vapor system. The diagram below shows the partial pressure of water vapor plotied as a function of the temperature along the equilibrium curves for (1) BO - ice and vapor, (2) CO - liquid and vapor, (3) DO - liquid and ice and (4) AO - supercooled liquid and ice. $O$ is the triple point at which $T=273.16^{\circ} \mathrm{K}$ and the partial pressure, $e=6.11 \mathrm{mb}$. (Note that 1 millibar represents 100 mks units of pressure). C is the critical point at which the vapor/liquid equilibrium curve ends. At this point $T=647^{\circ} \mathrm{K}$ and $e=221,000 \mathrm{mb}$. An important feature of the phase relations for $\mathrm{H}_{2} \mathrm{O}$ is that ice melts under pressure and this allows for a variety of phenomena including ice-skating.


The phase equilibrium curves may be derived from the differential form of the laws of thermodynamics to give the Clausius-Clapeyron equation. This has the form

$$
\left(\frac{d p}{d T}\right)_{e}=\frac{L_{I}-L_{I I}}{T\left(\alpha_{I}-\alpha_{I I}\right)}
$$

where $L$ is the latent heat of condensation or fusion. We note that the heat of fusion is an order of magnitude smaller than the heat of condensation in the case of water vapor.

Since the specific volume of vapor $\alpha_{v} \gg \alpha_{l}$, the specific volume of condensed water, we have from the equation of state

$$
\frac{d e_{\mathrm{e}}}{d T} \approx \frac{L_{v}}{T \alpha_{v}}=\frac{L_{v} e_{\mathrm{s}}}{R_{v} T^{2}}
$$

where $e_{s}$ is the partial pressure at saturation. If we neglect the dependence of $L_{v}$ upon $T$ then we can find the approximate solution

$$
e_{o}=e_{o} \exp \left(\frac{L_{v}}{R_{v}}\left(\frac{1}{T_{o}}-\frac{1}{T}\right)\right)
$$

where $e_{0}=6.11 \mathrm{mb}^{3} ; T_{0}=273.16^{\circ} \mathrm{K}$. Experimental data take into account the iemperature dependence of $I_{y}$ and other factors. An excellent empirical fit for atmospheric conditions is

$$
c_{\theta}=6.11 \exp \frac{17.67(T-273.16)}{T-29.66}
$$

## Phase Change Micio-Physics

The following micro-scale factors can modify the phase equilibrium curves for condensation of water vapor.
(i) Surface tension increases the saturation vapor pressure. This effect becomes important as the water droplet size decreases.
(ii) Salt lowers the saturation vapor pressure.
(iii) Certain particles in suspension assist condensation; they are called condensation nucleii. These include dust, smoke, soot and salt particles. Note that maritime clouds are more likely to precipitate than land clouds because the spectra of condensation nucleii in continental clouds are more sharply peaked than the spectra of particles in maritime clouds. This more uniform size distribution increases the coalescence rate.
When the water vapor temperature lies between 0 and $-40^{\circ} \mathrm{C}$ heterogeneous freczing can occur and there may be a mixture of water and ice in the cloud. In contrast to the process of condensation of water vapor, heterogeneous freezing of the condensed water does not occur as readily, since there is a shortage of nucleii with the same crystalline structure as ice. However, if the temperature falls below $-40^{\circ} \mathrm{C}$ then ice forms homogeneously and spontaneously. If ice crystals fall into a supercooled water cloud, rapid growth of the crystals will occur at the expense of the water droplets since the saturation vapor pressure over ice is less than that over water.
Mizing and criterion for condensation:
When two masses of air at different positions on the water vapor/condensate equilibrium curve mix, the concavity of the curve may cause the mixture to be supersaturated since $e$ (the vapor pressure) and $T$ mix linearly. If we displace a parcel of (moist) saturated air and allow it to evolve adiabatically as the background $e$ changes, condensation may occur if the change in saturation vapor pressure is greater than the change of saturation vapor pressure at constant mixing ratio in the parcel. We may quantify this criterion for condensation as follows

$$
\left(\frac{\partial e}{\partial T}\right)_{:}>\left(\frac{\partial e}{\partial T}\right)_{m}
$$

where the subscript $s$ and $m$ denotes a derivative along the saturation curve and at constant mixing ratio respectively. This equation gives the criterion for condensation as

$$
T<\frac{\epsilon L_{v}}{C_{p a}} \approx 1500^{\circ} \mathrm{K}
$$

where we have used the Clausius-Clapeyron equation

$$
\left(\frac{d p}{d T}\right)_{\varepsilon}=\frac{L_{v p_{c}}}{R_{v} T^{2}}
$$

for the evolution along the saturation equilibrium curve and the expression

$$
\left(\frac{\partial p}{\partial T}\right)_{m}=\frac{\partial e}{\partial p_{d}}\left(\frac{\partial p_{d}}{\partial T}\right)_{m}=\frac{p C_{p d}}{T R_{d}}
$$

gives the change of vapor pressure at constant mixing ratio.
Reversible Thermodynamics including Vapor/Condensation Phase Changes.
The specific entropy of a mixture of dry air, water vapor, and liquid water may be defined as

$$
M_{d} S=M_{d} S_{d}+M_{v} S_{v}+M_{l} S_{l}
$$

wher $M_{1}$ is the mass of liquid water, and so

$$
S=S_{d}+m S_{v}+l S_{l}
$$

where

$$
\begin{gathered}
S_{v}=C_{p v} \log (T)-R_{v} \log (e) \\
S_{l}=C_{l} \log (T)
\end{gathered}
$$

and

$$
S_{d}=C_{p d} \log (T)-R_{d} \log \left(p_{d}\right)
$$

In phase equilibrium,

$$
S_{v}-S_{l}=\frac{L_{v}}{T}
$$

and so we may rewrite the entropy as

$$
\begin{aligned}
S & =S_{d}+\frac{L_{v} m}{T}+Q S_{l} \\
& =\left(C_{p d}+Q C_{l}\right) \log (T)+\frac{L_{v} m}{T}-R_{d} \log \left(\frac{p_{d}}{p_{o}}\right)-m R_{v} \log \left(\frac{e}{e_{s}}\right) \\
& =\left(C_{p d}+Q C_{l}\right) \log \left(\theta_{c}\right)
\end{aligned}
$$

where we have defined $\theta_{e}$ to be the equivalent potential temperature. The term involving the water vapor pressure is included to account for the effects when the air is unsaturated - it matches the non-saturated entropy to the saturated entropy. We may solve the above differential relation to give the expression for equivalent potential temperature

$$
\theta_{e}=T\left(\frac{p_{0}}{p_{d}}\right)^{\left(R_{d} /\left[C_{p d}+Q C_{l}\right]\right)}\left(\frac{e}{e_{d}}\right)^{\left(m R_{v} /\left[C_{p d}+Q C_{l}\right]\right)} \exp \left(\frac{L_{v} w}{\left[C_{p d}+Q C_{l}\right] T}\right)
$$

This quantity is conserved under phase changes of water substance and in unsaturated air.
Processes which cause non-equilibrium effects include radiational cooling, freezing, melting and evaporation of rain falling into unsaturated air all produce non-equilibrium effects. We neglect rain evaporation as it only produces at most $0.2^{\circ} \mathrm{C}$ change of $\theta_{e}$ in heavy rain. However, as mentioned earlier, evaporation from an ocean or lake does change the moist entropy and is the dominent mechanism of heat transfer from the ocean in the tropics.

Notes by Fabian Waleffe and Andrew Woods

## 5. NON PRECIPITATING CLOUD

We now look at the th, odynamic and kinematic structure of the clouds. Wie will not try to explain their spatho. distribution, i.e. size and the spacing between them. For instance, we will consider the clouds far enough apart to be independent, which is not completely valid if they are created from a source having a much larger scale.

A simple definition of the cloud corresponds to the water content of the air. When a plane gocs into a cloud, it finds a near discontinuity as the water content jumps from \%ero to its maximum value (Warner, 1055)





This delineation corresponds to the sharp visual appearance of the cloud boundary.
The measurements are not very easy. In the 50 's, the instruments had low precision. Now, the instruments are better, but the planes go through the cloud quichly, so the final resolution is also low, about 100 m horizontally. The following figure from Malkus (1954) shows wind and turbulence levels. Note the strong shears at the edge of the cloud.

Another observing problem is the short life-time of each stage of a cumulus cloud, and our inability to predict the future of a given growing cloud, so that it is difficult to observe the whole life cycle. Also, fluctuations are much larger than the cloud mean values, as the convection is turbulent.


Fic. 7. 985 -in fun through cloud f . diotation sume as in fig. 4.

For instance the mean vertical velocity can be of order $4 \mathrm{~m} / \mathrm{s}$, averaged in space (an average in time would give a much smaller value), and the noise is then typically 6 to $7 \mathrm{~m} / \mathrm{s}$. The variation of virtual temperature is also very small, of the order of the instrumental precision, 1 or $2^{\circ} \mathrm{C}$. So it is very difficult to make buoyancy measurements in the cloud.

The convection occurs in response to local instability. The instability can be of finite amplitude, and this could explain the spacing and the structure of the cloud, but here we will only consider the case when a cloud is already formed. Since non-precipitating clouds do not produce net heating, the only way they can stabilize the atmosphere is to reduce the subcloud entropy by entrainment of dry air from aloft.

Mixing diagrams depict the composition of the clouds in terms of conserved variables $Q=l+m_{1}$ the total water content, and $\theta_{c}$, the total entropy variable. These are nearly linearly mixing in the range of atmospheric conditions. The mixing diagram for the air near, but not in, the cloud looks like the following figure (Paluch, 1579).

This measurement serves as a reference to interpret where the air comes from in the next figure, which shows the measurements within a towering cumulus cloud, superimposed on the preceeding diagram.
The in-cloud measure ments nearly fall along a straight line connecting cloud base (near 1.5 km ) with cloud top (near 8 km ).

A straight line between two points on a diagram of two conserved quantities significs that the air at a given height is a mixture of the air of the two extreme points only. Thus the cloud can be interpreted as a volume of air coming from near cloud base mixed only


Fic. 8. 330 m run through cloud I. Notation same as in 6r. t. Note that updralis are scparated into smaller individuals at this kvel, and *o are perks in eemperature and moisture records. Nore also preater "wavines" af lauere recoeds outside cloud boumhrici. Value "24" or eufbuktice index asscciated with left hand cluyd dralt is une of highese values ubserved during 1052 trip.


Fic. 2. Total mixing ratio $Q$ (dashed curves) plotted apai's the wet equivalent polential temperature $\theta_{4}$ for the soundit - is Fig. 1. The arrows indicate altitude. The ihree arrows is the upper len comer, labeled LWC, $T$ and $P$, show how chatig' ' $"$ liquid water, temperature or pressure appear on this type of $f,>$ for further explanation see text.
with some air coming from the top of the cloud. The environmental air between these two regions does not seem to appear inside the cloud. A simple picture is thus a region with mixing of two layers, disconnected from the ambient air:


Fig. 2. Curiparisons of the costal mixing patio $Q$ and the wat equivalent pulential temperature $\theta_{\text {, ciompruled from data collected }}$ insisic a growing curnulus chur will. © and $y_{0}$ values of a representative sounding. The davis lance refer to the sounding: the point: connected by lues reperacia lie investor observations.
 with the observed properties could hate been formed by missing air from the surface levels with air fum -8 din is indicated by the dordathed line, The observation revel was $5,2 \mathrm{AmI}\left(-2^{\circ} \mathrm{C}\right)$. Clown base (CB) was at 3.8 km .


The presence of the air coming from the subcloud layer is natural, but explanation of the presence of the air coming from the top of the cloud requires discussion of a new mechanism: cloud top instability.

## Cloud Top Instability

We study next an instability which occurs only in clouds. Consider the top of a cloud. We suppose that this interface is buoyantly stable, i.e. that a volume of dry air pushed into the cloud without any mixing is positively buoyant and vice- versa.

But an instability occurs when we allow the displaced volume to mix with surrounding air (the cloud is turbulent). When a volume of dry air is mixed into the cloud, and mixed, ormasome of the water of the cloud volume is evaporated. This evaporation makes the mixed volume colder, and, under some conditions, it will be negatively buoyant and accelerate downwards.


We assume that the mixed volume moves slowly compared to the time scale of craporation, so it always remains in thermodynamic equilibrium. This is no longer true if it is raining or snowing, as the evaporation time for these particles is not small compared to mixing time scales.

## Criterion for instability

We take the pressure to be hydrostatic and we neglect its fluctuations in the buoyancy. The heat equation becomes

$$
\begin{aligned}
d q & =0 \\
& =c_{p} d T-\alpha d p+L_{v} d m \\
& =c_{p} d T+g d z+L_{v} d m
\end{aligned}
$$

with our assumption. So we define

$$
h_{v}=c_{\nu} T_{v}+g z+L_{v} m
$$

(corrected for the presence of vapor by using $T_{v}$ rather than $T$, since $c_{p d} T_{v}$ is closer to $c_{p}^{\prime} T$ than $c_{p d} T$ ) as the moist static energy. The inertial energy is neglected. This quality is nearly conserved and linear with the mixing. We also define the virtual static energy:

$$
\begin{aligned}
S_{v} & =c_{p} T_{v}+g z \\
& =h_{v}-L_{v} m
\end{aligned}
$$

The buoyancy may be expressed:

$$
\begin{equation*}
B=\frac{g}{c_{p} \overline{T_{v}}}\left(S_{v m}-S_{v_{c}}\right)+g\left(l_{m}-l_{c}\right) \tag{5.1}
\end{equation*}
$$

where $m$ refers to the mixed volume nud $c$ to the surrounding eloud. For n simplified trentmeni we first neglect the effect of the condensed water 1 . Thus

$$
\begin{equation*}
B=\frac{g}{c_{p} \bar{T}_{v}^{\prime \prime}}\left|h_{h_{m}}-h_{N_{c}}-L_{1 \prime}\left(m_{m}-m_{s}\right)\right| \tag{5.2}
\end{equation*}
$$

In erder to obtain the grentest magnitude of negative buoynncy with the smallest mixing ratio, we suppose that all the water is just evnporated so that the mixed volume is at saturation.

Since we nssume that the mixed volume is at equilibrium, we can use the ClausiusClapeyron relation:

$$
\begin{align*}
m_{m} & =m_{c} \exp \left(\frac{L_{v}}{R_{v} \bar{T} g} B\right) \\
& \simeq m_{c}\left[1+\frac{L_{v}}{R_{v} \bar{T} g} B\right] \tag{5.3}
\end{align*}
$$

as we assume that we are near the chreshoid of the instability, i.e., $B$ is small.
As $h_{v}$ is nearly conserved in mixing, we have:

$$
\begin{equation*}
h_{v m}=\left(h_{v c}+\delta h_{v c}\right) /(1+\delta) \tag{5.4}
\end{equation*}
$$

where $\delta$ is the mixing fraction, and $e$ denotes the air just above the cloud top. Thus we obtain, using (5.2), (5.3) and (5.4)

$$
\begin{equation*}
B=\frac{g}{c_{p} \bar{T}_{v}} \frac{h_{v c}-h_{v c}}{(1+\delta)\left[1+m L_{v}^{2} /\left(R_{r} c_{p} \bar{T}^{2}\right]\right.} \tag{5.5}
\end{equation*}
$$

The criterion for the instability is reached when $B$ becomes negative; this happens when

$$
h_{\text {ve }}<h_{v e} \quad \text { or } \quad \Delta h_{v}<0
$$

In a complete treatment, without neglecting the term $g\left(l_{m}-l_{c}\right)=-g l_{c}$ (as the mixed volume contains no condensate), we need a new relationship to find $\delta$. Sirice total water mixes linearly,

$$
m_{m}=\frac{m_{c}+\delta\left(m_{c}+l_{c}\right)}{1+\delta}
$$

The treatment is the same, just changing $B$ to $\left(B-g l_{c}\right)$ in the Clausius Clapeyron equation.
Then we obtain $B<0$ for:

$$
\Delta h_{v}<\Delta(l+m) c_{p} \bar{T} v \frac{1+q_{c} L_{v}^{2} /\left(c_{p} R_{v} \bar{T}_{v}^{2}\right)}{1+q_{c} L_{v} /\left(R_{v} \widetilde{T}_{v}\right)}
$$

Since $\Delta(l+m)$ is negative, $\Delta h_{v}$ must be smaller than a finite negative value to obtain the instability.

## Structure and Magnitude of the Instability

As a means of getting a rough estimate of the magnitude and form of the convection, we apply similarity theory, under the assumption that the plumes generated by the instability are highly local in character. See Emanuel (1981) for more details.

We are now interested in the future of a very local mixed region:


We assume that the mixed volume remains nlways saturated. The conservation equations for a spherical thermal are:
(Volume in Boussinesq approx.):

$$
\begin{equation*}
\frac{d}{d l} R^{3}=-3 R^{2} a w \tag{5.6}
\end{equation*}
$$

(Momentum):

$$
\begin{equation*}
\frac{d}{d t}\left(R^{3} w\right)=R^{3}\left(B+g l_{c}\right) \tag{5.7}
\end{equation*}
$$

Where we discriminate between the therma buoyancy $B$ and the buoyancy due to the liguid content $g l_{c}$.
(Thermal buoynacy):

$$
\begin{equation*}
\frac{d}{d t}\left(R^{3} B\right)=-N^{2} R^{3} w-\Gamma l_{c} \frac{d}{d t} R^{3} \tag{亏.8}
\end{equation*}
$$

where $N^{2}=\left(g / \theta_{v}\right)\left(d \theta_{v} / d z\right), \theta_{v}$ is the virtual temperature of the dry atmospinere, and $\Gamma=L_{v} g / c_{p} \bar{T}_{c}$. The second term assumes the form above if the vapor cvaporates instantancously.
(Total weter):

$$
\begin{equation*}
\frac{d}{d t}\left(R^{3}\left[Q-Q_{c}\right]\right)=-R^{3} w \frac{d Q_{c}}{d z} \tag{5.9}
\end{equation*}
$$

This is derived in the same way as the conservation equation for $\theta$ in a dry thermal.
The self similiar solutions are

$$
\begin{aligned}
R & =-\alpha z \\
w & =\frac{1}{2} \alpha^{-3} F_{0} z^{-2}-\frac{2}{7}(\Gamma-g) l_{c} z-\frac{1}{16} N^{2} z \\
B & =-f_{0} \alpha^{-3} z^{-3}-\Gamma l_{c}-\frac{1}{4} N^{2} z \\
Q_{s}-Q & =Q_{0} \alpha^{-3} z^{-3}-l_{c}+\left(Q-l_{c}\right)\left[\exp \left(\frac{L_{v} B}{R_{v} \bar{T}_{v} g}\right)-1\right]-\frac{1}{4}\left[-\frac{d}{d z}\left(Q_{c}-l_{c}\right)\right] z
\end{aligned}
$$

where $Q,=$ saturation mixing ratio $\left(=m_{n}\right)$

$$
\begin{aligned}
& Q_{0} \equiv\left[R^{3}\left(Q_{m}-Q_{c}\right)\right]_{:=0} \\
& F_{0} \equiv\left(R^{3} B\right)_{:=0}
\end{aligned}
$$

and $=$ decreases downwards. We now check that the cloud remains unsaturated, i.e. $Q_{\text {a }}-$ $Q>0$. In the expression for $Q,-Q$, we neglect the third term which is negative but, small and find that,
i is positive


iv is positive

so that $Q_{s}-Q$ varies like

at first decreasing and then increasing. We ask that the minimum be positive. This leads to the approximate condition

$$
-Q_{0}>6.75 l_{c}^{4} \alpha^{3}\left[-\frac{d}{d z}\left(Q_{c}-l_{c}\right)\right]^{-3}
$$

In the atmosphere, this condition is easy to satisfy.
The mixed volume stops descending when $w(=)=0$. At this depth, the first term in $w$ is negligible; thus

$$
-i_{\max } \simeq \frac{32}{7}(\Gamma-g) N^{-2} l_{c}
$$

The maximum velocity is obtained at half this distance:

$$
-w_{\max }=\frac{4}{7}(\Gamma-g) N^{-1} l_{c} \quad \text { at } \quad-==\frac{16}{7}(\Gamma-g) N^{-2} l_{c}
$$





Fic. 1. Nondimensional plume radius $R$. buoyancy $B$ and vertieal velocity $W$ as functions of dimensionicss depth, for three values of the normalized cloud water content ( $l_{r}$ ).

The important length scale here is $(\Gamma-g) N^{-2} l_{c}$ around $S$ km for a $2 \mathrm{gm} / \mathrm{km}$ water content cloud. Note that this is independent of the entrainment parameter o. Corresponding vertical velocities reach $10 \mathrm{~m} / \mathrm{s}$. Also note that the plume is still unsaturated when it stops. As the thermal descends and expands, it gralually loses buoynucy and would eventually come to rest. But since it is still unsaturated at this point (when $Q_{*}-Q$ is everywhere positive), its base would be unstable for the same renson that the cluod top itself is. Were this to happen, new thermals would be formed from older ones. This implies cither that the thermals would split on their descent or that they would maintain at narly constant radius; in either case, similarity breaks down because of the importance of the length scale $(\Gamma-g) N^{-2} l_{c}$.

Despite the invalidity of similarity theory, we may conclude that cloud top instability produces downdrafts of at least the magnitude of ordinary cumulus updrafts. It is likely that this mechanism dominates the dynamics of non-precipitating clouds.
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## 6. TAXONOMY OF PRECIPITATING CLOUDS

In this lecture we will review some observations of different cloud systems. The first type of precipitating cloud system to become fairly well understood is known as an air mass thunderstorm. These relatively common storms (typical of Florida) tend to form in areas where there is little background horizonta! wind, and move in the direction of that wind. A system of this type is made up of a random conglomeration of smaller individual cloud cells, in various states of growth and decay. These cells typically exist for about 30 minutes, although the storm system itself can last many hours. Air mass thunderstorms are about 5 to 10 km in height, with an order one aspect ratio. The evolution of individual cells can be characterized by three stages: the cumblus stage, the mature stage, and the dissipating stage.

The carly stage of a single air mass thunderstorm cell is known as the cumulus stage, shown schematically in Fig. 6.1. During this stage, there is a net upward mass flux due to a mean upward vertical velocity at all levels in the cloud. There is litele or no precipitation falling to the ground, but there is formation of precipitation-sized droplets inside the cloud. The second phase of a cell's life is the mature stage (Fig. 0.2). Cloud-scale downdrafts appear, along with surface rain. The final, dissipating, stage is characteri\%ed by weak downward motion and light surface rain (Fig. 6.3).

The dynamical consequences of the surface rain that appears during the makure stage can be very important, and will be the subject of a subsequent lecture, but one aspect should be mentioned in this context. As the rain falls into the zelatively dry air below the cloud, some of the water is evaporated, thus cooling the air and increasing its density. This heavy air falls and spreads as a density current (gust), lifting light air as it moves. It is possible that this process of uplifting could initiate the growth of new convection cells, and hence explain why these cells tend to conglomerate into large systems (Fig. 6.4).

A second type of precipitating cloud system is known as an organized multi-cell storm. In contrast with: the air mass thunderstorm, these relatively rare storms tend to form in areas with a fairly large vertical shear of the mean horizontal background wind, and do not move in the directions of the mean wind. In fact, they usually move at an angle to the right of the mean wind ( in the Northern Hemisphere), with new cells forming preferentially on the right side of the storm (Fig. 6.5, 6.6ab). Unlike an Ekman layer, this symmetry breaking is not due directly to the carth's rotation, since the storms are too small and too short-lived. Instead, it is due to the shear of the mean wind vecring to the right with height. Occasionally, the mean shear progresses to the left with height, resulting in preferential motion to the left of the mean wind (Fig. 6.6e).

In areas of even larger vertical shear, a third class of storm may develop, known as a supercell. As the name implies, this is a quasi-steady, single cell storm that is extremely energetic. In fact, they can be so violent that they can lead to the formation of tornados. They are typically about 10 km in horizontal cxtent, and can last several hours and produce a great deal of precipitation. Supercells are usually continental, and are seen mostly in the midwest of the United States and sometimes in Australia. A schematic of a supercell is shown in Fig. 6.7 , and an actual radar image in Fig. 6.8. Note in the radar image that there is no signal from the "vault" region, and therefore no rain there. This reflects
the fact that upward velocitics in the vault are typically $50 \mathrm{~m} / \mathrm{s}$, resulting in an advective time scale that is much shorter than the water droplet coalescence time scale. Most of the energetic motions in a supercell occur on the scale of the cloud radius, as opposed to the nonprecipitating case where most of the motion seems to appear at scales much smaller than the cloud. As a result, numerical models have been quite successful (in this instance) in helping to understand such systems.

A fourth type of precipitating cloud system is the squall line (Fig. 6.9). Like an air mass thunderstorm, a squall line is a group of individual convection cells, but the cells are arranged in a line that typically propagater at a speed of a few to as many as ten $\mathrm{m} / \mathrm{s}$. Broadly speaking, there are two types of squall lines. The first type is the so-called "slown squall line (fig. 6.10), which is more common in the tropics, and lines up in the direction of the vertical shear of the mean horizontal background wind. There is relative flow into the squall line at all heights since $V_{n}-V_{c}$ is always poritive, where $V_{c}$ is the composite line speed and $V_{n}$ is the wind speed normal to the line. The second type is called a "fast" squall line (Fig. 6.11), and is more common in mid-latitudes. As opposed to the "slown case, these lines are oriented perpendicular to the mean shear. Again, there is relative flow into the line at all heights, except for a small range around a height of 4 km . It is interesting to note that dry convection theories, even nonlinear formulations, predict squall lines forming only along the mean shear, as in the case of slow squall lines, but in contrast to the case of fast squall lines.

This concludes our brief look at examples of precipitating storm systems in the earth's atmosphere. Next, we will turn to the dynamics of precipitating convection.
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Fig. 6. Circulation within a typical cell in cumulus stage.
Inflow and vertical motion beneath the cloudis light and is not shown.


Fig. 12. Circulation within a typical cell in dissipating ur anvil stage.
Fic. 17. Radar echo, plane patins, measured draft data, and cell outlines,
13.30 EST 9 july 1945.



Fig. 8. Feho outlines of individual cells near the top of the Nlhambra storm.


Fic. 18. Schematic diagrams of the Wokingham, Alhambra and Rimbey storms.


Fic. 3. Schematic horizontal (Fig. 5a) and vertical (Fig. 5 ) sections qualitatively illuatrating precinitation trajectorics in difierent parts of an SK storm traveling at a velocity V. In looth हigures the ertent of he updrals is sepresented by solid curves and precipitation teajectories are reppesented by dutted curves. In the horizontal section the extents of rain and hail close to the surface are represented by light and heavy shading, rejprecively, and the arrows around PGRS indicate the diection of motion of protulkrances on the edse of the low-devel radar echo. The vertical section along is is orientel
 tion the presence of downuistita with strong normal conpronents wi motion is indicated by broken vertieal hatching. Un
 Gin its uphrar side, they are difected out of the page (fi. Fig. 2).
6.8


FIG. 8. Cross section through the north-south convective band constructed as a composite, representing best the time period of leg 5 ( -1333 GMT ). System motion is len to right at $2.5 \mathrm{~m} \mathrm{~s} \mathbf{s}^{-8}$. The wind arrows along the right margin represen: the large-scale fow field; each full bart is $5 \mathrm{~m}^{-1}$. The small arrows throughout the system represent fow relative to the system in the normal and vertical directions, based on Figs. 3 and 4 bur partially schematic. See text.

Fig. 7. Composite profile of the wind component normal ( $V$ si
 vertical line.


Fig. 8. As in Fig. 7 but for the slow-moving cloud line.

## 7. THE DYNAMICS OF PRECIPITATING CONVECTION

Four main points distinguish precipitating convection from non-precipitating convectimon:
i) If precipitation reaches the ground there is a net vertically integrated latent hent release over the cloud lifetime.
ii) The thermodynamics of precipitating convection is irreversible (although this is a small effect: for practical purposes 'conserved' quantities are approximately conserved).
iii) There are buoyancy sinks and sources due to a) the weight of lipid water and b) Intent heating (cooling) due to evaporation in unsaturated air, which are uncoupled from the vertical displacement. This enables disturbances to propagate.
iv) Condensate may necumalate locally where $w \simeq v g$ where $v r$ is the velocity at which rain drops fall, assumed to be their terminal velocity:

## A Model Problem

As a means of appreciating the dynamical effects of falling precipitation, we formulate a very simple, linear, parallel-plate convection problem. Consider a flow between two horizontal plates. Assume that the air is saturated and is unstably stratified. There is a constant flux of liquid water through the top boundary; (its exact rate is irrelevant so long as it is enough to keep the condensate content finite): a so called 'shower head' boundary condition.


Also assume that the time scale of evaporation is negligibly small compared to the time scale of raindrop motions and that all drops of liquid water fall at the same fixed terminal velocity ur. We consider only two-dimensional motions in the $x, z$ plane.

The linearised equations governing inviscid, Boussinesq motions are:

$$
\begin{align*}
u_{t} & =-\alpha_{0} p_{x}  \tag{7.1}\\
w_{t} & =-\alpha_{0} p_{z}+B-g l  \tag{7.2}\\
B_{t}+w \bar{B}_{z} & =\dot{Q}=-\frac{L_{v} g}{c_{p} T_{0}} w \bar{q}_{s:}  \tag{7.3}\\
l_{t}-v_{T} l_{z} & =-w \bar{q}_{s:}  \tag{7.4}\\
u_{x}+w_{z} & =0 \tag{7.5}
\end{align*}
$$

where $u$ and $w$ are the horizontal and vertical velocities, $B$ is the buoyancy perturbation due to all effects other than liquid water loading and $\bar{B}(z)$ is a mean buoyancy. $l$ is the perturbation mass mixing ratio of liquid water and $\bar{q}_{0}(z)$ is a mean saturation water vapor mixing ratio. We can rewrite the buoyancy equation as

$$
\begin{equation*}
B_{t}=w \bar{N}^{2} \tag{7.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{N}^{2} \equiv-\frac{g}{c_{p} T_{0}} F_{w_{x}} \tag{7.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{h}_{v}=\bar{B}+\frac{L_{v} g}{c_{p} T_{0}} \bar{q}_{e} \tag{7.8}
\end{equation*}
$$

$\bar{h}_{v}$ is a mean virtual moist atatic energy. We can use (7.5) to define a stream function:

$$
\begin{equation*}
w \equiv \psi_{z} \quad, \quad u \equiv-\psi_{x} \tag{7.9}
\end{equation*}
$$

and combine ( 7.1 ) and (7.2) to eliminate pressure and form a vorticity equation, reducing the system to three equations.

$$
\begin{align*}
\left(\nabla^{2} \psi\right)_{t} & =B_{z}-g l_{x}  \tag{7.10}\\
B_{t} & =\bar{N}^{2} \psi_{z}  \tag{7.11}\\
l_{t}-v_{T} l_{x} & =-\psi_{z} \bar{q}_{05} \tag{7.12}
\end{align*}
$$

First consider the case where there are no top and bottom boundaries. The only length scale in the problem is $L=v_{T} / \bar{N}$. We use the following non-dimensionalization (where now a ${ }^{\text {- indicates a dimensional variable): }}$

$$
\begin{align*}
\left(x^{\bullet}, z^{\bullet}\right) & =\left(v_{T} / \bar{N}\right)(x, z) \\
B^{\bullet} & =N v_{T} B \\
\psi^{\bullet} & =\left(v_{T}^{2} / \bar{N}\right) \psi  \tag{7.13}\\
t^{\bullet} & =\bar{N}^{-1} t \\
l^{\bullet} & =-\bar{q}_{\theta x} v_{T} \bar{N}^{-1} l
\end{align*}
$$

Then (7.10) to (7.11) become

$$
\begin{align*}
\left(\nabla^{2} \psi\right)_{t} & =B_{z}-\alpha l_{z}  \tag{7.14}\\
B_{t} & =\psi_{z}  \tag{7.15}\\
l_{t}-l_{x} & =-\psi_{z} \tag{7.16}
\end{align*}
$$

where $\alpha \equiv-g \bar{q}_{e_{z}} / \tilde{N}^{2}$ is the only parameter remaining in the problem. ( $\alpha$ may be interpreted as the ratio of buoyancy due to liquid water loading to buoyancy due to temperature
changes.) We first consider the unboundea problem. Seeking normal mode solutions of the form

$$
\begin{equation*}
\psi=\operatorname{Re}\left[\hat{\beta} e^{-c t+1(k x+r s)}\right] \tag{7.17}
\end{equation*}
$$

etc., we obtain a cubic equation for the growth rate, $\sigma$ :

$$
\begin{equation*}
\sigma^{2}\left(1+\frac{r^{2}}{k^{2}}\right)=1-\frac{\alpha \sigma}{\sigma-t r} \tag{7.18}
\end{equation*}
$$

In general $\sigma$ is complex implying both growth/decay and propagation. The growth rate $\sigma_{r}$ and phase apeed $-\sigma_{i} / k$ are shown as functions of $\beta \equiv 1 /\left(1+r^{2} / k^{2}\right)$.


Ang. I. Dimensiontexs prowili rates of unbounded nokies as a functicn of $\begin{gathered}\text { for several vatues of or Verical wavenumber (a) } r=0.2\end{gathered}$ and $(b) r-0.8$.


Fic. 2. As in Fig. I but showing dimensionies phase speds.

The effect of falling water in this case is to caise the convection to propagate (oscillate), although the propagation direction is arbitrary. This effect was first explained by Seitter and Kuo (1983) who demonstrated that the phase-lagged buoyancy effects of falling rain lead to vorticity generation that is out of phase with the vorticity itself.

## Precipitating Convection Between Two Plates

The domain for this dynamical model is now set to be that of the classical global convection problem between two parallel plates. This introduces a length scale, $d$, the separation length between the two plates.


One may now non-dimensiomalize the problem in the following manner:

$$
\begin{align*}
\left(x^{*}, z^{*}\right) & =d(x, z) \\
B^{*} & =\bar{N}^{2} d B \\
\psi^{*} & =\bar{N} d^{2} \psi \\
t^{*} & =\bar{N}^{-1} t  \tag{7.10}\\
l^{*} & =-\bar{q}_{9 z} d l \\
u_{\pi}^{*} & =\bar{N} d u_{r}
\end{align*}
$$

This will prove to be convenient in developing the governing equations. One still assumes a periodic solution in $x$ similar to (7.17).

$$
\begin{equation*}
\psi=\Psi(z) c^{\omega t+1 k x} \tag{7.20}
\end{equation*}
$$

One now goes back to the governing equations and eliminates $B$ and $l$ in favor of $\Psi$ to get:

$$
\begin{equation*}
\omega^{2} v_{T} \Psi_{=:=}-\omega^{3} \underline{\Psi}_{=:}+v_{T} k^{2}\left(1-\omega^{2}\right) \Psi_{z}+\omega k^{2}\left(\omega^{2}+\alpha-1\right) \Psi=0 \tag{7.21}
\end{equation*}
$$

This third order equation in z requires three boundary conditions. Along with assuming that the plates are rigid, it also assumed that the liquid water perturbation cannot exinst over the top boundary. When combined with governing equations of conservation of momentum and buoyancy, one gets:

$$
\begin{equation*}
l=0 \quad \text { at } \quad z=1 \quad \Rightarrow \quad \Psi_{:=}=0 \quad \text { at } \quad z=1 \tag{7.22}
\end{equation*}
$$

along with

$$
\begin{equation*}
\Psi=0 \quad \text { at } \quad z=0,1 \tag{7.23}
\end{equation*}
$$

This now constitutes an eigenvalue problem for the growth rate $\omega$, as a function of $\alpha$, $v_{T}$ and $k$. A periodic solution of $\Psi(z)=\exp (2 r z)$ is assumed leading to another cubic dispersion relation. This equation is singular in $v_{T} ;$ however, a diffusion term will correct this. The solutions of this cubic relation in $r$ are found numerically, leading to 2 general classifications: propagating modes and non-propagating modes as shown:


 mind lima denuce mode bansiluss


fiki. 4. As in lipi 3 but ( 3 ) for praves propagating modes, Ilays solnd line at lonom shows limit of existence of propagating modes; (b) dimensionless phase specds.

The symmetry of the problem prevents a favored direction of propagation. The phase speed may also be represented as a function of $v_{T}$ and $\alpha$

Finally, we present the stream functions for a propagating mode:
One of the important features to come out of this model is the lag between the updrafts and rainwater in the propagating mode. Propagating convection is favored for the system when the drag exerted by the falling liquid water from a vertical motion is comparable to the thermal buoyancy.



TK. 7. (a) Sucamfunction (normaliod 10 have an ammitude of 1.0) avexialed with mode dominaled hy iniernal verifal sele
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## Precipitating Convection with a Sub-cloud Layer

One may study some of the aspects of sub-cloud evaporation by breaking the vertical domain to include a dry lower level.


Now the formed condensate from the moist convection falls into the dry level and may evaporate. It is assumed that the rate of evaporation is proportional to the amount present. The governing equations for the upper cloud layer remain the same while the equations governing the lower level are:

$$
\begin{align*}
\left(\nabla^{2} \psi\right)_{t} & =B_{z}-\alpha l_{z}  \tag{7.24}\\
B_{t} & =-\alpha E M l  \tag{7.25}\\
l_{t}-v_{T} l_{x} & =-E l \tag{7.26}
\end{align*}
$$

where $E$ is the evaporation rate normalized by $\bar{N}$, and $M$ is proportional to the heat of vaporization:

$$
\begin{equation*}
M \equiv \frac{L_{11}}{c_{p} T} \tag{7.27}
\end{equation*}
$$

Solutions are found by matching vertical displacement, pressure and condensute across the boundary. Similarly, a dispersion relation is found which must be solved numerically. This now leaves a parameter space of $\alpha, v y_{1} E$, and $d$ which is too large to explore thoroughly. Solutions are found to fall into 2 catagories. The first are "cloud" modes which are similar to the previous system. The second classification is the "sub-cloud" mode which is believed to be an artifact of the model. The stream function, perturbation liquid water and pressure perturbation fields are given for the "cloud" mode. It is noted that the pressure perturbation field shows atrong similarity to the field produced by LeMone et al. (1984b) for a tropical squall line.

## Precipitating Convection with a Mean Wind Shear

A final model of precitating convection is explored in which the effects of a mean wind shear are roughly included. For simplicity, it has been assumed that the sub-cloud layer is at rest while the cloud layer is moving with a uniform velocity $U$. The governing equations are identical to the previous sections' with the exception that the normal mode solutions are Doppler-shifted (the growth rate is replaced by the complex expression $\sigma+$ $\imath k U$ ) for the cloud layer. One then must again match the pressure, liquid water, and vertical displacement across the interface. It is noted that the stream function is no longer continuous across the layers. We avoid the usual shear modes by considering those modes whose phase speed lies outside the "Howard semi-circle", ie. $c>U$ or $c<0$. The effect of the shear on the growth rate and phase speed is shown below



Ac. 16. Variation of growth rate (a) and absolute value of difference between cloud layer wind $U$ and phase speed $c(b)$ with $U$ for $a=1.0$, $V_{T}=0.1, E=0.5, \Rightarrow=0.2$ and $k=5.0$.


Fig. 12. (a) Siteamfunction (nomalized to have an amplitute of $1.0)$ associaled with "cloud mode" for a $=1.0, V_{r}=0.1$, I $=0.5$ and $k=8.0$; mode moves irom ken to nixht with a dimensionicss speed of 0.022 and growth rate of 0.535 ; depth of subcloud layer is 0.I. (b) Perturbation liquid water associated with mode shown in (a); amplitude $=8.45$.


Fo. 13. Prosure perturbation ascoxialed with mack whewn in Fif. 12: amplisule $=1.14$ times the stramfunction amplituke.


Fo. 14. Composite pressure perturbation ( $P_{*}$ ) iclative to inflow envitonment for slow-moving tropical squall lines. Slopins line indicates position of $k$ ading edge of clouds associated with squall. Doticel lines at len indicate averate night tevels of aircraf. Note vertical scale exaggeration of $5: 1$. [From LeMone et al. (198!! $)$ )].

Next the growth rate is shown as a function of the evaporation constant $E$ and the mean shear. For a given eraporation rate there is seen to be an optimal shear velocity. For weaker shear velocitics convection parallel to the shear is preferred while for stronger shears perpendicular convection is the preferred form.


Fic. 18. Dimensioniss xrowth rate as a function of craporation rate E:and clowd.layef/subxloud layer shas $U$ for $a=1.0, V_{r}=0.1$. in $m 0.2$ and $k=5.0$. Growth rates to kf of heary dashed line al lef are associated with the "cloud move"; all others pertain so "subsloud" mode. Dotted line denotes erowith rale maximum.

Finally the dominant convective form as a function of the mean shear is shown:


Fic. 19. Qualitative model regime diagram. Evaporation rate and/ or subcloud-layer depih shown on ordinate while cloud-layer/sub-cloud-layer shear appears on abscisst.

A principal observation of this model is that precipitating convection can extract energy from the mean shear unlike non-precipitating convection.

## The Optimal Low Level Shear

Rotumn et al. (19SS) derive an expression for the optimal low-level shear: that which allows the updraft to be vertical.


Consider the region shown of depth $d$ extending in the $x$ direction from $L$ to $R$. The vorticity cquation for an incompressible Boussinesq fluid in two-dimensional motion may be written:

$$
\begin{equation*}
\frac{\partial \eta}{\overline{i_{2}}}+\nabla \cdot(v \eta)=-\frac{\partial B}{\partial x} \tag{7.28}
\end{equation*}
$$

In a frame of reference moving with the gust front the velocity is steady, so $\partial \eta / \partial t$ vanishes. Integrating (7.28) over the region shown we obtain:

$$
\begin{equation*}
\int_{0}^{d}\left[(u \eta)_{r}-(u \eta)_{L}\right] d z+\int_{L}^{R}(w \eta)_{d} d x=\int_{0}^{d}\left(B_{R}-B_{L}\right) d z \tag{7.29}
\end{equation*}
$$

Assume the left and right boundaries are far enough away so that $\eta \simeq \partial u / \partial z$ there. Then

$$
\begin{equation*}
\frac{1}{2}\left[\left(u_{R d}^{2}-u_{R 0}^{2}\right)-\left(u_{L d}^{2}-u_{L 0}^{2}\right)\right]=-\int_{L}^{R}(w \eta)_{d} d x-\int_{0}^{d}\left(B_{R}-7\right. \tag{7.30}
\end{equation*}
$$

Also assume there is negligible buoyancy in the air approaching the cold, ool: $B_{R}=0$, and demand that there is negligible advection of vorticity across the top boundary. Consider two cases;
Case i) No pre-frontal shear
$u_{R d}=u_{R 0}$ and $u_{L 0}=0$ so (7.30) becomes

$$
\begin{equation*}
u_{L d}^{2}=-2 \int_{0}^{d} B_{L} d z \tag{7.31}
\end{equation*}
$$

Note $\int_{0}^{d} B_{L} d z<0$ because of the cold pool. Returning to a frame in which $u_{L d}=0$, we recover $\left(\int_{0}^{d} B_{L} d z\right)^{1 / 2}$ as the phase speed: just that of the classical gust front.

Case ii) Assume there is some incoming low-level shear $\Delta u$ and ask what value of this shear will cause the low-level inflow to exit as a vertically oriented jet $\left(\int_{L}^{R}(w \eta)_{d} d x=0\right)$.

(c)


CAsE ii)

Fic. 18. Schemalic dimenen shomian how a buoyant updrah may be influened by wind shear andoor a sold pool. (s) With mo shear and no cold pood, the ais or the updrah prod'ked by the thermally creaced. symmerric vonixity diuribution is venica. (b) With a sold pool. the disuribuion is bissed by the nepative voricity of the underlying cold pool and rauses the updraht 10 lean uphtear. (c) With shear. the discribution is bisted lowned positive vorticity and this caums the updrat to kan beck ovee the cold puol. (d) With boih a cotd pool and shear, the two effers may negak each other, and allow an erect updraf.

Set $u_{L d}=u_{R \alpha}=0$ and $\int_{L}^{R}(w \eta)_{d} d x=0$. Then equation (7.30) implies

$$
\begin{equation*}
\Delta u^{2}=u_{R O}^{2}=-2 \int_{0}^{d} B_{L} d z \tag{7.32}
\end{equation*}
$$

$\Delta u$ is the optimal shear. In this case the imported positive vorticity is just balanced by the generation of negative vorticity by the cold pool.
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Notes by Steve Siems and John Thuburn

## 8. TROPICAL CYCLONES: OBSERVATIONS AND ENERGETICS

In this lecture we will begin the study of tropical cyclones, not only for their intrinsic interest, but also because tropical cyclones cna be used as a laborntory for understanding the internction between convection and large seale flows. After taking a look at the typical ntmospheric state in the tropics, we will review some observational facts nbout tropical cyclones. This presentation will end with a look at the energetics of these storms. Their dynamics will be investigated in the next lecture.

The observations made by Jordan in $105 S$ (next page) are often regnrded ns rypienl of the tropical atmosphere. The solid line is the enviromental virtual temperature. The dotted line on this diagram represents the virtual temperature of a parcel of fluid lifted pseudo-adiabatically from the boundary layer (that is without including the contribution from liquid water londing). This does not mean that rain falls, it is simply ignored! From this curve one would conclude that there is a strong potential for convective instability. However by looking st the dashed line, which includes liquid water londing in the definition of virtual temperature, the atmosphere seems nearly neutral.

According to the CISK (Conditional Instability of the Second kind) hypothesis, originally advanced by Charncy and Eliassen, the initial development of the cyclone would result from the release of convective potential energy. This would imply that weak tropical cyclones would not necessary be confined to maritime environments. However, contemporary numerical simulations revenl the essential importance of cunporation from the sen surface, and this suggests a quite different mechanism. In the remainder of this lecture and the next one it will be shown that intense storms can be maintained without any contribution from conditional instability. 'This is consistent with Richl's (1954) carly assumptions and estimates. The basic idea is that tropical cyclones result from a finite amplitude airsen interaction instability. Thus origin and amplification of these storms are two different questions.

## Observational Facts:

In nature some kind of disturbance is almost always observed to preceed the occurence of a tropical cyclone. This disturbance can be an casterly wave for instance, as illustrated in the following sequence of diagrams showing the genesis of hurricane Hildia.

To interpret these diagrams one should know that the thickness of the $500-200$ mblayer is related to the average virtua! temperature of that layer. For a hydrostatic atmosphere one can write

$$
g \frac{\partial z}{\partial p}=-R \frac{T_{v}}{p}
$$

and thus

$$
g \Delta z=-R \bar{T}_{v} \ln \frac{p_{2}}{p_{1}}
$$

The next series of figures, constructed from observations of hurricane Inez, illustrates the inner structure of a hurricane.

The general picture is that of low-level air spiraling cyclonically toward low pressure, and speeding up due to the partial conservation of angular momentum.


1. Mean thermodynamic conditions over the Caribbean region during hurricane season from rawinsonde observations composited by Jordan (1958). The solid line shows the environimental virtual temperature, and the dotted and dashed lines ahow the virteal temperature of a parcel lifted adiabatically from 1000 mb , not including and including the contribution from adiabatic liquid water loading, respectively.

 evidence $\alpha$ the dhatistance that beeame hurrieane Hida.


Ficure 6.-The surface trough (dotted) almost midway between the trough-ridge syzem in the 300 to 300 mb . thicknes.


Fiovar 8.-Developing easterty wave over eatem Cuba and Jamaica.



Fiocke 12.-Tropical deprespion (Hilda) at 00 axt, September 29.


Flacar 14:-Furthar markeci warming in the $500-10200$-abb. layer. Shear winde charly dasne the premene of anomalous


Fierax di.-Tropical stora Hilda at 00 ext, Sepsember 30.
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Fic. 2.4b. Low-kevel ( 950 mb ) isctachs (kt) in Hurricane Inez (1966) (Hawkins and Imbembo, 1976).

Fig. 8.7


Fia. 2.7. Vertizal croess rection ct wind apeeds ( kt ) in Hurricane Inez on 28 September 1966 (Hawkina and Inbernba, 1976).

According to duthes (10S2) the strongest sustained ( 1 min. average) winds ever recorded were SS $\mathrm{m} / \mathrm{sec}(317 \mathrm{~km} / \mathrm{h}$ ) for huricane lue\% precisely. The average maximu: speed is about $50 \mathrm{~m} / \mathrm{sec}$.

These maximum winds occur at the "eve wall" where the inlowing convergent air suddenly turns upward. This is also the region of heaviest ratufall (up to $50 \mathrm{~cm} / \mathrm{day}$ ). e clonds are not distributed uniformly outside the eye wall, instead they organize into bunds (5?) spiraling toward the center. This is visible on the 2 satellite photographs.

The fluid is nearly in rigid body rotation inside the eye, and the velocity cirops off as roughly $r^{-1 / 2}$ outside of it. There does not seem to be any typical length seale: the smallest storms can fit en'rely within the eyes of the largest. The radius of the eye varies between 10 to 100 km . The vertical structure of hurricane Ine\% is displayed next. One will notice the relatively small cariation with height, in the $000-400 \mathrm{mb}$ layer especially, and rin anticyelonic flow in the upper troposphere.

The figure above shows a warm core with a strong horizontal temperature gradient at the eye wall. Colder air is present from the surface to about 600 mb , between about 3 to 6 eye wall radii. That is the region where precipitation occurs. The figures below present a simitar diagram for the equivalent potential temperature. It differs markedly from the temperature distribution. Notice for instance the pool of small equivalent potential temperature in the core around 500 mb , while the temperature increases to the center. The general inward increase of $\theta_{c}$ arises because moist entropy is transferred from the sea surface by evaporation. Finally let us mention that there is subsidence in the cye. This is related to the large temperature excess in the corc. Air is sinking and varming up adiabatically.

There is a distinct seasonal cycle for the occurence of tropical cyclones and they are generated only in regions of warm sea surface temperatures. These observations support the important role of air-sca interaction in hurricane dynamics.

## Energetics



$$
\overline{w^{\prime} q^{\prime}}=C_{D} V(q s-q)
$$




Fic. 2.11. Vertical crows section of temperature amomaly for Hurricune Inez on 28 Saplember lows (Hawkins and Imbembo, 1976).
hURRICANE INEZ
equivalent potential temperature (*k)


Fig 8.12



where $V$ is the modulus of the velocity and

$$
q_{e}=\varepsilon \frac{c_{0}(T)}{p_{d}}
$$

This is very important and is the reason behind the finite amplitude behavior of a hurricane. The fluxes depend on the velocity, which depends on the pressure gradient, which in turn increases as the moist entropy increases as a result of the flux of water vapor. On the other hand, the turbulent flux of momentum in the boundary layer is the main sink of energy.

One can make the above description more quantitative. A tropical cyclone can in fact be represented ly a simple Carnot cycle:


Figure 6. The structure and aimfow of a mature hurricane are shown in this cross section, which spans a width of about $1,600 \mathrm{~km}$ and a height of 15 km . The regions correspond closely to those of the overall tropical almosphere shown in Figure t, but with an additional region of subsiding air in the eye (Region 5). In this case, the sea-surface temperature may be considered conslant, but the total entropy content of the subeloud layer (Region 4 ) increases inward toward the eye as the increasing surface wind speed leads to greater evaporation rales, causing the near-surface air to approach
saluration. The total entropy increases from point $\mu$ to point $c$ and is approxinalely conserved during ascent through the eye wall to point o. Heal is lost by infrared radiation to space, symbolically' beiween points 0 and $0^{\prime}$. Because heal is acquired al a much higher temperalure than it is lost at, the Camot heat engine, which converts heat inlo mechanical energy, is very efficient ( $e \approx$ B). In the steady state, this energy is mosily balanced by frictional dissipation at the surface.

## The Hurricane Carnot cycle

The two essential laws are:
Bernoulli's relation: $d\left(\frac{1}{2} v^{2}\right)+g d z+\alpha d p+\vec{F} \cdot \overrightarrow{d l}=0$
First law of thermodynamics: $T d s=c_{p} d T-\alpha d p+d\left(L_{v} w\right)$ where $\vec{F}$ is the frictional force and $\vec{l}$ is a unit vector along the motion vector.

Integrating Bernoulli's law over a closed loop one gets:

$$
\oint \alpha d p=-\oint \vec{F} \cdot \overrightarrow{d l}
$$

also

$$
\int_{n}^{c} \Omega\left(l n=-\int_{a}^{c} \ddot{F} \cdot d \ddot{l}\right.
$$

by integrating along the boundary layer whed is assumed to be isothermal. The indier a corresponds to a point outside the cyclone, and e to the eye as shown in the figure above. Then assuming that all the frictional dissipation is in the boundary layer one gets:

$$
\oint a d p=\int_{a}^{c} a d p
$$

and from the first law of thermodynamic:

$$
\oint T d s=-\oint \sigma d p=-\int_{a}^{e} n d p
$$

which gives:

$$
\left(T_{B}-\bar{T}_{o u l}\right)\left(S_{c}-S_{u}\right)=-R_{d} T_{B} \ln \frac{p_{c}}{p_{a}}
$$

where $T_{B}$ is the (uniform) temperature in the boundary layer, $\bar{T}_{\text {out }}$ is the average temperature along $0.0^{\prime}$ (see fig. above), $S$ is the specific untropy defined by:

$$
S=C_{p} \ln T-R_{d} \ln p+L_{v} \frac{w}{T}
$$

This relation states that the amount of heat in - heat out $=$ the work done against dissipation in the boundary layer.

Using the definition of $S$ in the boundary layer we can rewrite the above relation es :

$$
\vec{T}_{\text {out }} R_{d} \ln \frac{p_{a}}{p_{c}}=L_{v}\left(w_{c}-w_{a}\right) \frac{T_{b}-\bar{T}_{\text {oul }}}{T_{B}}
$$

where

$$
\frac{T_{B}-\bar{T}_{\text {oui }}}{T_{B}}
$$

is the thermodynamic efficiency. But now

$$
w=\frac{M_{v}}{M_{d}}=\frac{\alpha_{d}}{\alpha_{v}}=\frac{R_{d} T}{R_{v} T} \frac{c}{p_{d}}=\epsilon R H \frac{c_{s}(T)}{p_{d}}
$$

where $R H$ stands for Relative Humidity, $\epsilon=R_{d} / R_{v}=0.022$, and $c_{s}(T)$ is the saturation vapor pressure. $p_{d}$ is the partial pressure of dry air.

Thus one gets :

$$
\ln \frac{p_{a}}{p_{c}}=\frac{L_{u} w_{a}}{\bar{T}_{o u t} R_{d}} \frac{T_{B}-\bar{T}_{o u t}}{T_{B}} \frac{R H_{c}}{R H_{c}}\left(\frac{p_{a}}{p_{c}}-\frac{R H_{a}}{R H_{c}}\right)
$$

or

$$
\ln y=A(y-B)
$$

where

$$
y=\frac{p_{a}}{p_{c}}
$$

This equation does not have solutions for all values of $A$ and $B$. There is a limiting curve in the $A-B$ parameter space.

 heaty solid cunce denoles the critical condition tejond whit no shlutions evish.

The domain beyond that curve corresponds to "hypercenes", i.e. extremely intense hurricanes. In this regime, the isothermal expansion is so strong that the heating it causes cannot be balanced by dissipation in the boundary layer. If they existed (and they might in some different place or time) they would be supported by a quite different physics.

The figure below shows the minimum sustainable central pressures computed from the formula above $[\ln y=A(y-B)]$ with $R H_{c}=1$ assuming September mean climatological conditions.

## Epilog

A couple of weeks afte. the end of the summer program, hurricane Gilbert was born and recorded as the most powerful ever in the Atlantic ocean. The following article appeared in The Boston Globe, Friday Seplember 16, 1988.

Hurricane Gilbert is not only the most powerful Atlantic hurricane ever recorded, it may well be the most gigantic storm that ocean is capable of producing, weather scientists said yesterday.

However, the researchers said, they are mystified as to why G:lbert, alone of several storms this season, grew to such awesome proportions.
(...)(Robert Burpee, of NOAA) noted that the storm season has seen a dozen tropical depressions - low-pressure systems that spawn storms. "and five or six have followed nearly


Figure 7. Hurrica:nate areas of very low pressure. The tropical oxeans are ideal spawning gruunds for them, as demonstraled by this map, which shows the minimum sustainable central presereres in tropical storms under September mean climalological conditions over the l'acific Ocean and the Caribbean Sea. The pressures, which have been calculaled using Eq. 5, afe expressed in millibars, with $1,015 \mathrm{mb}$ assumed to be the normal surface pressure. The dots and italicized numbers show, respectively, the locations and central pressures of some of the most inlense hurricanes on record. Tropical storms in the Australian region are not indicaled, because they occur during the lale Southern Hemisphere summer (februaryAprill.
identical paths ... but we are wondering why most have remained very, very meak, while this one -follouing nearly the same path. has become in terms of minimum pressure" the strongest of the century.
(...) Tuesday the atmospheric pressure beneath Gilbert's central "eye" was 26.91 inches of mercury. Only in a hurricane in the Western Pacific in 1927 has a lower figure been measured.

Low atmospheri-. essure develops with the rise of warm, moist air that drives a hurricane.
Theory puts limit on intensity
A recent theory that hurricanes have a theoretical limit of intensity has been proposed by Kerry A. Emanuel, Professor of Meteorology at the Massachusetts Institute of Technology. Hurricanes, termed "the greatest storms on earth," are spawned in tropical oceans from atmospheric disturbances that create regions of low pressure.

Simply hurricanes are a kind of "engine" that converts heat into mechanical energydestructive winds that can pulverize entire cities.

The fuel for the engine is the wide temperature difference between the warm ocean surface and the much colder atmosphere above it; a hurricane typically rises some nine miles above the Earth.

For a hurricanc to be born, the ocean surface must be 80 degrecs Fahrenheit or warmer, and the water must be warm for a considerable depth below the surface.

Moisture from the warm occan cuaporates into the surrounding air, and as the moist air rises, it carrics heat which is released when water condenses at chilly high altitudes. The high allitude temperature was about 120 degrecs below zero Fahrenhait at the time Gilbcrl matured, said Emanuel.

The upward flow of warm, moist air produces thick clouds, lorrcntial thunderstorms, lightning, and strong winds that, because of the carth rotation, spiral around a clear, tran. quil "cyc".

Emanucl said the power of a hurricanc, like that of an auto enginc, is limited by the rate at which "fucl" can be poured into it and the cfficiency of the cnginc. The fuel limit for a storm is the amount of moisture the air over the occan surface can hold, and the efficcncy of the hurricane's "cngine" is determined by the temperature differences. Calculations showed that Gilbert had reached those limits.
Gilbert's cye small
In addition, the violence of a hurricanc's spiraling winds is related to the size of the central "cyc", and Gilbert's cyc is strikingly smaller-about cight miles wide compared to the usual 20 miles, said scientists.

Somewhat stronger hurricancs are possible in the Pacific Occan, say rescarchers, because they accumulate more energy as they travel across that occan's greater cxpanses. (...)

The following diagrams are also taken from the Globe.
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## D. DYNAMICS OF TROPICAL CYCLONES

## Numerical Simulntion

In this lecture we first discuss an axisymmetric numerical hurricane model (Rotunno and Emanuel, 1087). Non-hydrostatic, primitive equations are used. 'The simulated region is 1500 km radially by 24 km vertically. Resolution is 15 km radially and 1.25 km vertically. A sponge layer is inserted between 10 and 24 km to absorb gravity waves and radiation lateral boundaries are used (ie. waves propagate out ideally without reflection). Radintive relaxation is used $\dot{Q}=-(\theta-\bar{\theta}) / r_{r}$. Highly simplifed microphysics nre used wherein basically $l>1 \mathrm{~g} / \mathrm{kg}$ results in rain. The turbulence depends on the moist Richardson number. The sea surface temperature is fixed and the wind-dependent exchange coefficients are as follows:

Momentum: $-C_{D}|v| v \quad C_{D}=C_{D_{0}}+C_{D_{v}}|v|$
Latent Heat: $c_{\theta}|v|\left(\theta_{a}-\theta\right)$
Moisture Exchange: $c_{\theta}|v|\left(q_{0}-q\right)$
The model is initialized with a convectively neutral sounding. Results of the simulation follow.


Fic. 5. The $160-180 \mathrm{~h}$ average fields for the nearl) steady state reached in the control run. All stuppled regrons anduate negatine values sf the ficld. (a) Aamuthal velosity, tontou, interial, $5 \mathrm{~ms}{ }^{\prime}$. (b) dimensional pressure devation from the matal state, contour interval, 5 mb , (4) radal , eloaty, contuut intenar, ms '. (d) it mperature devation from the inital state, contour interval, $2 \therefore$, (e) verical velocit), contour inien al, $0.5 \mathrm{~ms}{ }^{\prime}$. (f)
 shading indicates $8<q_{\mathrm{r}}<13 \mathrm{~g} \mathrm{~kg}$, and darkest shading indicates $q_{\mathrm{r}}>13 \mathrm{~g} \mathrm{~kg}$.


Jigute 9. Compuler modelo pravide a pattal anower to the quedion of why hurieanes ate rate even though the tropieal almosphete fide shundant energ) to support then. This geaph shaws the evolution with time of the maximum suldece wind gperd prokluerd hy une suth numerieal model (kotunno and limanuel 1965). The erd curve
 velocity in an evperiment that statis with a 2 m'sec amplitude voltex, but is otherwise identical, is shown by the giay curve. The failure of the weak vorter to amplly demonsteates that hurricaner in this mental eannol atise out of weak fandom soix: ather, a vorter of suffizient amplitude must be provided by independen* means, such as a largescale wave or a thundentorm cumpiex from a middicialliude conlinent.

The upper line above shows the results of the control experiment which is initialized with a weak warm core vortex of amplitude $10 \mathrm{~m} / \mathrm{s}$. The lower line shows an identical experiment but with an initial amplitude of $2 \mathrm{~m} / \mathrm{s}$. The stronger initial vortex amplifies into a mature hurricane, while the weaker one never amplifies. This shows that the model storm results from a finite amplitude instability.

The above points are consistent with the observation that tropical cyclones only form when there is an initial disturbance and the theory that hurricanes are not manifesintions of the release of convective instability but a finite amplitude air-sea interaction instability.

## A simpler model

In this recond part of lecture 9 we discuss a "simplified" numerical simulation. We essume that at all times the atmosphere is conditionally neutral defined in the general sense of being moist adiabatic along angular momentum surfaces. The model is axisymmetric and is expressed in the following coordinetes:

Potential Radias $R: \frac{1}{2} R^{2}=r V+\frac{1}{2} r^{2}$
Pressure $F$ as vertical coordinate

## Time $\tau$

Assuming convection maintains a moist adiabatic lapse rate along $R$ surfaces, the thermal wind equation can be shown to be:

$$
r_{b}^{-2}=r_{t}^{-2}-\frac{2}{f^{2} R^{3}}\left(T_{b}-T_{t}\right) \frac{d S^{*}}{d R}
$$

where
$r_{b}-$ radius of $R$ surface at top oi ${ }^{3} B L(T=?!?$
$r_{t}$ - radius of $R$ surface at tropopause ( $T=T_{t}$ )
$S^{\bullet}$ - saturation moist entropy
The saturation moist entropy is the entropy the atmosphere would have if it were saturated. This is a state variable but not a conserved quantity unless the air is saturated. The condition of conditional neutrality is equivalent to the specification of $S^{*}$ constant along $R$ surfnecs.

$\psi$ - mass stream function outside of clouds (zero at top and bottom)
$S_{5}$ - moist entropy of BL.
$\dot{\psi}_{0}$ - mass stream unction at top of BL.
As indicated in the figure, the model distinguishes deep and shallow convection. This is an essential part of the model. The deep clouds precipitate and have a net mass flux. They represent a mass source at the top and correspondingly a mass sink at the bottom. The shallow clouds do not precipitate and have no net mass flux. They do act as a source of moist entropy in the middle layer and a sink of moist entropy in the BL.

A parameter of the system is $\alpha$. In the equations that follow this will be seen to relate the vertical cloud velocities to the convective instability. However, the model is not sensitive to this parameter since the convective time scales are short compared to the system evolution time scales.

In the shallow clouds, the pressure velocities ( $\omega \equiv d p / d t$ ) of the updrafts and downdrafts are

$$
\omega_{u}=-\omega_{d}=-\alpha\left(S_{b}-S_{m}^{\bullet}\right)^{(1 / 2)}
$$

and the fractional areas covered by updrafts and downdrafts are equal. Thus there is no net mass flux by shallow clouds, but they do transport entropy.

In the deep clouds

$$
\omega_{c}=-\alpha\left(S_{b}-S^{\bullet}\right)^{(1 / 2)}
$$

and this docs lead to a net mass flux.
With the definition of $\sigma$ as the fractional area of a grid covered by a deep cloud and reference to the figure below, the mass continuity equation can be written:

$$
\frac{1}{r} \frac{\partial}{\partial r}(r u)+(1-\sigma) \frac{\partial \omega_{a}}{\partial P}=-\sigma \frac{\partial \omega_{\mathrm{c}}}{\partial P}
$$



Let

$$
\begin{aligned}
r u & \equiv \frac{\partial \psi}{\partial P}+G \\
(1-\sigma) r \omega_{a} & \equiv-\frac{\partial \psi}{\partial r}
\end{aligned}
$$

so that

$$
\frac{1}{r} \frac{\partial G}{\partial r}=-\sigma \frac{\partial \omega_{c}}{\partial P}
$$

and

$$
G=-\frac{1}{2} \int_{0}^{r} \sigma \frac{\partial \omega_{c}}{\partial P} d r^{2}
$$

Again, $\psi$ is a mass streamfunction for flow excluding deep clouds. $G$ represents the mass fluxes in deep clouds.

Lateral friction is included in the boundary layer. The equations for conservation of moist entropy complete the system.

The variables are now scaled as follows: Define

$$
x \equiv\left(I_{b}-I_{\mathrm{l}}\right)\left(S-S_{a}\right)
$$

where $S_{a}$ is the ambient PBL entropy, and

$$
x_{1} \equiv\left(T_{b}-T_{z}\right)\left(S_{a 0}-S_{a}\right)
$$

where $S_{00}$ is the saturated entropy of sea surface at ambient pressure.
Note that $\chi_{0}$ is a measure of initial air-sea thermodynamic disequilibrium. We nondimensionalize as follows:

$$
\begin{aligned}
x & \rightarrow \lambda_{1} \chi^{\prime} \\
\chi^{\bullet} & \rightarrow \chi_{0} \chi^{\bullet} \\
r & \rightarrow \chi_{0}^{(1 / 2)} f^{-1} r \\
R & \rightarrow \chi_{d}^{(1 / 2)} f^{-1} R \\
\tau & \rightarrow c_{p}^{-1} \frac{R T_{0}}{S}\left(\frac{p_{0}-p_{t}}{p_{0}}\right) \chi_{0}^{-(1 / 2)_{T}} \\
\psi & \rightarrow \frac{1}{2} c D \rho_{0} g \chi_{a}^{(3 / 2)} f^{-2} \psi \\
P & \rightarrow P_{0} \exp \left[\frac{\chi_{0}}{R_{d} T_{0}} P\right]
\end{aligned}
$$

From this nondimensionalization and values of the various parameters, we find typical scales:

$$
\begin{aligned}
& \text { velocity }-\chi_{0}^{(1 / 2)} \quad(60 \mathrm{~m} / \mathrm{s}) \\
& \text { radius }-\chi_{a}^{(1 / 2)} f^{-1}(1000 \mathrm{~km}) \\
& \text { time }-c_{D}^{-1} \frac{R T T_{0}}{g}\left(\frac{P_{0}-P_{D}}{P_{0}}\right) \chi_{a}^{-(1 / 2)} \quad \text { (16 hours) }
\end{aligned}
$$

Our equations are now:
conservation of angular momentum in boundary layer:

$$
\frac{\partial r_{b}^{2}}{\partial \tau}=\psi_{0}-\psi-\frac{1}{R} \frac{\partial}{\partial R}\left(r_{b}^{3} \nu \frac{\partial}{\partial r_{b}}\left(\frac{R^{2}}{r_{b}^{2}}\right)\right)
$$

with

$$
\nu \equiv \ell^{2}\left|r_{b} \frac{\partial}{\partial r_{b}}\left(\frac{R^{2}}{r_{b}^{2}}\right)\right|
$$

conservation of angular momentum in op layer:

$$
\frac{\partial r_{l}^{2}}{\partial r}=\psi-\int_{0}^{r_{1}^{2}} \omega_{c} \sigma d r^{2}
$$

thermal wind:

$$
r_{b}^{-2}=r_{8}^{-2}-\frac{2}{R^{3}} \frac{\partial \chi^{0}}{\partial R}
$$

a diagnostic equation for the boundary layer streamfunction:

$$
\psi_{0}=\left(1+c\left|v_{h}\right|\right)\left|v_{b}\right| \frac{1}{2 R} \frac{\partial r_{b}^{2}}{\partial R}\left(R^{2}-r_{b}^{2}\right)+\int_{0}^{r_{i}^{2}} \sigma \omega_{c} d r^{2}
$$

temperature equations

$$
\begin{gathered}
\frac{\partial \chi^{\bullet}}{\partial \tau}=Q \omega_{a}(1-\sigma)+\frac{\partial}{\partial r_{b}^{2}}\left(r_{b} \nu \frac{\partial \chi^{\bullet}}{\partial r_{b}}\right)-\operatorname{rad}\left(\chi^{\bullet}\right) \\
\frac{\partial \chi_{m}^{\bullet}}{\partial \tau}=Q \frac{\omega_{a}+\omega_{0}}{2}(1-\sigma)-\operatorname{rad}\left(\chi_{m}^{\bullet}\right)
\end{gathered}
$$

with

$$
\begin{aligned}
(1-\sigma) \omega_{a} & \equiv-\frac{\partial \psi}{\partial r_{m}^{2}} \\
(1-\sigma) \omega_{0} & \equiv-\frac{\partial \psi_{0}}{\partial r_{b}^{2}}
\end{aligned}
$$

and

$$
r_{m}^{-2}=\frac{T_{t}-T_{m}}{T_{t}-T_{t}} r_{t}^{-2}+\frac{T_{m}-T_{t}}{T_{t}-T_{t}} r_{t}^{-2}
$$

the entropy conservation equations:

$$
\begin{gathered}
\gamma \frac{\partial \chi}{\partial \tau}=\psi_{0} \frac{\partial \chi}{\partial r_{b}^{2}}-(1-\sigma)\left(\frac{\omega_{0}+\left|\omega_{0}\right|}{2}\right)\left(\chi-\chi_{m}\right)-\sigma_{\Delta} \omega_{d}\left(\chi-\chi_{m}\right)+(1+c|v|)|v|\left(\chi_{t}^{*}-\chi\right) \\
\frac{\partial \chi_{m}}{\partial \tau}=-(1-\sigma)\left(\frac{\omega_{0}-\left|\omega_{0}\right|}{2}\right)\left(\chi-\chi_{m}\right)-(1-\sigma)\left(\frac{\omega_{0}+\left|\omega_{0}\right|}{2}\right)\left(\chi_{t}-\chi_{m}\right) \\
-\sigma_{s} \omega_{u}\left(\chi-\chi_{m}\right)-\operatorname{rad}\left(\chi_{m}\right)
\end{gathered}
$$

with

$$
\begin{gathered}
\chi_{s}^{*}=1-\frac{T_{a}-T_{t}}{T_{s}} P+\frac{1}{1-R H_{a}}\left(e^{-\beta P}-1\right) \\
\chi_{t}=2 \chi_{m i}+\chi^{*}
\end{gathered}
$$

fractional coverage of convection

$$
\begin{gathered}
\sigma=\frac{f}{\sqrt{\lambda_{4}}}(10 \mathrm{~km}) \frac{1}{\Delta r_{b}} \\
\sigma_{b}=0.5
\end{gathered}
$$

surface pressure

$$
\frac{\partial P}{\partial r_{b}}=v+\frac{v^{2}}{r_{b}}
$$

These dimensionless equations are deseribed as follows: the radius of $R$ surfaces in the lower layer ( $r_{b}$ ) changes according to the mass flow in the lower layer and viscous dissipation, with the latter proportional to the deformation multiplied by a length scale, $\ell$, squared. The radius of $R$ surfaces in the upper layer changes according to the total mass flow (including that due to deep convection) in the upper layer. The boundary layer flow is determined by the surface stress according to the aerodynamic drag formulation with a wind-dependent exchange coefficient and the mass sink due to deep convection.

The temperature equations for the middle and lower layer contain terms representing adiabatic compression, diffusion (to control the numerical integration), and radiative relaxation to the initial condition. The calculation of the vertical velocity at the middle level requires knowledge of the radius of $R$ surfaces there ( $r_{m}$ ) which is again determined from the thermal wind equation.

The boundary layer entropy conservation equation includes horizontal advection, vertical exchange through the boundary layer top by the mean flow and by shallow convection, and surface fluxes. $\chi_{i}^{*}$ is the (pressure-dependent) saturation entropy of the sea surface. Entropy conservation in the lower layer is controlled by mean fluxes through the top and botlom of the layer, shallow convective fluxes, and radiation. $\chi_{t}$ is the entropy in the upper layer which is assumed to be that of the initial state ( $\chi_{m i}$, an upward extrapolation from the boundary leyer and lower layer) plus $\chi^{*}$.

The fractional area covered by deed clouds is simply a constant cloud width ( 10 km ) divided by the dimensional physical distance between adjacent $R$ surfaces. This means that we permit only one deep cloud per grid volume. The fractional coverage of shallow clouds is fixed at 0.5 . Surface pressure is diagnosed from the cyclostrophic relation.

The dimensionless parameters of the system are:
$\alpha$ - discussed previously
$c$ - determines the wind-dependence of the surface exchange coefficient
$\ell$ - a diffusion length scale
$Q$ - dry static stability
rad - a radiative relaxation rate
$\gamma$ - the ratio of the boundary layer pressure depth to that of the lower and upper layers
$\beta$ - determines the magnitude of the isothermal expansion heating
$R H_{a}$ - the ambient surface relative humidity
$\chi_{m i}$ - the initial entropy of the lower troposphere
$\frac{T_{1}-T_{\perp}}{T_{1}}$ - the thermodynamic efficiency

All the other dimensionless parameters describe the initiad and boundary conditions.
Preliminary experiments with this model reveal the reasons for the finite amplitude nature of eyclogenesis in the model. The figure below shows two different experiments which are identical except that they are initialized with different amplitudes. Jhe weak vortex decnys while the strenger one amplifies, as in the more complete model. A third experiment is identical to the fert except that shallow convection has been artifically turned off. The run with no shallow convection amplifies immedintely but does not nitnin the same amplitude. Evidently the shallow convection plays a dual role: it prevents weak disturbances from amplifying but permits mature storms to rench a larger amplitude than they otherwise would.
'The reasons for this belanvior are straightforward. When a wenk vortex is placed in contact with the ocean, Ekman pumping cools the lower layer of the interior oi the storm by adiabatic expansion. This leads to the development of shallow convection, which, because it docs not precipitate, does not heat. But because the vertically integrated entropy is conserved in convective overturning, the boundary layer dries out as the lower layer moistens. Thus the vortex becomes cold core and weakens due to friction. Only if the initinl vortex is sufficiently strong will the anomalously large surface entropy fluxes make up for the drying of the boundary layer by shallow clouds. Then deep convection can occur in the core, and the vortex intensifies.

If shallow convection is prevented, however, the boundary lnyer in the outer region of mature vortices moistens and deep convection breaks out. When this happens, the surface flow in the interior becomes divergeni and the vortex weakens.

## References

Rotunno, R. and K.A. Emanuel, 1987. An air-sea interaction theory for tropical cyclones. Part II: Evolutionary study using a nonhydrostatic axisymmetric numerical model. J. Atmos. Sci., 44, 542-561.

Notes by Jim Countryman and Stephane Douady


## 10. OSCILLATIONS IN CONVECTIVELY-ADJUSTED FLOWS

Today we will focus on a relatively new eloss of air aminteractions. Ohservations laner ked to the dincovery of a prominent mode of oncillation in the cast west winds of period 30 60 days in the tropical atmospluere, often callect the $\mathbf{t 1}$ day oscillation. This mose usually hat ite maximum amplitude at the equator, is comfinel to within 30 degrevs latitude of the equator, and is ser⿻ to have a plametary wave mumber of unity. The strongest signalk in the zonal wind, found at heights of $\sin$ mb and 150 mb in the tropesphere, are out of phase. implying the oscillation is baroclinic in nature. Infared images of clond tops have shown that the wave moves toward the cant at a speryl of alonit $10 \mathrm{~m} / \mathrm{s}$.

Although this phenomenon hasn't leven the subjoct of much invertigntion, some theoretical explanationa have been offerel. The first nttempt was to explain the wave ax an equatorial Kilvin wave, but phase sjeveds of Kiclvin morles mateling the obsorved atmoupheric atructure are many tines larger than the observed spereda. The inchasion of strong disaipation can reluce Kelvin wave siperels to those that are observed. but the notable senaitivity of wenve sperves to diffusion coceffirients is disturling, as is the problem of maintaining a wave subject to such dissipation. Gereral circulation morlels (GCM's) using an ocean planet have produced wave modes with periods of about 30 days, whose truciure clowely resembles the observations, suggesting that the prewence of land and zonal naymmetry may not be very important in explaining this phenomenon. However, the phame speeds produced by these models are generally too large by a factor of two.

Conader a new model based on the interaction of a moist atmosphere with a fixed ocean. The convection in this atmosphere is viewed as a means of redistributing heat from the ocean surface throughout the entire troposphere. On the time seale of the 30-60 day wave, convection can lse treated as instantaneous, so that the atmosphere is considered to be coavectively neutral. It is assumed that the moist ndiabatic lapse rate characterizing this neutral atmomphere is determined by the moist entropy of the boundary layer i.e.,

$$
\begin{equation*}
S^{\bullet}=S_{b} \tag{10.1}
\end{equation*}
$$

where $S^{*}$ is the saturation moist entropy of the troposphere above the subeloud layer, and $S$ is the moist entropy of the subeloud layer itself. In addition, fluctuations in the moist entropy of the subcloud layer are assumed to le linearly proportional to fluctuations in the mean moist entropy of the troposphere above it, i.e.

$$
\begin{equation*}
\Delta S_{b}=\nu \Delta \bar{S} \tag{10.2}
\end{equation*}
$$

where $\delta$ denotes a fluctuation, $w$ is the proportionalty constant and $\bar{S}$ is defined as

$$
\bar{S} \equiv \frac{1}{\Delta p} \int_{\mu_{t}}^{\mu_{t}} S d p
$$

with $p_{6}$ and $p_{1}$ being the pressure at the top of the sub-cloud layer and at the top of the troposphere, respectively, and $\Delta p \equiv p_{b}-p_{l}$. The value of $\nu$ can be related to fluctuations in the relative humidity of the troposphere, or to the percentage of surface evaporation
anomalies realized as precipitation. Thus, in precipitating regions, $\nu$ is close to unity, while it can be quite small otherwise.

We arc interested in forming a linear model that gives rise to growing baroclinic disturbances, as suggested by observations and GCM's. The anticipated wind-evaporation feedback instar 'ity is $s^{\prime} r n$ schematically below:


Fig. I. Conceptual illustration of the 30-60 day wave as an airsea interaction instability. Anomalously strong easterlies at right give rise to anomalous heat lluxes from the sea surface; the moist entropy is then rapidly redistributed aloft by convection. The resulting temperature anomaly leads the surface convergence by one quarter cycle, leading to wave growth and castward propagation.

Since we want baroclinic disturbances, the mean state is chosen to be barotropically stable, and the vertically integrated velocity fluctuation must vanish to insure that there will be no barotropic disturbances. Using the hydrostatic relation and the equation of motion for horizontal velocity fluctuations, an expression can be derived relating fluctuations in surface pressure to fluctuations of moist entropy in the surface layer, and hence fluctuations in the mean moist entropy in the troposphere via equation 10.2:

$$
\begin{equation*}
\delta \phi_{b}=-T_{b} \epsilon \nu \delta \bar{S} \tag{10.3}
\end{equation*}
$$

where $\phi_{b}$ and $T_{b}$ are the geopotential and absolute temperature of the surface layer, respectively, and $\epsilon$ is the thermodynamic efficiency given by

$$
\begin{equation*}
\epsilon \equiv \frac{T_{b}-\bar{T}}{T_{b}} \tag{10.4}
\end{equation*}
$$

with $\bar{T}$ being the mean absolute temperature in the atmosphere,

$$
\begin{equation*}
T \equiv \frac{1}{\Delta p_{0}} \int_{p_{1}}^{p_{0}} I d p \tag{10.5}
\end{equation*}
$$

where $p_{0}$ is laken to be 1000 mb and $\Delta p_{0} \equiv p_{0}-p_{1}$. Equation 10.3 effectively constitutes our convective parameterization. Note that this parameterization allows no changes in the temperature of the atmosphere mbove the boundary layer as long as processes in the boundary lnyer occur at constant entropy. Thus, even if there is some nmount of "moisture convergence" (which is necessary to drive other convection parameterizations), our paramcerization implies that heating due to condensation exactly cancels adiabatic cooling if the boundary layer entropy remains conslant.

Now we are in a position to formulate the equations that are to be solved. On an equatorial $\beta$-plane, the horizonte! momentum equations are

$$
\begin{align*}
& \frac{d u}{d t}=-\frac{\partial \phi}{\partial x}+\beta y v-g \frac{\partial r^{x}}{\partial p}  \tag{10.6}\\
& \frac{d v}{d t}=-\frac{\partial \phi}{\partial y}-\beta y u-g \frac{\partial \tau^{y}}{\partial p} \tag{10.7}
\end{align*}
$$

where $\tau^{x}$ and $r^{y}$ are stresses. If we assume that the stresses vary linearly (with pressure) from the surface layer to the top of the sub cloud layer and if the standard bulkacrodynamic stress relation is used, then the stresses are

$$
\begin{align*}
& \frac{\partial \tau^{z}}{\partial p}=\frac{\rho_{a}}{\Delta p_{m}} c_{D}\left|v_{a}\right| u_{a}  \tag{10.8}\\
& \frac{\partial \tau^{v}}{\partial p}=\frac{\rho_{a}}{\Delta p_{m}} c_{D}\left|v_{a}\right| v_{a} \tag{10.9}
\end{align*}
$$

where the subscript a denotes the top of the surface layer, $\Delta p_{1 n}$ is the difference between the pressure at the surface and the top of the sub cloud layer, and $c_{D}$ is the drag cocflicient. The mean state is assumed to have a zonally end vertically constant zonal wind. If eqns. (10.6) and (10.7) are linearized about this mean state, and equs. (10.8) and (10.9) are used, we get the following in the boundary layer:

$$
\begin{align*}
\frac{\partial}{\partial t}(\delta u)+U \frac{\partial}{\partial x}(\delta u) & =-\frac{\partial}{\partial x}\left(\delta \phi_{b}\right)+\beta y(\delta v)-2 \frac{c_{D}}{h} U(\delta u)  \tag{10.10}\\
\frac{\partial}{\partial t}(\delta v)+U \frac{\partial}{\partial z}(\delta v) & =-\frac{\partial}{\partial y}\left(\delta \phi_{b}\right)-\beta y(\delta u)-\frac{c_{D}}{h} U(\delta v) \tag{10.11}
\end{align*}
$$

where $\delta$ denotes a fluctuation quantity, $h \equiv\left(\Delta p_{m} R T_{a}\right) /\left(p_{a} g\right)$ is a boundary layer scale height, and the factor of 2 difference in the stress terms arises due to the fact that the mean wind is purely zonal. Note that we have an expression for fluctuations in geopotential at the top of the boundary layer (eq. 10.3 ), so we will solve 10.10 and 10.11 there, aiong with a thermodynamic equation for $\delta \bar{S}$.

The relevant thermodynamic equation is

$$
\begin{equation*}
\frac{d S}{d l}=-g c_{p} \frac{\partial \tau}{\partial p}+\dot{R} \tag{10.12}
\end{equation*}
$$

where $c_{\mu}$ is the heat capacity at constant pressure, $\tau_{0}$ is the vertical entropy flex, and $\dot{R}$ is the radiative cooling. Again, assume a bulk acrodynamic relation for the surface flux,

$$
\begin{equation*}
\tau_{\mathrm{t}}=\rho_{\mathrm{a}} c_{o} c_{p}\left|v_{\mathrm{a}}\right|\left(S-S_{\mathrm{a}}\right) \tag{10.13}
\end{equation*}
$$

where $c_{8}$ is the exchange coofficient and $S$, the anturation moist entropy of the sen surface. If eqn. (10.12) is then linearized about a mean state of radiative convective equilibrium, we get

$$
\begin{equation*}
\frac{\partial}{\partial t}(\delta S)+U \frac{\partial}{\partial x}(\delta S)=-g \frac{\partial}{\partial p} r^{\prime}+\delta \dot{R} \tag{10.14}
\end{equation*}
$$

To get an expression for $\delta \bar{S}$, eqn. (10.14) is integrated from the top of the surface layer to the top of the troposphere,

$$
\begin{equation*}
\frac{\partial}{\partial t}(\delta \bar{S})+U \frac{\partial}{\partial x}(\delta \bar{S})=-\frac{g}{\Delta_{p}}\left[\rho_{a} c_{0} U \delta \bar{S}-\rho_{a} \operatorname{cosgn}(U)\left(S_{0}-S\right) \delta u\right\}+\frac{1}{\Delta_{p}} \int_{p_{1}}^{p_{0}} \delta \dot{R} d p( \tag{10.15}
\end{equation*}
$$

where $S,-S$ is now the mean (time averaged) difference. If it is assumed that the radiative cooling term can be approximated by Newtonian cooling,

$$
\begin{equation*}
\frac{1}{\Delta p} \int_{p_{1}}^{r_{0}} \delta \dot{R} d p \simeq-\frac{1}{T_{r}} \delta \bar{S}^{T} \tag{10.10}
\end{equation*}
$$

where $\tau_{r}$ is an appropriate time scale, then our set of linear equations is:

$$
\begin{align*}
& \frac{\partial}{\partial t}(\delta u)+U \frac{\partial}{\partial x}(\delta u)=T_{b} \nu \frac{\partial}{\partial x}(\delta \bar{S})+\beta y(\delta v)-2 \frac{c D}{h} U(\delta u)  \tag{10.17}\\
& \frac{\partial}{\partial t}(\delta v)+U \frac{\partial}{\partial x}(\delta v)=T_{b} \in \nu \frac{\partial}{\partial y}(\delta \bar{S})-\beta y(\delta u)-\frac{c_{D}}{h} U(\delta v)  \tag{10.18}\\
& \frac{\partial}{\partial t}(\delta \bar{S})+U \frac{\partial}{\partial x}(S \bar{S})=-\frac{c_{\theta}}{H} \nu U(\delta \bar{S})+\frac{c_{\theta}}{H} \operatorname{sgn}(U)(S,-S)(\delta u)-\frac{1}{T_{r}}(\delta \bar{S}) \tag{10.19}
\end{align*}
$$

where $H \equiv\left(\Delta p R T_{a} / p_{e} g\right)$ and (10.3) has been used.
As a prelude to solving these equations, we will nondimensionalize as follows, with asterisks denoting dimensional variables:

$$
\begin{align*}
x^{\bullet} & =a x \\
y^{\bullet} & =A^{1 / 4} \beta^{-1 / 2} a^{1 / 4} y \\
t^{\bullet} & =A^{-1 / 2} a^{1 / 2} t \\
\delta u^{\bullet} & =A^{1 / 2} a^{1 / 2} \delta u  \tag{10.20}\\
\delta v^{\bullet} & =A^{3 / 4} \beta^{-1 / 2} a^{-1 / 4} \delta v \\
\delta \bar{S}^{\bullet} & =a H^{-1} c_{\theta}\left(S_{0}-S\right) \delta T \\
U^{\bullet} & =A^{1 / 2} a^{1 / 2} U
\end{align*}
$$

where a is the rachins of the earth, and

$$
A \equiv c_{1} T_{a} I^{-1} c_{v}\left(S_{s}-S\right) .
$$

Using the above sealing: the equations become

$$
\begin{gather*}
\frac{\partial}{\partial t}(\delta u)+U \frac{\partial}{\partial x}(\delta u)=\frac{\partial}{\partial x}(\delta T)+y(\delta u)-2 F(\delta u)  \tag{10.21}\\
\frac{\partial}{\partial t}(\delta v)+\zeta \frac{\partial}{\partial x}(\delta u)=P \frac{\partial}{\partial y}\left(\delta+s-P_{y}(\delta u)-F(\delta u)\right.  \tag{10.22}\\
\frac{\partial}{\partial t}(\delta T)+U \frac{\partial}{\partial x}(\delta T)=-\gamma(\delta T)+\operatorname{sgn}(U)(\delta u) \tag{10.23}
\end{gather*}
$$

Where $F \equiv c_{D} U_{a / 2} h^{-1}, P \equiv B A^{-1 / 2} a^{3 / 2}$, and $\gamma \equiv a^{1 / 2} A^{-1 / 2} \tau_{r}^{-1}+F_{v}\left(c_{0} h\right) /\left(c_{D} H\right)$. Since we have a closed set of lincar equations with constant cocflicients, we will try solutions of the form

$$
\begin{equation*}
\delta u=u(y) c^{i k s+\pi t} \tag{10.24}
\end{equation*}
$$

where $\sigma$ is complex. Similar expressions are used for $\delta v$ and $\delta T$, resulting in the following lincar cquations:

$$
\begin{gather*}
(D+2 F) u=u \cdot T+y v  \tag{10.25}\\
(D+F) v=P\left(\frac{d T}{d y}-y u\right)  \tag{10.26}\\
(D+\gamma) T=u \operatorname{sgn}(U)
\end{gather*}
$$

where $D=\sigma+2 k U$. First we search for some solutions of simplified equations. in that if $v=0$ equs. (10.25) and (10.27) can be used to find the dispersion relation:

$$
\begin{equation*}
(D+2 F)(D+\gamma)=2 k \operatorname{sgn}(U) \tag{10.28}
\end{equation*}
$$

If $P$ is large, then the geostrophic approximation, $d T / d y=y u$, can be made. In this case the dispersion relation implies $v=0$ cverywhere. From eqns. (10.26) and (10.27), the temperature structure is seen to be

$$
\begin{equation*}
T=B \exp \left[\frac{1}{2} y^{2}(D+\gamma) \operatorname{sgn}(U)\right] \tag{10.29}
\end{equation*}
$$

where $B$ is a constant. To have well-behaved solutions, the exponential must decay with increasing $y$. Thus if we assume that the real part of $D$ is positive, resulting in growing disturbances, we conclude that $\operatorname{sgn}(U)$ must be negative. Therefore, consideration will be limited strictly to mean easterly winds.

The following figure shows the horizontal structure of the solutions for the moist entropy, zonal wind, vertical velocity, and cumulus mass flux perturbations for $k=1$.


Fic. 2. Honizontal distributions of the dimensiontes (a) moist entropiy penurbation $T_{1}$ (b) zonal velccity pernfbation $u_{1}$ (c) verieal velocity $x_{i}$ and ( $d$ ) cumulus mass nux, calculated at the ton of the mixed layer for wavenumber 1 for the case $F=0.9$ and $r=0.2$. Dashed lines denote neative values. For a zonal velocity amplitude of 1 , the amplitudes of $7, h_{\text {, and the cumulus mas dux ase } 1.71,0.99 \text { and }}$ 0.95 , respectively. The ordinate is dimensionless mendional distance with one unit representing approximately nine depsees latads.

The vertical velocity, $w$, is calculated using mass continuity,

$$
\begin{equation*}
w=-\imath k u \tag{10.30}
\end{equation*}
$$

where the dirnensional $w$ has been normalized by $h^{\prime} A^{1 / 2} a^{-1 / 2}$ and $h^{\prime}$ is half the depth of the wave. The mass flux is calculated by requiring that the subsidence outside the wave
account for the temperature changes in the wave. This estimate results in nu expression for the (non dimensional) cumulus mass flux perturbation, $M_{c}$ :

$$
\begin{equation*}
A A_{c}=w+12 D T \tag{10.31}
\end{equation*}
$$

Note that the ufield is almost identical to the $M_{s}$ field and that the negative penks in u (anomnlously high total wind) lead the positive peaks in $T$ by a little less than $45^{\circ}$.

Extimates of the thermal damping, $\gamma$, indicnie tinat it is at least na order of magnitude smaller than $F$, and is neglectel. The dispersion relation (10.29) is then investigated in two limits. In the limit of large friction, $F^{2} \gg k$, the growth rate is

$$
\begin{equation*}
\sigma_{r}=0.125 k^{2} / F^{3} \tag{10.32}
\end{equation*}
$$

while the phase speed is

$$
\begin{equation*}
c=U+0.5 / F \tag{10.33}
\end{equation*}
$$

Note that the phase speed is independent of wavenumber. In the opposite limit, $k \gg F^{2}$, we get

$$
\begin{equation*}
\sigma_{r}=0.5^{1 / 2} k^{1 / 2} \quad \text { and } \quad c=0.5^{1 / 2} k^{-1 / 2} \tag{10.34}
\end{equation*}
$$

In this case, which may be more applicabic to the real atmosphere, a growth rate $\sigma_{r}=0.27$ day ${ }^{-1}$ and wave period of 23 dnys is obtained for a wavenumber unity disturbance. In both limits, the lincar theory fails to choose the longest waves to be most unstable.

There are some possible explanations why the real atmosphere may nevertheless choose the longest wave. First, the meridional scale should be comparable to the equatorial deformation radius, $(N H / 2 \beta)^{1 / 2}$ where $N$ is the buoyancy frequency. Using the $y$ normalization from eqn. (10.20), and using eqn. (10.29) to define a meridional length ncale, it is found that only disturbances of very low wavenumber can have a scale greater than or equal to the deformation radius. Another possibility for why the atmosphere chooses the longest waves is the effect of finite amplitude waves. Waves will tend to be damped if subsidence warming exceeds radiational cooling in the descending wave motions. It is estimated that the least amount of damping will occur for the longest waves.

Equations (10.25) - (10.27) also permit a set of nongeostrophic modes characterized by $u$ and $T$ vanishing at the equator. Procceding as before, it is found that these modes can have quite large growth rates, but also have both castward and westward phase speeds of 70 to $80 \mathrm{~m} / \mathrm{s}$ for $k=1$, and are thus not directly related to the problem of the $30-$ 60 day oscillation. However, these modes do have periods (5-6 days) that are similar to observations of higher wavenumber tropical waves.

We have seen what the perturbation fields look like for constant sea surface temperature (SST) and constant mean zonal wind. It is of interest to vary these quantities in the meridional direction to see how the structure of the perturbation fields changes.

If we vary the SST in the meridional direction, the only change in eqns. (10.25) (10.27) is that eqn. (10.27) becomes

$$
\begin{equation*}
(D+\gamma) T=-u B(y) \tag{10.35}
\end{equation*}
$$

where it is assumed that sgn $(U)=-1 . B(y)$ is nondimensional and is interpreted to be the meridional variation of either the mean ar-sea moist entropy difference or the thermodynamic effeiency. Just as in the constant SST case, the equations decouple at $y=0$, and we get the dispersion relation

$$
\begin{equation*}
(D+2 F)(D+\gamma)=-2 k D(0) \tag{10.36}
\end{equation*}
$$

Thus, we see that although the form of $D(y)$ will affect the structure of the modes, the dispersion relation depends only on its value at the equator. Beiow are shown the horizontal siructure of the $T, u, v$ and $w$ fields for the case $B(y)=1 /\left(1+y^{2}\right)$.

The cumulus mass flux is henceforth not plotted because it strongly resembles the w field. It can be seen that the eddy angular momentum flux, $\frac{1}{2} \operatorname{Re}\left[u^{\circ} v\right]$, is always directed away from the SST maximum at the equator, and perhaps helps to sustain equatorial casterlics. We show a similar case with $B(y)=1 /\left[1+0.5(y-0.5)^{2}\right]$.

The asymmetry in the wind fields is due to the fact that higher winds are needed south of the equator to balance the heat flux due to the higher temperature in the north. Again, note that the eddy angular momentum flux is directed away from the SST maximum.

Now consider the case where the mean zonal wind varies in the meridional direction, but does not vary with height (i.c., barotropic), and $U(y)<0$ for all $y$ where the solutions have a significant amplitude. The cxistence of the mean zonal wind affects the damping and advection terms, so eqns. (10.25) - (10.27) become

$$
\begin{align*}
\left(\sigma+\imath k U+2 F^{\prime}(\tau) u\right. & =\imath k T+v\left(y-\frac{d U}{d y}\right)  \tag{10.37}\\
\frac{d T}{d y} & =y u  \tag{10.38}\\
\left(\sigma+\imath k U+G^{\prime} U+\gamma\right) T & =-u \tag{10.30}
\end{align*}
$$

where the geostrophic approximation has becn made, and $F^{\prime}=c_{D} a h^{-1}$, and $G^{\prime}=c_{\theta} a H^{-1}$. Once again, the equations decouple at $y=0$, provided $d U / d y=0$ there, so the dispersion relation depends only on the value of $U$ at the equator. We show the various fields for $U(y)=-0.05 /\left(1+y^{2}\right)$.

Note that, in this case, the eddy angular momentum flux in toward the equator. Next are the fields for $U(y)=0.2 \overline{5} \cos (\pi y)-0.075$.

Again, the vertical velocity is strongly peaked at the equator, while the angular momentum flux is toward the equator.

Neelin, et al. (1987) independently introduced an almost identical model. In addition, GCM experiments were made in an attempt to confirm the wind-evaporation feedback mechanism. Experiments that inhibit this feedback show a marked reduction in energy at periods characterizing the $30-60$ day wave. However, they also find that this may not be the only mechanism at work, suggesting that wave-CISK or some other instability could also be a factor.


Fig. 3. Horizontal distributions of (a) $T$. (b) $\mu$ ( (c) $v$ and ( $d$ ) $x$ as in Fig, 2, but for the quantity $A$ defined by (26) varying according to $d=1 /\left(1+y^{\circ}\right)$. For a zonal velocits amplitude of 1 the amplitudes of $T, v$ and $w$ are $i .04,0.84$ and 2.81 , respectively. .


Fig. 4. As in Fig. 3, but for $A$ varring accorling $10 A=1 /\left[1+0.5(0-0.5)^{\prime}\right]$. For 2 zonal velocity amplitude of 1 the amplitudes of $T, v$ and $w$ are $1.13,0.99$, and 2.19, respectively.


Fg 3. Iforizontal distributions of (a) $T_{1}(b) u,(c)$ and (d) $w$ for $\gamma=0, F=12$, and $G^{\prime}=1$ for mean 20 nal wind varjing according to $|U|=-0.0 \leq!\left(!+y^{2}\right)$. For a zonal velocity amplitude of 1.0 the amplitudes of $T, v$ and wiare $1.53,0.62$ and 1.83 , respectively.


Fig. 6. As in Fig. 5 but for $[U]$ u $0.025 \cos x)-0.075$. For a zonal velocity amplitude of 1,0 , the amplitudes of .T, vand $w$ are 1.51, 1.42 and 2.80, respectively.
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# INTERACTION OF OCEANIC CONVECTIVE BOUNDARY LAYER AND TROPICAL CLIMATE 

Alan K. Betts<br>Middlebury, Vermont

Observational analysis of FGGE dropwindsonde data using conserved thermodynamic variables showed mixing line structures for the convective boundary layer over the equatorial Pacific. Deeper boundary layers show a double structure. Reversals of the gradients of mixing ratio and equivalent potential temperature above the boundary layer top are present in all the averages and suggest that the origin of the air sinking into the boundary layer needs further study. (Betts and Albrecht, 1987)

Betts and Ridgway (1988) used an idealized energy-balance model for a closed tropical circulation to illustrate the coupling between the net tropospheric radiative cooling, the surface fluxes and the mean subsidence away from the precipitation zones. Then a one-dimensional diagnostic model and radiation mode with boundary layer clouds were combined to explore this coupling for a specific region using mean sounding data over the tropical Pacific from Betts and Albrecht (1987). The radiatively driven subsidence rate at the top of the convective boundary layer is approximately $35 \mathrm{mb} /$ day ( 0.04 $\mathrm{Pa} / \mathrm{s}$ ) and is largely independent of boundary layer cloud fraction. The sensitivity of the corresponding convective heat flux profiles to the mass divergence profile and cloud fraction within the boundary layer is explored. Reasonable assumptions give realistic surface sensible and latent heat fluxes for this region of approximately 10 and $130 \mathrm{~W} \mathrm{~m}{ }^{2}$. The work illustrates the important background climatic control of the radiation field on the tropical surface fluxes.

A one-dimensional, thermodynamic model for a partially mixed, partly cloudy, convective boundary layer (CBL) is coupled to a radiation model to compute equilibrium solutions for a tropical CBL and troposphere in energy balance over the ocean (Betts and Ridgway 1989). The model gives the climatic equilibrium cloudbase ( 950 mb ) and CBL top ( 800 mb ) and low level ( 347 K ) and shows the deepening of the CBL and rise of low level with increasing wind speed and sea surface temperature (SST). One extension of the model gives the equilibrium SST as a function of surface wind speed and CBL cloudiness.
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## CONVECTIVE PARAMETERIZATION IN LARGE-SCALE MODELS

Alan K. Betts<br>Middlebury, Vermont

Betts (1086) and Bettw and Miller (1086) outlined a new convective adjustment scheme, based on the lagged adjustment of temperature and moisture fields towards reference quani equilibrium thermodynamic structures.

The shallow convection reference profile was based on a mixing line, and that for deep convection used a moist virtual adiabat up to the freczing level, and a specified constraint on the moisture profile.

Subsequent work with this scheme in progress at ECMWF (Heckley et al, 1087; Betts and Miller, 1985) has shown the complexity of the interactions between convection, clouds, radiation and the tropical climate. Work in progress at NMC has shown the importance of the convective parameterization to summer rainfall forecasts.
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ENERGY EXTREMIZATION BY PSEUDO-ADVECTION

G.F. Carnevale<br>G.K. Vallis<br>W.R. Young<br>Scripps Institution of Oceanography<br>La Jollan, CA, 92093, U.S.A.

A new method for finding stable stationary flows is presented along with demonstrations of its implementation by mumerical simulation. This method can be applied to any system in which advection playa a role. Algorithms are constructed which can smoothly deform any flow into a flow of extremal energy while preserving all topological invariants. The algorithms are based solely on advection with an artificially crafted velocity field, chosen at each instant in such a way that the energy changes monotonically for all tine. Specific pseudo-advection algorithms have been derived for a wide variety of systems including guasigeostrophic flow, threc-dimensional Euler flow, and magnetohydrodynamics have been derived. There are actually many ways of accomplishing this as described in Vallis et al. (1080). We have successfully applied this pseudo-advection technique numerically in two-dimensional Euler flow and one-layer quasigeostrophic flow over topography. For example, consider the case of two-dimensional Euler flow. The dynamical evolution of the flow is simply the advection of relative vorticity, $\omega$, by the imeompressible velocity field derived from a streamfunction which satisfies $\omega=\nabla^{2} \psi$ :

$$
\begin{equation*}
\frac{\partial \omega}{\partial \ell}=-J(\psi, \omega) \tag{1}
\end{equation*}
$$

An algorithm which monotonically changes the energy of the flow while preserving the value of $\omega$ on all particles evolves the vorticity field according to the following artificial dynamics:

$$
\begin{equation*}
\frac{\partial \omega}{\partial t}=-J(\psi-\alpha J(\psi, \omega), \omega) \tag{2}
\end{equation*}
$$

where $\alpha$ is an arbitrary constant. That is, all of the particles carrying their original values of $\omega$ are simply advected with a new velocity field that is derived from an artificial streamfunction, $\hat{\psi}$, which is related to the physical streamfunction by

$$
\begin{equation*}
\hat{\psi}=\psi-\alpha \nabla^{2} J(\psi, q) \tag{3}
\end{equation*}
$$

The vorticity field evolving according to the modified dynamics (2) continually gains or loses energy depending on the sign of $\alpha$ according to

$$
\begin{equation*}
\frac{d E}{d t}=\alpha \int|J(\psi, \omega)|^{2} d x d y \tag{4}
\end{equation*}
$$

Thus any state is driven toward an extremal energy state, which since it is extremal must be stationary and stable. Consequently, this method seeks and where possible finds the stable stationary flow isovortical to any given fow. An example of this algorithm simulated numerically is provided in the accompanying figure.

# A NONLINEAR, TLME DEPENDENT THERMOCLINE THEORY 

William K. Dewar<br>Department of Oceanography<br>Florida State University<br>Tallahassec, FL 32300

A. non-eddy resolving, time dependent, nonlinear theory of the large-scale ocean circulation is discussed. The variability in this theory occurs as a response to variability in forcing. Beroclinic and barotropic evolution ia computed using a two-layer, quasigeostrophic, wind-driven model. Both analytical and numerical solutions are obtained.

Attention is focussed on the low-frequency, basin scale fluctuations of the wind. Based on these restrictions, the various modes of response are separated by means of a multiple time scale anaivsis. The barotropic response is found to be effectively instantancoum, and a relatively simple advection-diffusion equation is shown to govern the baroclinic response. Analytical solutions of the baroclinic equation are obtained under the assumption that the time seales of the wind variability are short compared to the cross-basin baroclinic wave propagation time. Numerical yolutions are obtained in more general cases.

The baroclinic large-scale response is fundamentally nonlinear in that baroclinic waves propagate in the presence of the Sverdrup flow, which is itself time dependent. This nonlinearity results in at least two effects. First, the characteristics of wave propagation are significantly altered from pure zonality. This leads to the formation of homogenized rones, within which directly forced thermocline variability vanishes. Second, thermocline fluctuations are produced which have variance at frequencies other than those of the forcing. Thus, forcing the model with an annually varying wind stress yields contributions to the thermocline spectrum at one year and all its superharmonics (i.e., 6 months, 4 months, 3 months, etc.). The amplitudes of the superharmonics increase with distance from the eastern boundary. Mean baroclinic circulation on the scale of the thermocline waves is also found. The above features are predicted by analytical theory and confirmed by numerical experimentation.

Observations of the geographical distribution of thermocline variability in the North Pacific and North Atlantic Oceans and of first mode variance at "inadmissible" planetary wave frequencies are discussed in light of the theory.

# faraday instability 

Stephane Douady<br>Laboratoire de Physique de l'Ecole Normale Supérieure de Lyon 10 Allée d'Italie 00304 Lyon Cedex 07 France

Faraday discovered in 1831 that the free surface of a vertically oncillating layer of fuid is unstable to surface waves. An experimental study of these parametrically excited surface wave is presented. The whape of the cigenmodes in a closed basin is discussed, and the importance of boundary conditions and of the meniscus wave is proved by a study of the modes. Stability boundaries, wave amplitude, and characteristic perturbation decay times are measured and found to be in accordance with an amplitude equation derived from symmetry. The measurement of the amplitude equation coefficients allow u* to explain the observed supercritical transitions and to show the effects of the edge constraint on the dissipation and eigenfrequency of the various modes. The fluid surface tension is obtained from the dispersicn relation measurement. Several visualization methods in large aspect ratio cells are presented, and the existence of many stationary wave patterns above the instability onset is shown. In a square cell, patterns with different symmetries are observed and understood as superpositions of linearly unstable modes of the fluid free surface.

# JUPITER'S GREAT RED SPOT AS A SHALLOW WATER SYSTEM 

Tim Dowling<br>California Institute of Technology

The Voyager spacecraft have provided us with high resolution photographs of Jupiter's Great Red Spot (GRS) and other long-lived atmospheric vortices. From these we have derived detailed horizontal velocity fields for the cloud-top level, but information about the deep motions is not directly observable. Lack of vertical information leaves open many fundamentally different possibilites for the dynamics of Jupiter's deep atmosphere and its effect on the vortices.

Most models of the GRS drastically simplify the vertical structure of the atmosphere due to lack of information. The so-called $1-1 / 2$ layer model is popular, where the thin upper weather layer, which contains the vortex, overlies a much deeper layer, which is meant to represent the neutrally stratified deep atmosphere. Any motions in the deep layer are assumed to be zonal and steady, and result in meridional topography at the fluid layer interface. Specifying the deep motions is equivalent to specifying the bottom topography of the upper layer, and hence the background potential vorticity field. Current
models of the GRS start by gueswing the deep motions and then proceed to study vortices using the inplied bottom topography.

By making the same $x-1 / 2$ layer model assumptions as above, we can derive the correct bottom topography from the GRS cloud-top velocity data, up to a constant which depends on the unknown radius of deformation. A quasi-gcostrophic analysis of the data in presented in Dowling and Ingersoll (1988), and a more complete shallow water (SW) analysis is in preparation. In the S'W analysis we start by calculating the Bernoulli function $D$ from the GRS velocity data, which is observed to be nearly steady in the reference frame of the vortex. We also calculate the kinetic energy per mass $K$, and the absolute vertical vorticity ficld, $(s+f)$. The botitom topography $g_{2} h_{2}$ is related to the observations by $g h_{2}=B-K-(s+f) / q$, where the potential vorticity $q$, is the only unknown. Since for steady motions a $B$ contour (known) is equivalent to a $q$ contour, we can model $q$ by some function $q(B)$. The procedure is to specify $q=q_{0}$ on $B=B_{0}$, and then solve by least squares for the bottom topography and for $q(D)$.

The results yield the bottom topography, and hence the deep velocity fieid and background potential vorticity, consistent with the GRS veiocity data. None of the current models is qualitatively correct over the entire latitude range of the GRS. The results show that the deep atmosphere is in differential motion and that the background potential vorticity ficld is not uniform.

We are currently studying a numerical $1-1 / 2$ layer $S W$ model with the derived bottom topography. A model run which starts with the observed cloud top winds produces several eddies. These eddies merge over time to form a single, long-lived eddy, closely resembling the GRS. Notable features, like the large filamentary region extending to the west of the GRS, appear in the runs but do not persist. The initial system is unstable, leading naturally to the genesis of vortices, but the upper layer velocity field tends to smooth out with time. How the cloud top winds on Jupiter are maintained in an unstable state is a crucial unanswered question.

## References
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# LARGESCALE DYNAMICS AND TOPOLOGY near the onset of convection 

Christian Elphick and E. A. Spiegel<br>Department of Astronomy<br>Columbia University

## I. Evolution Equations

There has been a renewed concentration of interest lately on the developments near to the onset of sustained convective motion for a variety of reasons (as explained in a review in preparation with S.Zaleski). Though much of the theoretical work on these questions is based on the mildness of the instability, the evolution cquations for convection near to onset are as nonlinear as the Navier-Stokes equations themselves, and give rise to phenomena of great complexity, if in lower dimensionality than the original fluid equations. Moreover, a great number of controlled experiments in the regime of mild instability parameter are being conducted. These render the subject interesting in its own right and also make it a crucible for general ideas on the nature of nonlinear dynamics. We will sketch some features of the basic theory as background for a discussion of those aspects of present interest to us, namely the development of spatio-temporal structures.

We assume an acceptance of the Boussinesq equations for basic convection. It is convenient to write these equations as evolution equations for a state vector $U(x, z, t)$ where $x$ is the horizontal coordinate vector and the components of $U$ are all scalars or pseudoscalars. In the case of bazic $\overline{\text { Boussinesq}} \mathbf{q}$ convection, we have

$$
\mathbf{U}=\left(\begin{array}{l}
w  \tag{1}\\
\theta \\
s
\end{array}\right)
$$

where $w, 0$ and $\varsigma$ are the vertical velocity, deviation of the temperature from its local static value and the vertical component of vorticity. The equations have this general form:

$$
\begin{equation*}
\partial_{t} \mathcal{M U}=\mathcal{L} U+\mathcal{N}(U) \tag{2}
\end{equation*}
$$

Here $\mathcal{L}$ and $\mathcal{M}$ are linear, partial differential operators, depending on the parameters of the system (Rayleigh number, Prandtl number and aspect ratio) and $\mathcal{N}$ is a nonlinear operator, which also invoives spatial derivatives. This equation possesses the usual symmetrics, such as invariance under translations in $X$ and $t$, Galilean invariance and Boussinesq symmetry. With the latter sj metry, if $U(X, t)$ is a solution, where $X=(x, z)$, then so is $-B U(B X)$ a solution, where $B=\operatorname{diag}(1,1,-1)$.

In the case of finite box size, the linearization of (2) gives rise to a discrete spectrum of growth rates. Let there be $N$ modes with slow growth or decay
and suppose that all the other modes are very stable in linear theory. Then we write

$$
\begin{equation*}
\mathrm{U}(x, z, t)=\sum_{l=1}^{N} A_{I}(t) \phi\left(z ; k_{l}, n_{l}\right) e^{i k_{l} \cdot x}+\ldots \tag{3}
\end{equation*}
$$

where $k_{f}$ and $n_{I}$ represent the horizontal wave vectors and the vertir ; mode numbers of the modes and the dote replace the terms containing $t$. highly stable modes. Amplitude equations may be derived for $\mathrm{A}=\left(\boldsymbol{A}_{f}\right) \mathrm{t}$ known means. These equations are of the form

$$
\begin{equation*}
\dot{\mathbf{A}}=\mathbf{M A}+\mathbf{g}(\mathbf{A}) \tag{1}
\end{equation*}
$$

whare g is a nonlinear, vector-valued function. The $N \times N$ matrix M has as eigenvalues all the (possibly complex) linear eigenvalues of the slow modes. The only instability that a mode can have in basic Boussincsec convection is a direct (monotonic) growth when the Rayleigh number increasen through a critical value. But if we enrich the problem with rotation or other such influences on stability, we may introduce new parameters and, with them, the pousiblity of instability by growing oscillations - overstability. With two s.tability parameters, we can even arrange for the frequency of the overstable mode to pass through zero as the growth rate docs. All such vagaries of the spectrum of possible instabilities are expressed in the cigenvalues of $M$.

When the order of the amplitude equation (1) is three or more, we can have chaotic solutions. Of course such results can be derived by analysis only asymptotically as we approach marginality. An amplitude equation, when three dynamical effects operate on the stability of the fluid, occurs with

$$
\mathrm{M}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
\alpha & \beta & \gamma
\end{array}\right) \quad \mathrm{g}=\left(\begin{array}{c}
0 \\
0 \\
A_{\mathrm{L}}^{\mathrm{s}}
\end{array}\right)
$$

where $\alpha, \beta$ and $\gamma$ are parameters of the linear theory (Arneodo, et al. GAFD 1085). Though one gets chaos from such equations, some of the fun gocs out of it when we remember that they can be derived by respectable methods only in very carefully tuned conditions. It would be nice to encounter rich behavior with less contrivance. One way to do that is to increase the box size and thus allow more modes to be slow near onset, without special pleading about the parameters. In the limit of ininite horizontal extent, we encounter continua of modes becoming slightly unstable together through the tuning of a single parameter.

In the continuous case, when there is translational invariance in $x$, it is often helpful to write

$$
\begin{equation*}
\mathrm{U}(\mathbf{x}, z, t)=\int \mathrm{U}_{\mathbf{k}}(z, t) d_{2} \mathbf{k} . \tag{5}
\end{equation*}
$$

The case of a band of modes becoming directly unstable has been widely studied. Proceeding in parallel as in the discrete case ${ }^{\text {! }}$

$$
\begin{equation*}
U_{k}(z, t)=\Lambda_{k}(t) \phi(z ; k, n)+\ldots, \tag{6}
\end{equation*}
$$

where the higher terms are nonlinear in $A_{k}$. To proceed, we need to suppose that $A_{k}$ vanishes for $k$ lying outside of a thin ring in the $k$-plane containing $|k|=k_{c}$ where $k_{g}$ is the magnitude of the wave vector for which instability first becomes possible as the Rayleigh number increases through its control value. Then we can seek, in analogy with ( 4 ), an evolution equation like

$$
\begin{equation*}
\partial_{t} A_{k}=\sigma_{k} A_{k}+\iiint G_{k}(p, q, r) A_{p} A_{q} A_{r} d_{2} p d_{2} q d_{2} r \tag{7}
\end{equation*}
$$

where $k=|k|, \sigma$ in the growth rate of the mode with the appropriate $k$, and the kernel $G_{k}$ contains a factor $\delta(k-p-q-r)$. Since the wave vectors in $G_{k}$ all lic on the critical circle $|\mathbf{k}|=k_{c}$, the wave vectors $p, q, r,-k$ are colinear in pairs. Hence the rest of $G_{k}$, apart from the $\delta$-function, depends only on a single angle. When the convection is two-dimensional, that angle is constant and the kernel is just a constant times the $\delta$-function. If the kernel that applies for two-dimensional convection is used generally, we have the model proposed by Swift and Hohenberg.

It is also good to use the x-representation, so we define the nonlinear planform function

$$
\begin{equation*}
A(x, t)=(2 \pi)^{-1} \int A_{k}(t) e^{i k \cdot x} d_{2} k \tag{8}
\end{equation*}
$$

with

$$
\begin{equation*}
\sigma_{k}=\epsilon^{2}-\xi\left(k^{2}-k_{a}^{2}\right)^{2} \tag{9}
\end{equation*}
$$

where $\xi$ is a real constant of order unity. Then, we get

$$
\begin{equation*}
\partial_{\ell} A=\left\{\epsilon^{2}-\xi^{2}\left(\nabla^{2}+k_{c}^{2}\right)^{2} \mid A+\mp\{A\}\right. \tag{10}
\end{equation*}
$$

where $\mathcal{F}$ is a cubic functional. (For suggestions about how to derive such an equation see Cross, Phys. Fluids, 1980 or Coullet \& Spiegel 1988.) The same kind of thing arose in work on melting in layers and it was apparently that inspiration that led to the proposal of the $S-W$ model with $\mathcal{F}\{A\}=$ const. $\times A^{3}$. In the 2-d caso, we have, approximately, $\left(k^{2}-k_{c}^{2}\right)^{2}=4 k_{c}^{2}\left(k-k_{c}\right)^{2}$, with $k-k_{c}=O(\epsilon)$. Then we are led to the Ginzburg-Landau equation, calculated for convection by Newell and Whitehead and by Segel (both in JFM 1909). We should add that if the boundaries do not sustain tangential shears, we find that the vertical vorticity modes for $|\mathrm{k}|$ close to zero are very weakly damped. They should be
${ }^{1}$ Coullet \& Spiegel in "Energy stability and convection," Galdi \& Straughan, eds. Pitman Res. Note 168 (1988).
included in the dynamics as Zippelius and Siggia have done in Phys. Fluids 1083.

The derivation of an evolution equation for the planform function $A(x, t)$ starting from an ansatz like (B) is suggested by the proceciures used by Bogoliubo and collaboraters in statistical physics. This approach is advantageous for complicated situations with more than one band of unstable wavenumbers. But the explicit calculatione can become burdensome. If you just want the form of the equations, you may be willing to get these more directly, using symmetry arguments. Physicists have been doing this for some time. In fluid dynamics, H.P. Robertson used symmetry arguments to deduce the KarmanHowarth equations. The popularity of using symmetry arguments to derive evolution equations for bifurcations in systems with continuous spectra seems to have begun when Fauve proposed doing this in his 1982 Fellow's lecture. Just to give the flavor of this kind of approach, let us sketch it here for the case of overstability in the full three-dimensional case, starting from the Bogoliubov type of ansatz. This constitutes part of the thesis work of Z. Qian. A full treatment would also include vertical vorticity in the free slip case, but we leave that out here.

For the stationary bifurcation, we modulated $\phi(z ; k, n) \exp \left(i k_{c} \cdot x\right)$ with an amplitude function $A_{k}(t)$. After finding the evolution equation, it seemed more revealing to leave the wave vector representation and go over to an $A(x, t)$, as in (8). But now, in the overstable case, we are going to modulate something like $\phi(z ; k, n) \exp \left(i k_{c} \cdot x+i \omega_{c} t\right)$. Hence, we expect that the analogue of $A(x, t)$ will be complex. To stress this feature, we will call the modulational amplitude in x-representation $\Psi(x, t)$. We expect this to be written as in (8):

$$
\begin{equation*}
\Psi(x, t)=(2 \pi)^{-1} \int A_{\mathbf{k}}(t) e^{i \mathbf{k} \cdot x} d_{2} \mathbf{k} \tag{11}
\end{equation*}
$$

But now, we have also

$$
\begin{equation*}
\Psi^{*}(\mathbf{x}, t)=(2 \pi)^{-1} \int A_{-\mathbf{k}}^{*}(t) e^{i \mathbf{k} \cdot x} d_{2} \mathbf{k} \tag{11a}
\end{equation*}
$$

So corresponding to $\Psi$ and $\Psi^{*}$ we have in $k$-representation $A_{k}(t)$ and $A_{-k}^{*}(t)$, which may look familiar to those acquainted with the formalism of second quantization.

With Qian, we seek solutions of the form

$$
\begin{equation*}
\mathrm{U}_{\mathrm{k}}(z, t)=A_{\mathrm{k}}(t) \phi(z ; k, n)+A_{-k}^{*}(t) \phi(z ; k, n)+\ldots \tag{12}
\end{equation*}
$$

Let $A_{k}^{\mu}=\left(A_{k}, A_{k}^{*}\right)$, with $\mu=1,2$. We look for an evolution equation of the form

$$
\begin{equation*}
\partial_{t} A_{\mathbf{k}}^{\mu}=\sigma_{k} A_{\mathbf{k}}^{\mu}+\iint \mu^{\mu} \Gamma_{\alpha \beta}^{p q} A_{\mathbf{p}}^{\alpha} A_{\mathbf{q}}^{\beta} d_{2} \mathbf{p} d_{2} q+\ldots \tag{13}
\end{equation*}
$$

Where, for the case of overstable convection,

$$
\begin{equation*}
\sigma_{k}=\epsilon^{2}+i \omega_{1}\left(k^{2}-k_{\mathrm{c}}^{2}\right)-\xi\left(k^{2}-k_{\mathrm{c}}^{2}\right)^{2} \tag{14}
\end{equation*}
$$

where $\omega_{1}$ is a real constant and $\xi$ is complex. The dots in (13) stand for cubic and higher nonlinearities and for corrections to the frequency of the overstable mode. The tensor kernels can be given forms dictated by the theory of isotropic tensors, as in the work of Robertson. Here, we sketch the simplest, approarh to the g,uessing of equations of the right form.

Since we have invariance under the transformation $t \rightarrow t+t_{0}$, we require that under the transformation,

$$
A_{k}^{\mu} \exp \left[i(-1)^{\mu+1} t \omega_{c}\right] \rightarrow A_{k}^{\mu} \exp \left[i(-1)^{\mu+1}\left(t+i_{0}\right) \omega_{c}\right]
$$

the evolution equation should not change. With $\varphi_{0}=\omega_{\mathrm{c}} t_{0}$ we write this as invariance under $A_{k}^{\mu} \rightarrow A_{k}^{\mu} \exp \left|i(-1)^{\mu+1} \varphi_{0}\right|$. This implies that ${ }^{\mu} \Gamma_{a \beta}^{p q}=0$; indeed, it implics that " $\Gamma_{\boldsymbol{n}_{1} p_{2} \ldots}^{p_{2}, \ldots}=0$ unless $\sum_{i=1}^{N}(-1)^{\alpha_{i}+1}=(-1)^{\mu}$. Similarly, invariance under the transformation $x \rightarrow x+a$, that is, $U_{k} \rightarrow U_{k} \exp (i k \cdot a)$, gives

$$
" \Gamma_{a_{2} \ldots \alpha_{N}}^{p_{1} \ldots p_{N}}{ }^{\prime} G_{\pi_{1} \ldots \alpha_{N}}^{p_{1} \ldots p_{N}}(k) \delta\left(k+p_{1}(-1)^{\alpha_{1}}+\ldots+p_{N}(-1)^{\alpha_{N}}\right) .
$$

To leading order then

$$
\begin{equation*}
\partial_{t} A_{k}^{\mu}=\sigma_{k} A_{k}^{\mu}+\iint{ }^{\mu} \Gamma_{\alpha \beta \gamma}^{p q r} A_{p}^{\alpha} A_{q}^{\beta} A_{r}^{\gamma} d_{2} p d_{2} q d_{2} r, \tag{15}
\end{equation*}
$$

with the side condition that $-\mu+\alpha+\beta+\gamma$ should be even. Without pursuing this to the bitter end, we may simply report that many of the same properties of the stationary bifurcation case are recovered: the kernel is simplified in the two-d case and, if we use that simplification in general, we get the Hopfian analogue of the S-W model. The one-d limit of this equation is asymptotically the pair of coupled complex Ginzburg-Landau equations knowns to be appropriate for this problem.

These equations for real and for complex planform functions, or order parameters, have not been well studied, though simulations have beeri done for the stationary case. We want to see whether the amplitude-evolution equations for the overstable case admits in its repertory fields of solutions of coherent structures as the G-L equation does. The interacting coherent structures for the one-d case have been studied in a manner used by some particle physicists. We describe this method here.

## II. Dynamics of Interacting Structures

Equations like the G-L equation become ordinary differential equations when we try traveling wave solutions. There often exist wave velocities for which these ODEs admit heteroclinic or homoclinic trajectories. In terms of the
original PDEs, these trajectories correspond to to shocks or pulses respectively. These are analogues of the coherent structures of turbulence, or so it has been claimed (in the the 1081 GFD course, for example). It ought to be possible to study the interactive dynamice of such structures, at least when they are widely spaced. The interaction of the shock-like domain walls that may arise in cellular convection has been especially studied by the group in Nice (sce references in Lecture III).

One way to app:oach such a multi-structure theory is to use some of the ideas of statistical physics. We have in mind the example of a one-dimensional system such as that produced by two-dimensional convection. We are currently studying the two-dimensional extension for three-d convection with Qian. The work we describe next was done with Ehud Meron (PRL 1988). We are working on an astrophysical applications with Oded Regev. There is also work by Fowler (les Houches lecture, 1987) that attacks these problems from the standpoint of the homoclinic solutions of the PDE itself (a possiblity also raised by Howard in a GFD lecture some years ago).

Suppose once again that we have an equation of the type

$$
\begin{equation*}
\partial_{t} \mathrm{U}=\mathcal{L} \mathrm{U}+\mathcal{N}(\mathbb{U}) \tag{16}
\end{equation*}
$$

where $U(x, t)$ is a state vector depending on $x, \mathcal{L}\left(\partial_{x}\right)$ is a linear differential operator and $N$ is a nonlinear operator. We shall suppose that (16) has translational invariance, but shall ignore other invariances in this treatment.

We look for a solution to (16) of the form

$$
\begin{equation*}
\mathrm{U}(x, t)=\mathbf{H}(\chi), \quad \chi=x-c t \tag{17}
\end{equation*}
$$

where $c$ is a constant speed and where $\mathbf{H} \rightarrow 0$ when $x-c t \rightarrow \pm \infty$. (Such solutions do exist for the G-I, equation, both real and complex for a partisular c, say $c_{0}$.) For fiducial purposes, we arrange that when the first component of $\mathbf{H}, \mathbf{H}^{(1)}$ say, is largest, $\chi=0$. Then $H^{(1)} \rightarrow 0$ when $\chi \rightarrow \pm \infty$.

We consider next the possiblity of a solution to the PDE (16) containing $N$ pulses located at the positions $\chi=\chi_{j}$ where $j=1,2, \ldots, N$ and now $\chi=x-c_{0} t$. The pulses will interact, so that, even in the frame of the single-pulse solution, they move; hence the $\chi_{j}$ depend on $t$. These pulse drifts are to be given by equations of motion that come out of a solvability condition based on the multi-pulse ansatz. That happens in a way that we shall describe elsewhere, with epsilons and all that. Here, we offer a shorter, somewhat postulational derivation.

Let us assume that
(A) There is an $N$-pulse solution of (16):

$$
\begin{equation*}
\mathbf{U}(x, t)=\mathbf{V}_{N}\left(\chi,\left\{\chi_{\ell}\right\}\right), \ell=1,2, \ldots, N \tag{18}
\end{equation*}
$$

Here $\left\{x_{\ell}\right\}$ means the set of all pulse positions, $x_{\ell}$, which depend on $t$. If we put (18) back into (16), we get

$$
\begin{equation*}
\left(c \partial_{X}-\mathcal{L}\right) V_{N}=\mathcal{N}\left(V_{N}\right)-\sum_{\ell=1}^{N} \dot{X}_{\ell} \partial_{X_{\ell}} V_{N} \tag{19}
\end{equation*}
$$

(B) There exists a $V_{1}\left(\chi_{1} \chi_{k}\right)$ for any of the $N \chi_{k}$ such that

$$
\begin{equation*}
\left(c \partial_{x}-\mathcal{L}\right) V_{1}=N\left(V_{1}\right) \tag{20}
\end{equation*}
$$

and $V_{1}\left(X, X_{k}\right)=H\left(X-\chi_{k}\right)$. We shall write $H_{\ell}=H\left(X-\chi_{\ell}\right)$.
Now we make the basic approximation that we expect to hold when the gas of pulses is very dilute:

$$
\begin{equation*}
\mathbf{V}_{N}\left(x_{1}\left\{x_{\ell}\right\}\right)=\sum_{\ell=1}^{N} \mathbf{V}_{1}\left(x_{1} x_{\ell}\right) \tag{C}
\end{equation*}
$$

More generally, we would express $\mathbf{V}_{N}$ in terms of all the lower order $\mathbf{V}_{K}$, $K<N$. That is, (21) is a first approximation to a series in which $\mathbf{V}_{N}$ is expressed in terms of the other $\mathbf{V}_{K}$ with $K<N$. That sort of series is what leads to the famous hierarchy of approximations of statistical mechanics.

By combining (19) and (20) we obtain the lowest order approximation:

$$
\begin{equation*}
-\sum_{\ell=1}^{N} \dot{X}_{\ell} \mathbf{H}_{\ell}^{\prime}=\mathcal{N}\left(\sum_{\ell=1}^{N} \mathbf{H}_{\ell}\right)-\sum_{\ell=1}^{N} \mathcal{N}\left(\mathbf{H}_{l}\right) \tag{22}
\end{equation*}
$$

where prime means differentiation w.r.t. the argument. To go further, we need to define an inner product in the space of state vectors. This is the ordinary scalar product for the components and integration over $\chi$. Once there is a scalar product, we can define an adjoint. The adjoint to $\mathrm{H}_{\ell}$ satisfies

$$
\begin{equation*}
\left(-c \partial_{x}-\mathcal{L}\left(-\partial_{x}\right)\right) \overline{\mathbf{H}}_{\ell}=\mathcal{N}^{\dagger}\left(\overline{\mathbf{H}}_{\ell}\right) \tag{23}
\end{equation*}
$$

We further assume that
(D) A solution of (23) exists with $\overline{\mathrm{H}}_{\ell} \rightarrow 0$ when $\chi \rightarrow \pm \infty$.

If we differentiate (23) w.r.t. $\chi_{\ell}$, we get

$$
\begin{equation*}
\left[-c \partial_{x}-\mathcal{L}\left(-\partial_{x}\right)\right] \overline{\mathbf{H}}_{\ell}^{\prime}=\frac{\delta \mathcal{N}^{\dagger}}{\delta \overline{\mathbf{H}}_{\ell}} \cdot \tilde{\mathbf{H}}_{\ell}^{\prime} \tag{24}
\end{equation*}
$$

The idea is that we may use the operator $\mathbf{L}=-c \partial_{x}-\mathcal{L}\left(-\partial_{X}\right)-\frac{\delta \mathcal{N}^{\dagger}}{\delta \dot{H}_{i}}$. to define a set of basis functions and that the null vector $\tilde{H}_{\ell}$ is one of these. Naturally, that this is possible is also a mild assumption, ( E ) say.

Let

$$
\begin{equation*}
\left(\mathbf{H}_{\ell}^{\prime}\left|\tilde{\mathbf{H}}_{m}^{\prime}\right\rangle=\int \mathbf{H}^{\prime}\left(\chi-\chi_{\ell}\right) \cdot \overline{\mathbf{H}}^{\prime}\left(\chi-\chi_{m}\right)=-g\left(\chi_{\iota}-\chi_{m}\right)=-g_{\ell m} .\right. \tag{25}
\end{equation*}
$$

Assuming that these homoclinic pulses drop off exponentially at $\pm \infty$ we conclude that $g_{m m}=g_{0} \approx 1$ and that the off-diagonal $g_{\ell m}$ are exponentially small in separation of neighboring pulses. Hence, if we multiply by $\overline{\mathbf{H}}_{n}^{\prime}$, we get

$$
\begin{equation*}
g_{0} \dot{\chi}_{k}=\left\langle\tilde{H}_{k}^{\prime} \mid N\left(\sum_{n=1}^{N} H_{n}\right)-\sum_{n=1}^{N} \mathcal{N}\left(H_{n}\right)\right\rangle . \tag{26}
\end{equation*}
$$

This then is the equation of motion of the interacting pulses, up to terms that are exponentially small in the separation of pulses. So long as the gas of pulses remains dilute, these terms continue to be small.

Eq. (26) is the equation of motion for the $N$ pulses. We have here what is sometimes called a lattice gas, but it is a highly dissipative one for there is no second derivative of pulse position. That lack is inevitable for we did not allow the gas to be Galilean invariant. (That is another story that we save for another occasion.) We have also to calculate the right hand side, but we won't go into all that here either. In the dilute case, we expect only nearest neighbor interqction, so the velocity of the $k^{t h}$ particle can depend only $\chi_{k}-\chi_{k-1}$ and $\chi_{k+1}-\chi_{k}$, because of translational invariance.

In one dimensional dynamics, the force law between pulses is not expected to depend on powers of pulse separation. However, the force law may have a range. In the case of pulse gases, two funny things can happen. The pulse pushes (or pulls) on the one ahead differently than on the one behind. So we have an anisotropy and Newton's third law does not apply. The second thing is that, in the force law, the range can be complex; that is the force can be both exponential and trigonometric in its dependence on pulse separation. This gives a pulse dynamics that can produce rather complicated pulse trains where the pulses bunch up together and then leave goodly gaps. Next time you look at a train of "solitary" waves, you should be aware that it may be possible to give such a simple description of the structure of the train. But the paradigm for this game remains convection near to threshold and we hope to be be able to apply these notions in some detail for that case. To show how that may go, we describe next the collective structures known as defects of the convective patterns.

## III. Defect Theory

We conclude with a brief discussion of topological defects in the solutions of the nonlinear planform equations. Suppose such an evolution equation has the form $\partial_{t} A=F(\nabla, A)$, which is a simplified form of (13). We shall call a stable solution of this equation that is localized to a small region of physical space
(called the defect's core) a topological defect of a macroscopic system, where the medium is found to be in an unbroken symmetry phase. Examples such as dislocations, grain broundaries and sources and sinks of traveling waves in convective structures have attracted considerable attention (e.g. Cellular Structures in Instabilities, 210 of Lecture Notes in Physics eds. J. Wesfried and S. Zaleski; Coullet, Elphick, Gil and Lega, Phys. Rev. Lett., 50 1087); in particular they are thought to play a role in the transition to turbulence (Cross and Newell, Physica D, 10, 1984; Pocheau, Croquette and Le Gal, Phys. Rev. Lett, 55, 1980). In general these topological structures are expected to appear whenever a system suffers a phase transition associated with the breaking of fundamental symmetrics.

Far enough from the defect's core the medium is an ordered state or in a broken symmetry phase. In this region the defect solution takes values on a manifold $\mathcal{M}$ hence the name topological defect. Let us illustrate these concepts in the case of a dislocation in Rayleigh-Bénard convection (See Fig. 1). In this case we can represent the defect's core as the interior of a small circle enclosing a point $D$, where the roll amplitude vanishes while its phase turns by $2 \pi$ around it. ( $D$ is referred to as a point defect.) Physically this corresponds to the insertion of an extra wavelength into a pattern of rolls. In this example, the ordered state corresponds to the perfectly periodic roll structure (breaking translational invariance) and $\mathcal{M}$ is a circle with radius $\left(\frac{\pi-R_{e}}{\Omega_{e}}\right)^{\frac{1}{2}}$ parametrized by the roll phase, where $R$ is the Rayleigh number.

We now introduce some mathematical tools (a readable introduction to this topic is Mermin, Rev. Mod. Phys., 51 1979) that are useful to understand the topological aspects of these localized structures. Let us assume that our physical system occupies some continuous region $R$ and suppose that the system is an ordered state (broken symmetry situation) except in certain defect-regions (points, lines, surfaces) where some broken symmetries are restored. (E.g. in Fig. 1 since the roll amplitude vanishes at $D$, translational invariance is locally restored in a small neighborhood of D.) We can describe this situation by introducing an order parameter $A$ defined in $R-\{$ defects $\}=V$. Let us define $\mathcal{M}$ (sometimes called the "manifold of internal states") to be the manifold where A takes its values (in some cases $\mathcal{M}$ can be identified with the set of equilibria of the system). So we have a mapping $A: V \rightarrow \mathcal{M}$.

Having defined this mapping it is natural to ask whether the singular regions (the defect cores) where $A$ is not defined can be removed or not by purely local alteration of the order parameter configuration. To answer this question we have to study the topological stability of a defect. To do this we surround the defect-region by a subspace $v \subset V$. For simplicity we choose $v$ to be a hypersphere. If $d=\operatorname{dim}(R), d^{\prime}=\operatorname{dim}$ (defect), then $\operatorname{dim} v=d-d^{\prime}-1:=r$. This leads to a mapping $A: S^{r} \rightarrow \mathcal{M}$. The defect under consideration is topologically stable if this mapping has some non-trivial topological aspect (such as a non zero winding number) or in, other words, if there exists some topological obstruction that prevents the disappearance of the defect. In our example of

Fig. 1 we are led to study mappings $S^{1} \rightarrow S^{1}$. It is a mathematical result that mappings from $S^{l} \rightarrow S^{l}$ (see Fig. 2) can be classified into homotopy sectors. Mappings within one sector can be continuously deformed into one another, whereas mappings from two different sectors cannot be continuously deformed into one another. Furthermore, each homotopy sector is characterized by an integer $N$ (the winding number of a mapping in that sector). The dislocation shown in Fig. 1 corresponds to a topological defect belonging to the $N=1$ sector and its stability follows from the following reasoning: Suppose we were able to make it disappear. Then we could continuously deform the loop $L$ to a point. But then the winding number would have to make an abrupt jump from $N=1$ to $N=0$, which would contradict the assumed continuity. A similar reasoning gives the result that topological defects with vanishing winding number are topologically unstable.

For a kink-like topological defect (the defect's core has dimension $d^{\prime}=d-1$ and is sometimes called a domain wall; it corresponds to a surface in 3 -d, a line in $2-d$ and a point in 1-d) what we have said so far leads us to consider mappings $S^{0} \rightarrow \mathcal{M} . \quad S^{0}$, the unit sphere in $R$, consists of the two points $\pm 1$. One of the points, +1 , corresponds to a point on one side of the domain wall, and the other, -1 , to a point on the other side. It is fairly clear that topologically nontrivial mappings from $S^{0}$ to $M$ exist only if $M$ is a disconnected space, that is, if the set of equilibria of the system are related to each other by a discrete symmetry gioup.

To illustrate these concepts we consider the case of a grain boundary in Rayleigh-Bénard convection (see Fig. 3). This is a system of rolls that mect at a right angle.

A typical thermohydrodynamic field $\phi$ can be expressed in terms of the complex amplitudes $A$ and $B$ as $\phi=A e^{i k_{\mathrm{s} x}}+B e^{i k_{c} y}+c c$. From the expression for $\phi$ and Fig. 3 we see that this system possesses the discrete symmetry $x \rightarrow y$, $A \rightarrow B$. In this case, $\mathcal{M}$ can be identified with the equilibria of the system that correspond to two disconnected circles, one circle parametrized by the phase of rolls $A$ and the other by the phase of rolls $B$. The two circles are related to each other by the discrete symmetry group of the grain boundary. Our topological considerations lead us to expect the appearance in this system of stable kink-like topological defects. In fact, we can obtain these localized structures by solving the amplitude equations for $A$ and $B$ (see Fig. 4),

$$
\begin{aligned}
& \partial_{t} A=\mu A+\xi\left(\partial_{x}-\frac{i}{2 k_{c}} \partial_{y y}\right)^{2} A-\left(|A|^{2}+g|B|^{2}\right) A \\
& \partial_{t} B=\mu B+\xi\left(\partial_{\nu}-\frac{i}{2 k_{c}} \partial_{x x}\right)^{2} B-\left(|B|^{2}+g|A|^{2}\right) B
\end{aligned}
$$

where $\xi$ and $g$ are real constants and $\mu=\left(R-R_{c}\right) / R_{c}$. For stability of rolls, $g>1$.

So far our considerations have been purely topological. For a complete description of topological defects we have to address also the dynamical aspects
of these localized atructures. For example using a method very similar to that presented in the first part of this work we can study the interaction of many kink-like topological defects. We are currently studying these issues (in collaboration with J. Milovich) for the grain boundary system.

This work has been supported by the NSF under grant PHY 87-04250 to Columbia University. We would like to mention once again that our coworkers in various aspects of this work are E. Meron, Z. Qian and O. Regev.



Fig. 1 A top view of a dislocation in R-B convection. The lines represent roll equiphases. The + (resp -) sign indicates upwasd (reap. downward) tuid motion. Turning once around the loop L makes a jump of $2 x$ in the roll's phase. This corresponds to a dislocation with winding number $N=1$. Physically this correspords to the insertion of an extra wavelength $\lambda_{c}$. An anti-dislocation has winding number $N=-1$ and can annihilate a dislocation leaving the medium in a state with net winding number $N=0$. The state $N=0$ is topologically equivalent to a perfectly periodic roll structure.


Figure 2. Mappings from $S^{1} \rightarrow S^{1}$. In (a) the trivial mapping is given where the circle $C^{1}$ maps into one point in the circle $C^{2}$. In (b) a non trivial mapping is given. Both (a) and (b) have $N=0$ and can be continuously deformed into one another by shrinking the undeshed loop. In (c) a non trivial mapping with $N=1$ is shown; it cannot be deformed into (s) or (b).


Figure 3. 1 grain boundary in Rayleigh-Btaard convection (top view).


Figure 1. Sketch of tink-like solations of thas maplitude equations associated with a grain boundary. For pedagopieal pusposes we have ealarged the dufet's core (experimentally oac observes an abrupt transition from rolls $A$ to rolls $B$ ) and the resulting patiern is made up of squases zestoring the broken symmetry $z \rightarrow y_{1} A \rightarrow B$.

# GENERATION OF BAROCLINIC MOTIONS FROM BAROTROPYC EDDIES 

Glenn R. Flierl<br>Center for Meteorology and Physical Oceanography MIT

## 1. Circular Eddies

Barotropic circular eddice can be unstable to baroclinic modes which cause vertically-varying shifte in the axis of the eddy. McWilliams and Gent (1080) first demonstrated this by numerical solution of the instability probles ", showing that an $m=1$ baroclinic mode could appear in regions stable to barotropic disturbances. Flierl (1988) studied this problem analytically using vortices with piecewise constant potential vorticity fields. When the basic vortex has no flow outside of a radius $r>b$ with peak velocitics at $r=1$, the baroelinic "twisting mode" (the $m=1$ mode, corresponding to tilting the axis in the vertical) appeared in barotropically stable regimes when $b>2$ and $\gamma$ (the nondimensional inverse deformation radius) is smaller than $1.2 /(b-1)$. The instability onily appoted when the circulation in the deep fluid was in the same yense ai that in the uppex inidu. The mechanizm for thin instability could be interpreted as a combination of two effects: shifting of the inner and outer centers leads to dipolar propagation as in Biebuyck's summer fellowship lecture (1986); tilts in the vertical axis lead to a rotational tendency. If these two have the proper phase relationships they will reinforce an initial tilt and center shifts.

Note that Squiren theorem doem not hold because the azimuthal wavenumber is quantized; one can show that a barotropic jet in a periodic domain can likewise have the most rapidly growing mode be baroclinic. The circular eddy genmetry maken quantiration natural; in addition, the $m=1$ mode is, unlike the zonal jet problem, not stationary.

## 2. Elliptical Eddies

We next consider the case of elliptical barotropic flow, generalizing the results of Pierrehumbert and Bayly for infinite elliptical streamline patterns $\Psi=(\gamma-\epsilon) x^{2} / 2+(\gamma+\epsilon) y^{2} / 2$ to rotating and stratified flows. Following Bayly's procedure of setting all fields proportional to $\exp (z(k(t) x+\ell(t) y+m z))$ and choosing appropriate time dependence for $k$ and $l$ yields a Floquet problem for a three vector of horizontal velocity amplitudes and 4 times the buoyancy amplitude. We find a resonance point for $\epsilon=0$ when the wavenumbers are related by

$$
\begin{equation*}
m^{2}=\frac{s^{2}\left(\gamma^{2}-N^{2}\right)}{(f+2 \gamma)^{2}-\gamma^{2}} \tag{1}
\end{equation*}
$$

with $s^{2} \simeq k^{2}+\ell^{2}$, which is constant to the appropriate order in $|c| \ll 1$. As $c$ increases (the flow becomes more elliptical), a band of instability will open for $m$ values around the resonant point.

For nonrotating, homogeneous flows, the aoove equation is satisfied for $m / s=3^{-1 / 2}$; but for the geophysically interesting case, with $\gamma<f \ll N$, we rind instability for

$$
-f<\gamma<-f / 3
$$

Thus the vortex must be anticyclonic and have a Rossby number greater than $x / 3$. Then the vortex can feed energy into internal gravity waves with an $m / s$ value derived from the expression (1). Strong, anticyclonic, elliptical flows may be a source for internal wave motions.

We also considered bounded regions of elliptical flows, taking the Kirchhoff vortex as case of an barotropic exact solution with elliptical streamlines. When the ellipticity is weak, the ellipse can be thought of as an azimuthal mode 2 disturbance upon a Rankine vortex. We used weakly nonlinear contour dynamics unctinods to solve for the evolution of a mode 2 barotropic disturbance and a baroclinic mode 1 disturbance. The latter corresponds to a depth-dependent shift in the position of the axis of the vortex. The coupled equations for the amplitudes of these two modes are then treated as a perturbation problem with the baroclinic disturbance being much weaker than the barotropic amplitude. A critical value of the ratio of the deformation radius for the vertical structure in question to the vortex radius of $1.7^{-1 / 2}$ was derived. (This can also be thought of as $m R=1.7^{1 / 2} \mathrm{~N} / f$ in analogy to the expression above for $\mathrm{m} / \mathrm{s}$; now, however, the perturbations are geostrophic rather than internal waves.) Again, as the ellipticity increases, we expect their to be a wider range of unstable vertical wavenumbers. Numerical computat?'sns with a two layer contour dynamics code initialized with a barotropic ellipse with a $2: 1$ aspect ratio (stable to barotropic perturbations) demonstrate that the instability indeed shifte energy from the elliptical mode into displacement of the centers in the two layers (with the eddies becoming more circular). The instability seems to vacillate, but it may be that the contour will steepen and break off flaments at some point in the evolution, causing an effectively irreversible change in the eddy structure.
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## SOME STRAIT TALK

Chris Garrett<br>Dalhousic University

The Strait of Gibraltar is an exciting and important place occanographically and raises many intereating problems in geophysical fluid dynamics.

A kny question is whether the exchange through the Strait, that is requircd by an excess of evaporation over precipitation in the Mediterrancan, has been driven to a maximum "overmixing" limit by strong mixing in the Mediterrancan. This has been proposed by Bryden and Stommel (1084), and claborated upon by Farmer and Armi (1986) using their two layer hydraulic theory. Historical data cannot be easily interpreted in terms of these idealized theories, so Myriam Bormans and I have been concerned with the importance of non-rectangular cross-sections, the earth's rotation, friction and barotropic fluctuations. Details are given in the papers cited below, but one elementary general consequence of simple scaling arguments is that the importance of the earth's rotation depends not only the ratio of the strait width to internal Russby radius, but also on the Froude number.

As assessment of a wide variety of data sets in the light of the models leaves the question of maximal or submnximal exchange unresolved; maybe the exchange alternates between the two states on time scales that we do not know and for reasons that we do not understand. The probiem is worth pursuing. in view of the potential of the Strait of Gibraltar as a "choke point" for monitoring changes in the Mediterranean.
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# NONLINEAR WAVES, SOLITONS AND WAVE TRANSPORT IN BUOYANT CONDUITS 

Karl R. Helfrich and John A. Whitehead<br>Department of Physical Occanography Woods Hole Occanographic Institution

Fluid of a lower density and viscosity can buoyantly rise through a viscous fluid in a field of gravity through conduits. These conduits support simple pipe, or Poiscuille, flow. However, the conduits are surprisingly rich in their behavior because of the movement of the pipe wall which may be expressed as a nonlinear partial differential equation having propagating wave solutions, including solitary waves. There is interest in the conduits for several reasons. One is that geological and geophysical counterparts of conduits may actually exist in the Earth as rising plumes of low viscosity material. Secondly, the conduits are a simple analog of compaction driven flow in a porous viscous matrix. Thirdly, the conduits support solitary waves which exhibit solitonlike behavior.

Laboratory experiments on the characteristics of the solitary waves and their interactions have been conducted and compared with theory. The observations of shape and phase speed of individual waves show good agreement with the theoretical predictions. Large amplitude waves traveled slightly faster than the theoretical predictions. The ciscrepancy is probably due to higher order effects associated with wave slope not accounted for in the theory. Individual wave characteristics (shape, amplitude and speed) were very nearly preserved after collision with another wave. A phase jump of each wave was the main effect of a collision. The larger (faster) waves increased in amplitude by an average of 5 percent after collision and their phase speeds decreased by an average of 4 percent. The small wave was unchanged. Numerical solutions over-predicted the magnitude of the observed phase jumps by about 40 percent when compared to the experiments.

It is also shown theoretically and confirmed experimentaliy that all solitary waves have closed streamlines in a frame moving with the waves. Thus, isolated parcels of material will be trapped within the closed streamlines and transported upward over large distances. Calculations indicate that material in these parcels will be far less contaminated by diffusion from the surroundings than material in ordinary pipe flow where longitudinal stretching and lateral diffision dominate. We suggest such waves might exist in the mantle of the Earth and convey uncontaminated deep mantle material to the surface of the Earth.

# EXACT NON-REFLECTING BOUNDARY CONDITIONS 

Joseph B. Keller and Dan Givoli<br>Department of Mathematics and Mechanical Enginecring Stanford University

An exact mon-reffecting boundary condition is devised for use in solving the reduced wave equation in an infinite domain. The domain is made finite by the introduction of an artificial bounciary on which this exact condition is imposed. In the finite domain a finite element method is employed. Although the boundary condition is non-local, that does not affect the efficiency of the computational scheme. Numerical examples are presented which show that the use of the exact non-local boundary condition yields results which are much more accurate than those obtained with various approximate local conditions. The method can alvo be used to solve problems in large finite domains by reducing them to smaller domains, and it can be adapted to other differential equations.

## Introduction

To solve the reduced wave equation numerically in an unbounded domain, it is usual to introduce en artificial boundary 8 to make the computational domain finite. Then some boundary condition must be imposed on $B$. We shall show how to obtain an exact boundary condition there, and how to combine it with the finite element method in the computational domain. This leads to an efficient method which eliminates the defects, such as spurious reflections from $B$, which arise in other procedures.

We shall also show how to solve a problem in a large finite domain by cutting out a large regular subdomain, thus introducing an artificial boundary B. This leaves a smaller computational domain bounded in part by 8. On 8 we shall again obtain an exact boundary condition and use it with the finite element method in the computational domain.

Naturally there has been a great deal of previous work on these subjects. In order to see how the present work is related to it, and to what extent the present work is novel, we shall describe some of the previous methods. The simplest and most usual boundary condition is

$$
\begin{equation*}
u_{\nu}(x)=i k u(x), x \text { on } B . \tag{1}
\end{equation*}
$$

Here $u(x)$ is the unknown scattered field, $u_{\nu}$ is its outward normal derivative, and $k$ is the wave number. This condition is of the same form as the Sommerfeld radiation condition, which is exactly correct when imposed at infinity but only approximately correct when imposed at a finite boundary $B$. As a consequence the use of ( 1 ) leads to the spurious reflection of waves from $B$. The magnitude of the reflected wave increases the more the direction of the wave $u$ deviates
from the direction normal to 8 , so it increases as 8 is moved closer to the scattering region.

In order to diminish the spurious reflection, various authors have devised improved local boundary conditions. Engquist and Majela [1] did so by expressing $u_{\nu}$ exactly as a pseudodifferential operator applied to $u$ on $B$, and then approximating this operator by the local differential eperators given in (65) and (06) below. Bayliss and Turkel [2] used the asymptotic expansion of $u$ far from the scatterer to obtain similar approximate local boundiny conditions. Feng [3] obtained an exact non-local condition involving an integral over $B$ of $u$ multiplied by a Green's function, and then he approxinated it by various local conditions, such as (B7) below. However all these local boundary conditions still lead to spurious reflection.

Gustafsson and Kreiss [4] considered a hyperbolic system of equations for two functions of $x, y$ and $t$ in a waveguide. They obtained an exact non-local boundary condition involving the Fourier coefficients of the solution, and discussed its use in a finite difference method. Hagstrom and Keller [5] formed an exact boundary condition in a cylindrical domain in terms of the cigenfunctions and cigenvalues of a problem in the cross-section of the cylinder. They also proved the existence of an exact boundary condition for certain nonlinear problems, and gave an asymptotic expansion for it. Ting and Miksis (0) obtained an exact boundary condition by expressing $u$ on 8 as an integral of $u$ and $u_{\nu}$ over a surface interior to $E$, using the free space Green's function.

The work most closely related to ours is contained in Fix and Marin [7], MacCamy and Marin [8], Marin [9], [10] and Goldstein [11]. In all of them an exact boundary condition is imposed on $B$ and the finite element method is employed in the computational domain. In [7] this boundary condition is found analytically for a waveguide and some numerical results are given. In [8] two dimensional exterior domains are considered. The boundary condition involves the solution of an integral equation on $B$ for which numerical methods of solution are given. The convergence of the finite element method with this boundary condition is proved. A summary of these results and a numerical example are presented in [9]. Goldstein [11] presents a survey of previous work, and gives a convergence proof for the finite element method with an exact boundary condition on $B$ in the case of two dimensional exterior problems and waveguides.

In contrast with the method of MacCamy and Marin [8] and Marin [9], we choose $B$ to be a circle in two dimensional exterior problems and a sphere in three dimensional ones. As a consequence we can express the exact boundary condition explicitly in terms of known fuctions rather than in terms of the solution of an integral equation which is obtained numerically. This results in a simpler and more accurate method, which is similar to that used by Fix and Marin [7] for waveguides. It enables us to discuss the bandedness of the finite element stiffness matrix, the separability of the integrals in the boundary
condition, and the best choice of the radius of 8 in terms of the computational accuracy and cost.

We shall present the solutions of some test problems obtained by our micthod. We shall compare them with exact solutions and with numerical solutions involving the Sommerfeld condition (1), the Engquist-Majda conditions (05) and (66) and the Feng condition (67).

We shall also obtain the exact boundary condition explicitly for Laplace's equation in both exterior and interior domains. Then we shall present a simple convergence proof of the finite element method with this boundary condition.

At first sight it seems that the non-locality of the exact boundary condition might spoil the banded structure of the finite element matrix, and the complexity of this condition might require a great deal of computation. However neither of these difficulties occurs. In fact our results using the non-local conditions are more accurate than those obtained by using approximate local conditions, and they require about the same computational work.

We present the finite element formulation for the reduced wave equation in a infinite domain. The exact boundary condition is formulated, and we also show how the method can be applied to large finite domains. The convergence of the scheme and some computational aspects is discussed and we present some numerical results and compare them to those obtained by using the approximate local boundary conditions proposed by other authors.
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# DEEP CONVECTION IN TIIE WORLD OCEAN 

Peter D. Killworth<br>Deacon Lab. of the Institute of Oceanographic Sciences<br>Hooke Institute for Atmospheric Rescarch<br>Department of Atmospheric Physics<br>Clarendon Laboratory, Parks Road Oxford OX1 3PU, England

The observational background to deep oceanic convection is discussed, taking two main scenarios as paradigms. The first is the "classic" sinking of dense water down and around a continental slope. Five separate ingredients appear to be involved. The first is a reservoir on which dense water can form; in the paradigm, this would be a wide, shallow continental shelf. The second is a source of dense water within the reservoir, frequently the efflux of dense brine by the freezing of sea ice. The third is a reason for dense water to descend to depth (since dense shelf water can be geostrophically balanced against lighter sea water); instabiltics or pre-existing wind- or buoyancy-driven circulations can serve as this mechanism. Observations suggest that a multiplicity of water masses always scems to be a fourth ingredient. The last ingredient is merely that the densities, dynamics, and geography do permit the dense water to sink; for example, it appears that the variation of expansion cofficient with depth plays an important role in the energetics of the descent of Weddell Sea Bottom Water.

Tine second scenario is open-ocean convection, of which the classic example is ' sstertime deep convection in the Mediterranean. Again, certain ingredients are necessary. First, a background cyclonic circulation, to produce an upward "doming" of isopycnals is necessary. Second, a "preconditioning" mechanism, usually ill-defined, is needed to select an area for future convection. Third, in common with slope convection, more than one water mass appears always to be involved. Fourth, a sufficiently strong surface forcing is involved. These ingredients combine to yield a narrow violent mixing region, followed by a poorly understood sinking and spreading phase.

Observations have historically concentrated upon the convective events themselves, and much less upon the interaction between the larger scale flows (in which the convection is embedded) and the convective events. In particular, the way in which convection modifies its own environment - and hence alters future convective events - is poorly understood.

# FLOWS PRODUCED BY DISCRETE SOURCES OF BUOYANCX 

Peter D. Killwortin<br>Deacon Lab. of the Institute of Oceanographic Sciences<br>Hooke Institute for Atmonpheric Research<br>Department of Atmospheric Physics<br>Clarendon Laboratory, Parks Road Oxford OX1 3PU, England

(Work joint with M.K. Davey of the U.K. Met. office is reported)
The response of an occan with a single active dynamical layer (notionally with an infinitely deep upper layer above it, of slightly less density) to localised buoyancy forcing on a beta-plane is considered. The archetypal oceanic problem would be a localised source of dense water (indeed, some dixcussion of the Mediterrancan outflow was given in the talk).

It is shown that three regimes exist. When the forcing is very weak, the response is linear, and consists of a quasi-steady "tube" of fuid stretching westward from the forcing region, with a front advancing at the long Rossby wave speed, and sorre transient structure in the vicinity of the forcing. (It has not been possible to find an equivalent solution for the case of an f-plane with a sloping bottom, so that the experiments of Whitehead, and of Linden, may be intrinsically nonlinear). When the amplitude of the forcing is increased, potential vorticity contours are sufficiently deformed to permit instability both in the forced region and to its west. The response becomes a serics of shed eddies, each of which propagates westward almost independently of its neighbours. Further increase in forcing amplitude yields a completely unsteady response.

# LARGE SCALE FLOW IN TURBULENT RAYLEIGH-BENARD CONVECTION 

Ruby Krishnamurti<br>Florida State University

Laboratory experimental data was reviewed which showed the occurrence, at certain Rayleigh numbers of a large scale horizontal shear flow $\bar{u}(z)$ in turbulent Rayleigh-Benard convection. Measurements of turbulent velocities and their correlations show that, in the horizontally-averaged horizontal momentum equation, the balance is between the Raynolds stress divergence $\partial / \partial z(\overline{u w})$ and the divergence of the viscous stress on the mean flow $\nu \partial^{2} \bar{u} / \partial z^{2}$ where $\bar{u}$ is the horizontally averaged $u$, which is the horizontal velocity component, $w$ is the vertical velocity component, $z$ the vertical coordinate and $\nu$ the kinematic
viscosity. A nenzero averaged strens $\overline{\mathrm{LW}}$ is associated with the vertical tilting of convective plumes, and leads to a vertical transport of horizontal momentum up the gradient of $\bar{u}$.

In a low order model of Rayleigh-Benard convection it was found that tilted cellular flows arise as an instability of the usual upright cells. A further bifurcation to tilted transient plumes results in many of the laboratory-observed features such as a large scale shear flow $\bar{u}(z)$ and countergradient momentum transport of horizontal momentum by the tilted plumes.

These ideas were applied to the numerical weather prediction problem of "systematic errors" in the forecast, i.c. a secular drift to a different climatology after long time integration. In spite of our lack (to date) of laboratory data on the parameter dependence of this momentum transport by convective plumes, we nevertheless attempted to incorporate these ideas in a parameterixed countergradient transport of horizontal momentum by shallow cumulus convection in the tropical troposphere. Using the FSU global spectral model truncated at T42, and ECMWF global data from February 1970, we found a marked decrease in the systematic crror of a 15 -day integration, particularly through better maintaining the strength of the Trades in the region of the Pacific ITCZ.

# UPPER BOUNDS ON FUNCTIONS OF THE DISSIPATION RATE IN TURBUIJENT SHEAR FLOW. 

W.V.R. Malkus and L.M. Smith<br>Deptartment of Mathematics, MIT

The search for a statistical stability criterion characterizing steady state turbulent shear flows has led us to the study of a function we call the dissipation rate Nusselt number. It is proportional to the ratio of the fluctuation dissipation rate and the dissipation rate of the mean. The first Euler-Lagrange equations for an upper bound of this function have optimal solutions with the observed scaling laws and an asymptotic velocity defect for turbulent channel flow. As in the case of maximum transport, the optional sclution for the model equations is a discrete spectrum of stream-wise vortices. It is shown how these solutions can be brought closer to the realized flow with additional constraints on the smallest vortex.

A second test of the generalitability of the dissipation rate Nusselt number is sought in comparing the fredicted extremes for Couette flow with the (limited) observations. Both extrema and observations indicate that the velocity defect will vanish at large Reynolds number in Couette flow. New data is needed to evaluate this unexpected conclusion.

Lastly, steps to deduce this remarkably simplestatistical stability criterion from relative stability arguments lead to just those integrals which appear in the criterion - yet to date, not in the correct configuration.

## EDDY-WALL INTERACTIONS

## Doron Nof <br> Department of Oceanography <br> Florida State University <br> Tallahasece, Floricla 32306

A nonlinear one and half-layer model was considered to examine the collision of isolated eddies with vertical walls. The round undisturbed eddie: were allowed to have relatively large amplitudes; they were bounded by a free streamline beyond which the ocean is stagnant. The inviscid interaction was described by, conceptually, "cutting" the eddies with a atraight vertical wall. The resulting events were studied using a perturbation expansion in, the nondimensional penctration of the wall into the vortices, i.e., "weak" interactions are examined. Two class of eddics were considered. The first consists of linear quasi-geostrophic eddies (i.e., small amplitude and slow circulation) that were weakly interacting with a wall whercas the second involved modcrately nonlinear eddies (i.e., relatively high amplitude and fast apeed) that again were weakly interacting with the wall. Analytical solutions for times of (where $f$ is the Coriolis parameter) and an infinitely deep lower layer were constructed by applying the conservation of potential vorticity, energy and integrated momentum.

It was found that the first clars of eddies (linear quasi-geostrophic eddies) leak fluid as they interact with the wall. When a quasi-geostrophic anticyclonic vartex interacts with a wall, it leaks fluid from its right-hand side (looking offshore in the northern hemisphere) whereas a quasi-geostrophic cyclonic vortex leaks from its left-hand side.

Surprisingly, the second class of eddies (moderately nonlinear eddies) behave in a very different way. Due to the high inertia of these eddies, the leakage associated with a weak interaction is completely blocked and the adjustment to the presence of the wall is confined to the contact area. This bixarre behavior stems from the high speeds along the eddy's rim which choke the leaked flow. When these high speeds are relaxed the leakage re-appears.

Simple qualitative experiments on a rotating table support the conclusion that eddies with small speeds along the edge leak. It was speculated that the interaction of warm-core rings with the Gulf Stream has some similarities to the interaction of an anticyclonic vortex with a solid wall. Furthermore, it was speculated that the loss of mass observed during such ring-Stream interactions is a result of the leakage predicted by our theory and experiment.

## MESOSCALE CONVECTION IN THE OCEAN

Donald B. Olson<br>Rosentiel School of Marine and Atmospheric Science

Observations of convective modification within mesoscale ( $l_{\sim} \sim R_{4}$ ) field in the oceans are reviewed. The role buoyancy generated convection plays in water mass modification is considered with simple one dimensional and $\theta / S$ space models. It is concluded that mesoscale rings formed from western boundary currents are natural sites for intermediate depth convection because of the tendency for anticyclonic or warm ring production to introduce high temperature surface waters to climatologically cooler atmoxpheric conditions. This air-sea interaction anomaly is rexponsible for convective mixing of surface waters to greater density horizons than is possible in the parent water masses in the subtropical gyres of the ocean. Observed convected cells in a Gulf Stream warm core ring are described. These features found in a survey of ring 82B (second ring of 1982) are approximately $10-12 \mathrm{~km}$ in dianncter compared to the ring length scale, as measured by the radius of its velocity maximum of 60 km . This recently convected patch of fluid is $0.02 \mathrm{~kg} \mathrm{~m}^{-3}$ denser than the rest of the ring's adiabatic core. This density anomaly and the $30 \mathrm{~J} m$ thickness of the layer gives the feature a perturbation radius of deformation of $R_{11}=\sqrt{g^{\prime} h} / f=2.5 \mathrm{~km}$. The feature is expected to produce velocity anomalies based on a perhaps questionable geostrophic scaling of $0.10 \mathrm{~m}^{-1}$ as compared to ring velocitics of $0.60 \mathrm{~m} \mathrm{~s}^{-1}$. Observations of the temporal evolution of the convected region in ring 82 B using satellite imagery suggests it was advected around the ring by the ring's swirl velocity, and slowly sheared out into a thin filament; i.e. the shear in the ring destroyed any tendency for the region to maintain its identity for more than a weck. Observations in both this Gulf Stream ring and a ring from the Agulhas Current show, however, that the ring cores remain inhomogencous over time scales of several months. Colder more dense well mixed layers are often found underlying the main convectively mixed region or stad in these rings. It is speculated that these sub-thermostad layers are derived from the ring edge. A nonlinear mixed layer model coupled with the conservation of angular momentum is formulated to further consider this problem. Finally estimates are made of the importance of convection within mesoscale features to the larger scale distribution of properties in the ocean. It is found that although rings in the Gulf Stream system are not important in terms of their contribution to the planetary heat and salt fluxes they can dominate the character of the near surface water masses and play an important role in the ventilation of a portion of the subtropical gyre thermocline. Convective modification of waters in the mesoscale field contributed to the South Atlaniic by the Agulhas may dominate the central water properties of its subtropical gyre.

# ENTRAINMENT AND DETRAINMENT IN CUMULUS CLOUDS 

David J. Raymond<br>Physics Department and Langmuir Laboratory<br>for Atmospheric Research<br>New Mexico Institute of Mining and Technology<br>Socorro, NM 87801

## 1. Introduction

In this talk we first lay out a framework in which the effect of cumulus clouds on large scales may be discussed. We then present current ideas as to what cumulus clouds actually do to large scales. Emphasis here is on nonprecipitating clouds.

## 2. Framework

The basic equations are

$$
\begin{equation*}
\nabla \cdot\left(\rho_{0} v\right)=0 \tag{1}
\end{equation*}
$$

for mass continuity, where $\rho_{0}$ is the ambient density as a function of height,

$$
\begin{equation*}
\frac{\partial \theta}{\partial l}+\mathrm{v} \cdot \nabla \theta=H^{\bullet} \tag{2}
\end{equation*}
$$

for potential temperature, where $H^{*}$ is the rate of change of $\theta$ due to condensation and evaporation of water, and

$$
\begin{equation*}
\frac{\partial \theta_{c}}{\partial t}+v \cdot \nabla \theta_{c}=0 \tag{3}
\end{equation*}
$$

for equivalent potential temperature.
We define a horizontal low pasa filter operator $<>$ and divide $\theta$ and $\theta_{c}$ into slowly and rapidly varying parts:

$$
\begin{gather*}
\theta=\langle\theta\rangle+\theta^{\prime} \\
\theta_{c}=\left\langle\theta_{c}\right\rangle+\theta_{c}^{\prime} . \tag{4}
\end{gather*}
$$

The low pass filter is assumed to have the property that $\left\langle\theta^{\prime}\right\rangle=\left\langle\theta_{c}^{\prime}\right\rangle=0$.
Applying the low pass filter operator to the potential temperature equation results in

$$
\begin{equation*}
\left.\left.\left.\frac{\partial\langle\theta\rangle}{\partial t}+\langle v\rangle \cdot \nabla \cdot B>\approx<H^{*}\right\rangle-\frac{1}{\rho_{0}} \nabla \cdot\left(\rho_{0}<v \theta^{\prime}\right\rangle\right) \equiv<H\right\rangle \tag{5}
\end{equation*}
$$

Note that we have not performed a conventional Reynolds separation, because the velocity has nut been split into umonthed and fluctuating parts. This
is because the fluctuating velocity associated with a cumulus cloud does not necessarily average to zero as required by a Reynolds separation.

We now define a quantity

$$
\begin{equation*}
\langle m\rangle \equiv\langle I\rangle /(\partial\langle\theta\rangle / \partial z), \tag{6}
\end{equation*}
$$

and further define

$$
\begin{equation*}
\left\langle v_{a}\right\rangle=\langle v\rangle-k\langle m\rangle . \tag{7}
\end{equation*}
$$

Equation (5) simplifics to

$$
\begin{equation*}
\left.\frac{\partial\langle\theta\rangle}{\partial t}+\left\langle v_{a}\right\rangle \cdot \nabla<\theta\right\rangle=0 \tag{8}
\end{equation*}
$$

when $\langle v\rangle$ is eliminated in favor of $\left\langle v_{\mathrm{a}}\right\rangle$. The quantity $\left\langle\mathrm{v}_{\mathrm{a}}\right\rangle$ is actually the velocity of the air in the dry environment surrounding any cumulus clouds that may exist. Since the motion of the environment is adiabatic, we call this the adiaioatic veiocity. Notice that the adiabatic velocity by itself docsn't satisfy the continuity equation. Physically, this is because air is continually flowing back and forth between the environment and cumulus clouds.

Eliminating $\langle v\rangle$ from ( $i$ ) aüd low pass filtering results in

$$
\begin{equation*}
\left.\nabla \cdot\left(\rho_{0}<v_{m}>\right)=-\frac{\left.\partial \rho_{0}<m\right\rangle}{\partial z} \equiv \rho_{0}<S\right\rangle \tag{9}
\end{equation*}
$$

Clearly, $-\partial \rho_{0}<m>/ \partial z$ plays the role of a source term for the mass continuity equation. The quantity $\rho_{0}<m>$ is thus the horizontally smoothed vertical flux of mass due to cumulus clouds. Since $\left\langle v_{a}\right\rangle$ describes only adiabatic motions, $\rho_{0}<m>$ must include all diabatically induced vertical motions, including those due to the evaporation of liquid water as cloud material is injected into the environment.

A similar treatment for the equivalent potential temperature equation results in

$$
\begin{equation*}
\left.\left.\frac{\left.\partial<\theta_{c}\right\rangle}{\partial t}+\left\langle\mathrm{v}_{\mathrm{a}}>\cdot \nabla<\theta_{c}\right\rangle=-<m>\frac{\left.\partial<\theta_{c}\right\rangle}{\partial z}-\frac{1}{\rho_{0}} \nabla \cdot\left(\rho_{0}<\mathrm{v} \theta_{c}^{\prime}\right\rangle\right) \equiv<E\right\rangle \tag{10}
\end{equation*}
$$

which may not immediately look like a simplification, as equivalent potential temperature has acquired a rather complex source term, $\langle E\rangle$. However, many models of convection treat $\left\langle v \theta_{c}^{\prime}>\right.$ as a sum of currents carrying air vertically from one level to another, i. e.,

$$
\begin{equation*}
\left.<\mathrm{v} \theta_{c}^{\prime}>\approx \mathbf{k} \sum_{i} m_{i} \mid \theta_{c i}-<\theta_{c}>\right] \tag{11}
\end{equation*}
$$

where $\theta_{c}^{\prime}$ in each current has been equated to the actual equivalent potential temperature in that current, $\theta_{c i}$, minus the mean equivalent potential temperature. The total mass flux is the sum of the partial mass fluxes, i. c.,

$$
\begin{equation*}
<m>=\sum_{i} m_{i 1} \tag{12}
\end{equation*}
$$

so $E$ simplifics to

$$
\begin{equation*}
<E>=-\frac{1}{\rho_{0}} \sum_{i} \frac{\partial \rho_{0} m_{i}}{\partial z}\left(\theta_{c i}-<\theta_{a}>\right)-\sum_{i} m_{i} \frac{\partial \theta_{c i}}{\partial z}, \tag{13}
\end{equation*}
$$

and the determination of $\langle E\rangle$ reduces to the determination of $m_{i}(x)$ and $\theta_{\text {ci }}(x)$ for each current. If no entrainment or detrainment occurs between the beginning and end of each current, (13) simplifies even further. Since equivalent potential temperature is then conserved in transport along the current, the last term in (13) vanishes and the derivative $\partial\left(\rho_{0} m_{i}\right) / \partial z$ reduces to delta functions at the top and bottom limits.

If a chemical species with mixing ratio $\chi$ and source function $C^{\circ}$ exists in the environment, it obeys the equation

$$
\begin{equation*}
\frac{\partial \chi}{\partial t}+v \cdot \nabla \chi=C^{\bullet} \tag{14}
\end{equation*}
$$

Similar treatment results in a smoothed equation for the mixing ratio of the species,

$$
\begin{equation*}
\left.\left.\frac{\partial\langle\chi\rangle}{\partial t}+\left\langle v_{a}\right\rangle \cdot \nabla<\chi\right\rangle=\ll C\right\rangle \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
<C>=<C^{\bullet}>-\frac{1}{\rho_{0}} \sum_{i} \frac{\partial \rho_{0} m_{i}}{\partial z}\left(\chi_{i}-\langle x\rangle\right)-\sum_{i} m_{i} \frac{\partial \chi_{i}}{\partial z} \tag{16}
\end{equation*}
$$

This is a way to describe the effects of cloud chemistry on the environment.
The above framework was first proposed by Ooyama (1971) for the special case in which the currents took the form of entraining plumes, and was later generalized by Raymond (1987).
3. The coupled current model

We now investigate an approximation scheme in which a cloud is characterized as a system of coupled mass currents, each of which neither entrains or detrains along its length. Each current originates from some mixture of the environment and the output of other currents, and each current discharges into other currents, the environment, or some combination thereof. Since the mass flux along a current is constant under these assumptions, we have

$$
\begin{equation*}
\frac{\partial \rho_{0} m_{i}}{\partial z}=\mu_{i}\left[\delta\left(z-a_{i}\right)-\delta\left(z-b_{i}\right)\right] \tag{1T}
\end{equation*}
$$

where $a_{i}$ is the starting level for the $i^{\prime}$ th current and $b_{i}$ is its ending level. The constant mass flux associated with that current is $\mu_{i}$.

Under these conditions, (13) reduces to

$$
\begin{equation*}
<E>=-\frac{1}{\rho_{0}} \sum_{i} \mu_{i}\left[\delta\left(z-a_{i}\right) \theta_{e a i}^{\prime}-\delta\left(z-b_{i}\right) \theta_{c \ln }^{\prime}\right]^{\prime}, \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\theta_{c a i}^{\prime}=\theta_{e i}\left(a_{i}\right)-<\theta_{e}\left(a_{i}\right)\right\rangle \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\theta_{c c i}^{\prime}=\theta_{a i}\left(b_{i}\right)-<\theta_{c}\left(b_{i}\right)\right\rangle . \tag{20}
\end{equation*}
$$

Thus, only the values of the equivalent potential temperature at the beginning and end of the channel relative to the environment at those levels are important. In a finite difference model the delta functions could be spread out over a single grid interval.

For a chemical species the corresponding equation is complicated by the presence of an intrinsic source function $C^{*}$, and the possibility that the mixing ratio might change along a current due to chemical processes. However, these two effects nearly cancel each other out. This may be seen by noting that

$$
\begin{equation*}
<C^{\bullet}>=<C_{\mathrm{env}}>+\sum_{i} C_{i}^{\bullet} \tag{21}
\end{equation*}
$$

where we have divided the moothed source term into a part occurring in the environment and a part occurring in each current. As long as a statistically steady state exists, the time rate $r^{\prime \prime}$ Mange of the concentration of a chemical spacies in a parcel moving up o ir wn a current should equal the vertical velocity timen the z-derivative of zue concentration along the current. When appropriate moothing is done, this results in

$$
\begin{equation*}
C_{i}^{*}=m_{i} \frac{\partial \chi_{i}}{\partial z} \tag{22}
\end{equation*}
$$

whence

$$
\begin{equation*}
<C>=<C_{e n v}>-\frac{1}{\rho_{0}} \sum_{i} \mu_{i}\left[\delta\left(z-a_{i}\right) \chi_{u i}^{\prime}-\delta\left(z-b_{i}\right) \chi_{\langle i}^{\prime}\right] \tag{23}
\end{equation*}
$$

where the definitions of $\chi_{a i}^{\prime}$ and $\chi_{L_{i}}^{\prime}$ are analogous to (19) and (20).
4. Graphical notation and examples

It is possible to represent the currents in a cumulus cloud by arrows in a graphical notation. We adopt the convention that arrows entering from the bottom represent pure cloud base air, while those entering from the left side represent environmental air. Arrows either terminate at a junction of currents
or exit into the environment, depending on the disposition of the contents of that current.

Figure 1 shows diagrams describing unmixed parcel ascent, an entraining plume, and a detraining plume. Unmixed parcel ascent requires no explanation, but the other two do. Because individual currents cannot entrain, the entrainment in the entraining plume must be represented as a sequence of discrete events in which the current representing a segment of the plume mixes with a current from the environment, the mixture feeding the next plume segment.

The detraining plume is even more complex. The initial current from cloud base splits into two currents, one of which mixes with a current from the environment and exits to the environment. The other branch ascends, again bifurcates, and the two sub-currents repeat what happened in the first step. This goes on until the last bit of cloud base air is used up.

These diagrams make it clear that a detraining system is much more complex than an entraining system because muitiple currents containing cloud base air have to be accounted for.

It is possible to translate the anove diagrams directly into mathematical expressions by entering the propertics of each stream into the sums of (18) and (23). For example, the case of unmixed ascent has only one current with $\theta_{\text {cai }}^{\prime}=0$, since it is picking up environmental cloud base air at that point. At the upper level $\theta_{c t i n}^{\prime}=\theta_{c}($ cloudbase $)-\theta_{c}($ cloudtop $)$, and

$$
\begin{equation*}
<E>=\frac{\mu}{\rho_{0}} \delta\left(z-z_{t o p}\right)\left[\theta_{c}(\text { base })-\theta_{c}(t o p)\right] . \tag{24}
\end{equation*}
$$

For an entraining plume with one entrainment event, we find

$$
\begin{equation*}
<E>=\frac{\mu_{1}}{\rho_{0}} \delta\left(z-z_{m i d}\right) \theta_{c 1}-\frac{\mu_{1}+\mu_{c n v}}{\rho_{0}}\left[\delta\left(z-z_{m i d}\right) \theta_{c 2}-\delta\left(z-z_{t o n}\right) \theta_{c 3}\right], \tag{25}
\end{equation*}
$$

where $\theta_{c 1}=\theta_{c}($ base $)-\theta_{c}(m i d), \theta_{c 2}=\theta_{c}(m i x)-\theta_{c}(m i d)$, and $\theta_{c 3}=\sigma_{c}(m i x)-\theta_{c}(t o p)$. The value of $\theta_{c}$ in the upper current is given by linear mixing with the environment in proportion to the mass flux, i. e.,

$$
\begin{equation*}
\theta_{c}(\text { mix })=\frac{\mu_{1} \theta_{c}(\text { base })+\mu_{\mathrm{env}} \theta_{c}(\text { mid })}{\mu_{1}+\mu_{\mathrm{cnv}}} . \tag{26}
\end{equation*}
$$

A bit of algebra shows that the mid-level terms in (25) cancel, resulting in

$$
\begin{equation*}
<E>=\frac{\mu_{1}+\mu_{\text {criv }}}{\rho_{0}} \delta\left(z-z_{t o p}\right) \theta_{\mathrm{e} 3} . \tag{27}
\end{equation*}
$$

In other words, an entraining plume only modifies the environmental $0_{c}$ at the level of final detrainment.
5. What actually happens in cumulus clouds

Raymond and Blyth (1086) present observations of the detrained mass flux of cumulus clouds $F$ as well as the results of corresponding model calculations. ( $F$ is the mass source term $\langle S\rangle$, defined in (9), divided by the number of cumulus clouds per unit area.) The model is equivalent to a detraining thermal model with the proviso that detrained material mixes in varying proportions with environmental air and then rises or sinks to its level of neutral buoyancy before exiting the cloud.

Figures 2-4 show the computed and measured $F(z)$ for four different cases. The observed detrained mass flux in figure 2 is from a composite of cumulus congestus clouds that occurred during the summer of 1082 over the Magdalena Mountains in central New Mexico. Note that even though cloud top was near 500 mb , air was detrained primarily near cloud base, or between 000 and 700 mb. In other words, cloud base air that reached cloud top typically sank almost back to cloud base after mixing with environmental air. The model shows quite similar results.

Figures 3 and 4 show two cases (also observed over the Magdalena Mountains) in which thin detrainment layers aloft occurred. These layers were at least qualitatively predicted by the the model. Note that in both these cases substantial detrainment also occurred near cloud base. More details on these studies may be obtained from the above-referenced paper.

Note that the observed cloud tops in figures 2 and 4 actually exceeded the predicted cloud tops, which were simply the equilibrium levels for a nonentraining parcel. This definitively eliminates the entraining plume as a possible model for these clouds, since entrainment would imply a maximum cloud top height much less than the undilute equilibrium level.

## 6. Summary

In this talk I have attempted to develop the conceptual and mathematical basis for describing cumulus models with a multitude of interconnected flows. I then showed that entraining and detraining models were conceptually very different in spite of the symmetry in terminology. Finally, I presented observational results that can only be explained by a flow that is functionally equivalent to a detraining thermal. Whether cumulus clouds actually take the form of detraining thermals, or whether some more complex flow is mimicking this behavior is unknown at this point.
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Figure Captions
Figure 1. Coupled current diagrams describing models of mixing, entrainment, and detrainment. a) The unmixed parcel is represented by a single current. b) The entraining plume is split into segments of no entrainment separated by impulsive entrainment events. c) The detraining plume splits off sub-currents which mix with environmental air.

Figure 2. Observed and predicted detrained mass fluxes for a composite case of cumulus congestus clouds over the Magdalena Mountains of central New Mexico. Note that even though cloud top exceeded 500 mb , most mass detrained between 000 and 700 mb .

Figure 3. As in figure 2, except a single casc on 24 July 1980. In this case detrainment occurred both below cloud base and at middle levels. The two different curves on the left indicate two different imposed cloud base temperatures.

Figure 4. As in figure 3, but case of 23 July 1084. Note again the strong detrainment well below cloud top.
a) Unmixed parcel
b) Entraining Plume

c) Detraining Plume
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# DYNAMICAL MODELS FOR MELT SEGREGATION 

Frank M. Richter<br>University of Chicago

The most pervasive form of raelting in the earth is due to decompression, as in the case of mid-ocean ridges where the surface divergence of the plates forces adiabatic upwelling and partial melting of order $20 \%$. Since the oceanic crust is made up of pure melt phase, there must exist a mechanism for separating melt from residual solids, which in turn implies that the residual solide must themselves be deformable.

McKenzie has developed a formalism for describing the process of melt scgregation from a deformable residual matrix in terms of a compacting porous medium, and in this talk I will consider some of the solutions that have been found. The simplest situation involves the one-dimensional compaction by gravity of a melt-matrix mixture resting on an impermeable base. If the melt fraction is given as an initial condition the subsequent evolution of the system involves a compaction boundary layer at the base where the matrix deforms to invade the interstitial pore spaces and push out the melt. Above this boundary layer is an interior regime where the pressure gradient due to the flow of melt is sufficient to balance the tendency of the matrix to deform. As melt is exhausted from the boundary layer, the boundary layer grows at the expense of the interior regime and eventually dominates the system.

Another class of solutions to the McKenzie equations is solitary waves of excess melt fraction. Such waves will arise if the rate of melting is heterogeneous in the sense of there being local regions characterized by more rapid melting. Theee'reses can be one, two, or three-dimensional. We can show that the one-dimensional solitary waves are unstable to the two-dimensional waves and expect that two-dimensional waves are themselves unstable to threedimensional perturbations.

# EFFECTS OF GEOTHERMAL HEAT FLUX AND TOPOGRAPHY ON THE 

CONVECTIVE VENTILATION OF CONFINED BASINS

Claes G.H. Rooth
RSMAS, University of Miami
Convective ventilation of confined ocean basins requires, in steady state, a compensating buoyancy flux which can be supplied either by downward forced convection (mixing/eddy diffusion) of buoyancy, or by geothermal heating effects. The latter are usually considered dynamicaaly negligible in deep ocean
circulation analysis but isolated deep basins tend to develop almost adiatuatic stratification in their deepest layern, allowing even weak interior buoyancy sources to become significant.

The intensity of the geothermal heat flux can be taken as uniformly distributed over the horizontal projection of the basin area. The heat input per unit depth is then proportional to the gradient of cross sectional area with depth, dA/dz. This provides a dynamic link between the basin topography and the convective ventilation, since the stratification will be modified by any buoyancy fiux imbalances in such a way as to minimize them,

Killworth and Turner (1082) demonstrated that a transient basin filling experiment with a time-modulated buoyancy source sould be effectively modelled based on a triple time scale mean field interaction approximation. The convective process is treated as a quasi-stationary response to a slowly varying buoyancy source, while the time scale of latter is in turn taken as fast cormpared to rate of evolution of the interior basin state. For this case, one or several time-variable convective sources can be treated as an ensemble of simultaneously acting (parallel) sources. For such an ensemble, let the integrated buoyancy flux across a level surface be $B$. Then it is easily seen that $d B / d z=N V$, where $N$ is the buoyancy (Brunt-Vaisala) frequency for the interior domain, and $V$ is the integral volume flux for the convective plume ensemble ( $z$ is taken as positive upwards). An identical relation couples the buoyancy flux gradient for any individual plume to its volume flux and the interior stratification. An interesting consequence of this is that the deep basin stratification is expected to approximately mirror the hypsographic curve.

To close the problem, we must formulate a predictor for the mass flux variations for the convective plumes. This has been done for the limiting cases of free plumes and of shallow flows on sloping boundaries, in either case neglecting rotation effects (Turner, 1973). Numerical experiments with a frec plume ensemble and a series of different bottom topography forms bear out the prediction of a close tie between the bottom shape and the probability distribution for the depth of penctration of individual elements of a plume ensemble. In the seminar, computations were presented for a plume ensemble with a uniform distribution of initial buoyancy flux over a $40: 1$ range of intensity, with the total negative buoyancy flux input ten times the geothermal heating effect. Approximately 40 the ensemble (the weakest elements, representing about 160 f the total original buoyancy flux input relative to the reference density at the source level in the basin) terminate within the diffusive thermocline range, while the rest reach the bottom in the case of a square (flat bottom) basin, or exhibit a distributed termination pattern which roughly mirrors the basin hypsography. Note that while the latter subset carries over $80 \%$ of the initial buoyancy flux relative to the density at the upper basin boundary, an approximate balance with the geothermal heat flux in the deeper basin part has been reached at the bottom of the thermocline. This happens mostly because of
the entrainment of thermosline waters, but in part also because of this point a greater reference density enters in the buoyancy flux definition.

Tracer based ventilation diagnostics for the deep Caribbean basin, and for the Cariaco basin, off the coast of Venczucla (Holmen and Rooth, 1088) support the theoretical expectation of a bimodal ventilation effect in deep natural basins.
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## A THEORY FOR STRONG, LONG-LIVED SQUALL LINES

Richard Rotunno<br>NCAR<br>Boulder, Colorado

I discuss a study of the mechanics of long-live, line-oriented, precipitating cumulus convection (squall lines) using two- and three-dimensional numerical models of moist convection (Rotunno, Klemp and Weisman, 1088). These models, used in juxtaposition, enable us to address the important theoretical issue of whether a squall line is a system of special, long-lived cells, or whether it is a long-lived system of ordinary short-lived cells. Our review of the observational literature indicates that the latter is the most consistent paradigm for the vast majority of cases, but, on occasion, a squall line may be composed of essentially steady, supercell thunderstorms. The numerical experiments presented show that either type of squall line may develop from an initial line-like disturbance depending on the magnitude and urientation of the environmental shear with respect to the line. With shallow shear, orienteid perpendicular to the line, a long-lived line evolves containing individually short-lived cells. Our analysis of this type of simulated squall line suggests that the interaction of a storm cell's cold surface outflow with the low-level shear produces much deeper and less inhibited lifting than is possible without the low-level shear, making it easier for new cells to form and grow as old cells decay. Through intercomparison of two- and three-dimensional squall line simulations, we conclude that the essential physics of this type of squall line is contained in the
two-dimensional framework. We argue that these results describe the physics of both midlatitude and tropical squall lines. Under conditions of deep strong shear at an angle to the supposed line, a line of supercells develops in which their respective threc-dimensional circulations do not interfere with one another.
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## A GEOMETRIC VIEW OF DYNAMICAL APPROXIMATIONS

Rick Salmon<br>University of California-Scripp:<br>Institute of Oceanography

This lecture presentr a method for deriving approximate dynamical equations that satisfy a prescribed constraint typically chosen to filter out unwanted high-frequency waves. Although the method proponed is very genc.al, we are mainly intercsted in the case of a rotating fluid in which the prescribed constraint is geostrophic balance.

Let $R$ be the (infinite-dimensional) phase space of the fluid, with general coordinates $x^{i}$. Every point $x \equiv\left(x^{1}, x^{2}, x^{3}, \ldots\right)$ of $R$ corresponds to a possible state of the fluid system as a whole. The exact dynamics

$$
\begin{equation*}
d x^{i} / d t=v^{i}(x) \tag{1}
\end{equation*}
$$

corresponds to the vector field $v^{i}$ in phase space.
Consider the phase-space submanifold composed of states in which the fluid is everywhere in geostrophic balance. We call this submanifold the slow manifold. The slow manifold is defined by the (infinitely many) equations

$$
\begin{equation*}
\phi_{(\ell)}(x)=0, \quad \ell=1,2,3, \ldots \tag{2}
\end{equation*}
$$

expressing geostrophic balance at every point of physical space. We seek "balanceún dynamical approximations in which systems on the slow manifold remain there. Such approximations obviously consist in replacing the exact vector field $v^{i}$ in ( 1 ) by a vector field tangent to the slow manifold (2).

The quasigeostrophic approximation (QG) corresponds to an "ordinary projection" of $v^{i}$ onto the slow manifold, in which the normal mode amplitudes of the linearized dynamical equations are treated like Cartesian coordinates in phase space.

In more geometrical language, $Q G$ is equivalent to the metric projection

$$
\begin{equation*}
d x^{i} / d t=v^{i}+\mu(\iota) g^{i j} \partial \phi(\iota) / \partial x^{j} \tag{3}
\end{equation*}
$$

of the exact dynamics (1) onto the slow manifold (2) of geostrophic states. The cocfficients $\mu_{( }()$are chosen such that (3) atisfics

$$
\begin{equation*}
d \phi(c) / d t=0 \tag{4}
\end{equation*}
$$

and the metric $g^{i j}$ is related to the exact dynamics as follows: If the exact cquations are linearized about a state $x_{0}$ of rest with flat isopycnals, then the linear equations conserve the energy

$$
\begin{equation*}
H_{0}=\frac{1}{2} g_{i j} \Delta x^{i} \Delta x^{i} \tag{5}
\end{equation*}
$$

where $\Delta x \equiv x-x_{0}$ is the phase apace displacement from the fixed point $z_{0}$, and the constant tensor $g_{i j}$ is the inverse of $g^{i j}$.

Unfortunately, phase-space has no natural metric, and $g^{i j}$ is therefore an artificial component of the quasigeostrophic approximation. Its presence explains why QG is valid only near a state with flat isopycnals.

If the exact dynamics are Hamiltonian, then $v^{i}$ takes the particular form

$$
\begin{equation*}
v^{i}=J^{i j} \partial H / \partial x^{j} \tag{5}
\end{equation*}
$$

where $J^{i j}$ is the symplectic tensor and $H$ is the Hamiltonian. $J^{i j}$ and $g^{i j}$ have completely different properties. However, the semigeostrophic equations are obtained by replacing $g^{i j}$ by $J^{i j}$ in (3) and (4). The resulting equations, which can also be derived in several motivated ways, lie at the heart of a beautiful theory developed by Dirac.

The constraints (2) defining the slow manifold are the only arbitrary components of this theory. These constraints are "consistent" if the coefficients $\mu_{(\ell)}$ are uniquely determined. A simple iterative procedure tests and (if necessary and possible) augments an arbitrary set of trial constraints to produce a consistent set. If the constraints are consistent, then the approximate dynamics is itself a Hamiltonian dynamics, and canonical coordinates exist. The various forms of the semigeostrophic equations correspond to slightly different definitions of the slow manifold. The optimal form is that for which canonical coordinates are easiest to find.

The most important lesson from this work may be that any approximation takes its most transparent form when written in a covariant form in general phase space coordinates.
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# SEPARATION OF A BOUNDARY JET IN A ROTATING FLUID 

Melvin Stern<br>Florida Stste University

A jet flows from a source along vertical wall of a large rotating tank containing water of the same density. The flow approaches a sharp corner where the vertical wall turns through an angle $A$. If $A$ is less than a critical value the current flows past the corner and continues down the wall. If $A$ exceeds the critical angle, then the jet separates at the corner by flowing into a dipolar vortex, which carries the mass away from the wall and into a large recirculating gyre. The main significance of the rotation is to make the flow two dimensional, and to conserve vertical vorticity. The critisal $A$ is computed by contour dynamics (using a conformal mapping) for a piecewise uniform vorticity jet. The results compare favorably with laboratory measurements.

## VORTEX DYNAMICS OF STRATIFIED FLOWS

## Gretar Tryggvason Department of Mechanical Engineering and Applied Mechanics The University of Michigan <br> Ann Arbor, MI 48109

Two recent applications of vortex methods to stratified, vortical flows are discussed. One is the deformation of a free surface due to the large amplitude Kelvin-Helmholtz instability of a submerged vortex sheet. The roll-up of the vortex sheet causes a deformation of the free surface and leads to a breaking wave, the entrainment of air, or the generation of relatively short waves, depending on the strength and depth of the vortex sues!. The other example considers the collision of a vortex pair, or a ring; with a relatively weak density interface. In the limit of weak density stratification, this problem is governed by only one nondimensional parameter combining the effect of the vortex strength and the stratification. Weak rings behave as if the interface were a solid boundary, but strong rings penetrate deep into the other fluid. For intermediate strength, the vortex pair penetrates partly and is then pushed back by baroclinicaîly generated vorticity at the interface. The back flow generates a complicated system of secondary vortices. Thr salculated behavior correlates well with recent emperimental results of Willrnart and Hirsa for free surface flows, and Dahm and Scheil for the interaction of vortex rings with a weak density interface.

We then discuss the extension of generalized vortex methods to threedimensional free surface problems. As in two dimensions, the dynamics is governed by the condition that the pressure is constant at the interface ( in
the absence of surface tension). This allows us to write an evolution equation for either the tangential velocity or the velocity potential. The normal component is determined by the conditions of incompressibility and irrotationality which leads to an integral equation over the free surface. By an application of the formulas of classical vector analysis it is possible to formulate several alternative boundary integral equations for the normal velocity or the vector stream function. We list the various possibilities and discuss which are suitable for numerical implementation. In conclusion, some general comments on the vorticity formulation of stratified flows are presented.

## DIFFUSION COEFFICIENTS AND VELOCITIES FROM TRACERS

## George Veronis Yale University

An investigation into te feasibility of solving the inverse problem for (eddy) mixing coefficients, $\kappa$, along with the velocity field, $v$ from distributions of tracers was based on solving the 2D forward problem first (given $\kappa$ and $y$ determine tracer distributions). Since the known $\kappa$ and $v$ of the forward problem are the unknowns of the inverse problem, the exact solution is known and can be used to measure the accuracy of the results obtained.

The forward problem involved flow, either rectilinear or with embedded eddies, in a channel with fixed tracer concentrations at the boundaries. The tracer distributions were obtained on a network of gridpoints. The inverse problem was first solved in portions of the channel where the tracer field was given on the same network. With enough error-free tracer data the exact $\kappa$ and $v$ could be obtained, so the inverse problem is well posed. Most of the inverse calculations made use of tracer data with errors due to either truncation or added noise.

It comes as no surprise that if enough data are available (sufficiently many tracers and/or sufficiently many gridpoints), the accuracy in the derived values of $\kappa$ and $v$ is limited only by the accuracy of the given tracer data. Generally speaking, satisfactory results were obtained only if the system to be solved was overdetermined, either by enough data or via approximations that limited the number of unknowns.

An encouraging sign is that using a limited representation for $\kappa$ (either constant in blocks of cells or a low-order polynomial) yielded values of $\kappa$ and $v$ that were as accurate as, and sometimes more accurate than, the values obtained with a more complete representation for $\kappa$. The approximate form for $\kappa$ gave better results than a fully variable $\kappa$ even when the velocity field included a small scale eddy that was only marginally resolved by the grid network.

The success obtained with approximate forms for $\kappa$ and $v$ is very encouraging since one of the most serious problems confronting observers who try to interpret the record is paucity of data. The anisotropy of mixing (at least, horizontal and vertical) plus the low vertical velocity of the mean flow render the 3D problem a difficult one where the demands on data can be met only marginally if at all. It is here that the approximate forms for $\kappa$ and $v$ may make an otherwise hopeless task one that is tractable.

## THE FLUID DYNAMICS AND THERMODYNAMICS OF ERUPTION COLUMNS

Andrew W. Woods<br>University of Cambridge

This talk considers modelling the fluid dynamics and the thermodynamics of Plinian cruption columns (Woods, 1988). Plinian eruptions involve the continuous discharge of a mixture of gas and solid fragments from volcanic vents at speeds on the order of hundreds of metres per second, generating a continuous column of hot pyroclasts, rocks, and entrained air which rises to a few tens of kilometres (Walker 1981). The lower part of the eruption column in which the initially dense material from the vent is carried a few kilometres upwards by its momentum is called the gas-thrust region (Sparks and Wilson 1976). Air is entrained as the material rises; the air expands due to heating from the hot pyroclasts and can eventually cause the material in the column to become buoyant. If there is sufficient thermal energy in the column, it then behaves as a buoyancy-driven convective plume in which the plume material is significantly hotter than the ambient fluid. This effect causes the column to continue rising to as much as a few tens of kilometres, until the column material ceases to be buoyant. Above this neutral buoyancy height, an umbrella cloud, of a few kilometres thickness, grows radially. Alternatively, if the initial momentum (or other properties controlling the process, e.g. temperature) is insufficient for the material to reach the point at which the upwards buoyancy forces begin to dominate, then the column will collapse at a much lower height,typically a few kilometres.

Various models of Plinian eruptions have been presented (particularly Wilson 1976; Sparks 1986; Wilson and Walker 1987), and the results have been compared with observational data (Settle 1978; Wilson et al. 1978). A number of these models are based on the classical work of Morton et al. (1956) who introduced models for convecting plumes in both uniform and stratified environments in which density differences between the constituent fluids are small. Their model incorporated a Boussinesq approximation and did not consider any of the large thermal effects which are present in a volcanic eruption.

However, the models of Morton et al. have been applied to voleanic eruption columns by modifying the buoyancy term in the governing equations or by including an additional expansion of the air due to internal heating, but retaining the basic approximations which were made in the original model. The resulting models are not always consistent with the basic laws of thermodynamics and fluid dynamics which govern the eruption column motion because of the large density and temperature changes which can occur in an eruption column.

A major purpose of this talk is to develop a physical model of Plinian cruption columns from first principles. This work derives and investigates the fluid dynamic and thermodynamic constraints in the basic governing equations which describe an eruption column. The column is modelled as being in a steady state in both the gas-thrust region and buoyancy-driven region with a constant, continuous supply of material from the vent. The steady-state approximation is a good model of the eruption process when the column has become established, after the initial explosion (Carey and Sigurdsson 1985). The thermal interactions in the column are modelled using the steady flow energy equation. A closure hypothesis is required to complete the model. Some previous models of plume rise (for example Schatzmann 1979) have attempted to derive a universal closure hypothesis encompassing both buoyancy-driven and momentum-driven plumes. This approach has been successful in modelling laboratory experiments; however, it necessitates the introduction of (up to) five empirical constants. In contrast, the present study proposes separate closure hypotheses for the gas-thrust and buoyancy-driven regions by considering the dynamics particular to each region. In the gas thrust region we use a modification of Prandtl's model of a jet (1954) while in the buoyancy driven region we use the entrainment assumptinn, (Morton et al.) 1056. This requires only one empirical constant for each of the regions and the regions are merged where the column becomes buoyant. The laterally spreading umbrella cloud at the top of the column, which has been modelled by Sparks (1980), is considered as part of the convective region in order to determine the total column height, as in Morton et al. (1956). The important effects on the column height and structure resulting from the ambient stratification in both the troposphere and the stratosphere have also been investigated.

Numerical calculations have yielded the following conclusions for the parameter ranges of interest:

1. In the upper region of the column the rate of change of the enthalpy flux with height is principally governed by the rate of change of the potential energy flux. This reduces the column temperature in the upper region, and so the column becomes less buoyant, until it comes to rest. This effect reduces the vertical extent of the column. Thus the steady-flow-energy equation which incorporates the interaction of the enthalpy with the potential energy plays an important role in determining where the top of the column is located.
2. The radius of the column increases rapidly in the gas-thrust region as the entrained air is heated to a very great temperature. This is followed by a more gradual column radius increase in the buoyancy-driven region when the entrained air is not heated to such great temperatures. Above the neutral buoyancy point, the radius increascs more rapidly into the radially spreading umbrella cloud.
3. The phenomenon of column collapse is critically dependent on the vent velocity. It is predicted to occur only for much smaller velocitics than found previously by Wilson ( 1976 ) ( $U \simeq 100 \mathrm{~m} / \mathrm{s}$ whereas Wilson found collapse when $100 \mathrm{~m} / \mathrm{s}<U<400 \mathrm{~m} / \mathrm{s}$ ). This greatly increases the range of eruption conditions which can generate a Plinian column, as well as extending the range of heights of Plinian columns to smaller values.
4. If the vent radius is large or the initial gas mass fraction small, the column can become $z 0$ buoyant once above the gas-thrust region, because of the large amount of thermal energy, that the column velocity can actually increase with height in the column.
5. The gas-thrust region height decreases with initial temperature, initial gas content and initial velocity becauge these increase the buoyancy of the column. It increases with increasing vent radius because the volume of air entrained relative to the column volume (per unit height) decreases with radius.
6. As anticipated, the column height increases with the initial temperature, initial velocity and vent radius but decreases wisi the initial gas content.
7. In the troposphere the temperature decreases with height and so columns rise somewhat higher than they would in an isothermal environment because of their increased buoyancy. However, once in the stratosphere, the temperature gradient reverses, and so this effect is reversed.
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## ARRESTED SHEAR DISPERSION AND OTHER MODELS OF ANOMALOUS DIFFUSION

W.R. Young<br>University of California-Scripps

The macroscopic dispersion of tracer in microscopically disordered fluid flow can ultimately, at large times, be described by an advection-diffusion equation. But before this asymptotic regime is reached there is an intermediate regime in which first and second spatial moments of the distribution are proportional to $t^{\nu}$. Conventional advection-diffusion (which applies at large times) has $v=1$ but in the intermediate regime $v<1$. This phenomenon is referred to as "anomalous diffusion" and we discuss the special case $v=1 / 2$ in detail. This particular value of $v$ results from tracer dispersion in a central pipe with many stagnant side branches leading away from it. The tracer is "held up" or "arrested" when it wanders into the side branches and so the dispersion in the central duct is more gradual than in conventional advection-diffusion (i.e. $v=1 / 2<1$ ).

This particular example serves as an entry point into a more general class of models which describe tracer arrest in closed pockets of recirculation, permeable particles, éc. with an integro-differential equation. In this view tracer is arrested and detained at a particular site for a random period. A quantity of fundamental importance in formulating a continuum model of this interrupted random wirk is the distribution of stopping times at a site. Distributions with slowly decayii.g tails (long sojourns) produce anomalous diffusion while the conventional model results from distributions with short tails.

## RECENT RESULTS ON VORTEX RECONNECTION IN SD FLOWS

Norman J. Zabusky<br>University of Pittsburgh

We revisw recent results obtained from Biot-Savart filament codes (E. Siggia, A. Plamir and K. Schwarz) and spectral codes (S. Kida, R. Kcrr, A. Pumir) with varying initial conditions. In particular, we emphasize the recent results of Melander and Zabusky, where the initial condition consists of orthogonally-offset gaussian vortices. For two vortices we see three stages for a reconnection.

The carly phase is where the primary configuration evolves into a locally antiparallel bound vortex pair. At the same time, one observes secondary "hairpin-like" structures being "pulled" from weak regions of the vortex tube. These are intensified.

During the second phase, the primary bound structures are intensified while tertiary vortex structures are entangled around the primary tubes. In the final phase there seems to be local and sudden dissipation and reconnection. The primary vortices move apart, mainly as a result of the curvature of the entangled "hairpins."

We also examine the collision of translating dipolar vortex tubes and dipolar-dipolar vortex systems. A common feature is the formation of ring-like structures.
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#### Abstract

Abolpact This project marke the beginning of work which will inveeligate the caunen of hurricane motion. The domianat caucee of motion, steuring wind and bela-drift have been primarily atudied in baretropic modele. Joth the large cale envitonment of a hurricane and the atorm limelf are baroclinic. The bulk of this project has been to document vortex pair solutions in a 2-layer quanl-geootropic model with varylne effective beta(mean gradient ef potential vorticity) and vertical shear. Theee do not recemble cyclonee, but represent non-linear solutions in a model that I will furthur inveetigate with regards to hurricanes.


## 1 Introduction:

The generally accepted dominant causes of hurricane motion are advection by a steering wind and beta-dift. Both empirical forcasting and analytic models have primarily connidered these barotropically. It is undeniably true that both the large acale enviroment surrounding a hurricane and the cyclone itelf are baroclinic. Following is a apeculative list of some baroclinic factors:

- Vertical sheering of the steering (or ambient) wind.
- The effective bela (defined as the horizontal gradient of ambient potential vorticity) is heighl dependent.
- The baroclinic internal structure of the hurricane has dynamics that influence the storm motion and these dynamics are dependent on the above two factors.

Furthurmore, the simplifying ansumption that the hurricane dines unt alter the ambient snviroment is usually made. If you want to drop this assumption, and consider the hurricane and the large scale as coupled, then baroclinicity is important.

We have considered the simplest baroclinic model; a quasi-geostrophic two layer model. This is in no way quanlitatively adequate, but is a tractable model
and can provide insight and direction for the research of more complicated and realiatic models. First, the general form of propagating solution modes for this model are derived and then specific coupled vortex pair solutions are developed. Esenctially, this work is the logical way to atart to systematically consider propagating solutions in this model. The solutions litlle resemble hurricance. However, our solutions are alwaya cyclonic in the bottom layer and anticyclonic above with the following rational.

Diagnosia of potential vorticity ws. theta profiles of hurricanes show a concentrated deep rexion of siguificantly positive potential vorticity "below" and a larger, shallower and weaker restion of selatively low potential vorticity "ahove" (Schubert and Alworth, 1987). The quotes are to atress that polential vorticity is plotted against theta. Theta always increasee with height, but surfaces of constant theta are far from horizontal. Dynamical equations can be written with theta as the vertical coordinate and potential vorticity as the dependent variable. The invertibility principle allows determination of velocity' and mass fieds. Our belief is that the two-layer QG model with invertibility by geostrophic wind is qualitatively amalogous to a more realistic model with potential vorticity, theta coordinates and invertibility by the non-linear balance equation.

In section 2 the two-layer QG model is presented. The fields are partitioned into ambient(no time dependence) and disturbance(time varying) parts to allow consideration of solutions in diferent large acale conditions. In section 3 the general form of zomally propagating solution modes is derived. And in section 4 isolated, dipole solutions are presented. Seation 5 is a discussion of dipole solution resules and in section 0 concluding comments are made.

## 2 Two-Layer Model:

### 2.1 Quasi-geostrophic two layer equations:

The quasi-geostrophic equations for two layers with sloping boundaries are:

$$
\begin{align*}
& J q_{1} / \partial t+J\left(\psi_{1}, q_{1}\right)=0  \tag{1}\\
& \partial q_{2} / \partial t+J\left(\psi_{2}, q_{2}\right)=0 \tag{2}
\end{align*}
$$

where subscripts 1 and 2 denote the top and bottom layers respectively (Pedlosky, 1979). The quasi-geostrophic potential vorticities are defined:

$$
\begin{align*}
& q_{1}=\nabla^{2} \psi_{1}+\lambda_{1}^{2}\left(\psi_{2}-\psi_{1}\right)+\beta_{1} y  \tag{3}\\
& q_{2}=\nabla^{2} \psi_{2}+\lambda_{2}^{2}\left(\psi_{1}-\psi_{2}\right)+\beta_{2} y \tag{4}
\end{align*}
$$

$$
\lambda_{1}^{2}=f_{0}^{2} / g^{\prime} D_{1} \text { and } \lambda_{2}^{2}=f_{0}^{2} / g^{\prime} D_{2}
$$

are the inverese of the Roashy radii of deformation equared. And

$$
\begin{align*}
& \beta_{1}=\beta \text { (planetary) }+\beta_{1} \text { (sloping sop boundary) }  \tag{5}\\
& \beta_{2}=\beta \text { (planetary) }+\beta_{2} \text { (sloping botlom boundary) } \tag{0}
\end{align*}
$$

By inclucling sloping boundaries, the velocity shear and potential vorticity gradients can be independently varied.

### 2.2 Partitioning into ambient (function of $y$ only) and disturbance ficlds:

The felds are partitioned into ambient(barrel) and disturbance(primed) parts. Note that the disturbance is generally non-linear. We restrict the nubient fiekla so be functions of $y$ only. Thus:

$$
\begin{align*}
& \psi_{1}=\psi_{1}(y)+\psi_{1}^{\prime}(x, y, t)  \tag{7}\\
& \psi_{2}=\psi_{2}(y)+\psi_{2}^{\prime}(x, y, t) \tag{8}
\end{align*}
$$

$$
\begin{align*}
& \psi_{1}(y)=\nabla^{2} \psi_{1}(y)+\lambda_{1}^{2}\left(\psi_{2}-\psi_{2}\right)+\beta_{1} y=-\left(a_{1}\right)_{y}+\lambda_{1}^{2}\left(\psi_{2}-\psi_{1}\right)+\beta_{1} y  \tag{0}\\
& \psi_{2}(y)=\nabla^{2} \psi_{2}(y)+\lambda_{2}^{2}\left(\psi_{1}-\psi_{2}\right)+\beta_{2} y=-\left(a_{2}\right)_{y}+\lambda_{2}^{2}\left(\psi_{1}-\psi_{2}\right)+\beta_{1} y \tag{10}
\end{align*}
$$

$$
\begin{align*}
& q_{1}^{\prime}=\nabla^{2} \psi_{1}^{\prime}+\lambda_{1}^{2}\left(\psi_{2}^{\prime}-\psi_{1}^{\prime}\right)  \tag{11}\\
& q_{2}^{\prime}=\nabla^{2} \psi_{2}^{\prime}+\lambda_{2}^{2}\left(\psi_{1}^{\prime}-\psi_{2}^{\prime}\right) \tag{12}
\end{align*}
$$

### 2.3 Disturbance equations:

We now define:

$$
\begin{align*}
& \bar{\beta}_{1}=\left(\dot{q}_{1}\right)_{y}=-\left(a_{1}\right)_{y y}+\lambda_{1}^{2}\left(a_{1}-a_{2}\right)+\beta_{1}  \tag{13}\\
& \bar{\beta}_{2}=\left(\dot{q}_{2}\right)_{y}=-\left(a_{2}\right)_{y y}+\lambda_{1}^{2}\left(a_{2}-a_{1}\right)+\beta_{2} \tag{14}
\end{align*}
$$

Note that $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$ are simply the meridional gradients of ambient quasigeostrophic potential vorticity. Recall that we are restricting all ambient variables to be functions only of $y$. "ans, $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$ depend only on $y$. Equations 1 and 2 can now be written:

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+a_{1} \frac{\partial}{\partial x}\right) q_{1}^{\prime}+J\left(\psi_{1}^{\prime}, q_{1}^{\prime}+\tilde{\beta}_{1} y\right)=0  \tag{15}\\
& \left(\frac{\partial}{\partial t}+a_{2} \frac{\partial}{\partial x}\right) \dot{q}_{2}^{\prime}+J\left(\psi_{2}^{\prime}, q_{2}^{\prime}+\tilde{\beta}_{2} y\right)=0 \tag{16}
\end{align*}
$$

### 2.4 Scaling:

In this section, and hersafter, dimensional variablea will be denoted with a superseript and dimensionless variables will have no - superkeripl. We now define she Rosel)y radiay of deformation for the baroclinic mode:

$$
R^{*}=\sqrt{\left.\int_{1^{2}}^{i^{i *}\left(U_{1}^{2} H_{i}^{*}\right.}+H_{2}^{*}\right)}
$$

We define dimentionlesp variables:

$$
\begin{aligned}
& \left(x^{*}, y^{*}\right)=\left|R^{*}\right|(x, y) \\
& \left(u^{*}, \nu^{*}\right)=\left|\beta^{*} R^{*}\right|(u, y)
\end{aligned} \quad\left(\psi_{1}^{*}, \psi_{2}^{*}\right)=\left\lvert\, \begin{aligned}
& t^{*}\left|\beta^{*} R^{*}\right| l \\
& \left|\beta^{*} R^{*}\right\rangle \mid\left(\psi_{1}, \psi_{2} \mid\right.
\end{aligned}\right.
$$

And we also define dimensionless $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$.

$$
\left(\bar{\beta}_{1}{ }^{*}, \bar{\beta}_{2}^{*}\right)=\left|\beta^{*}\right|\left(\bar{\beta}_{1}, \bar{\beta}_{2}\right)
$$

Finally, we define $F_{1}$ and $F_{2}$, whose square roots are the ration of the length ocale to the Resshy radii of each layer. With $R^{\cdot}$ as the length scale, $F_{1}$ and $F_{2}$ considerably simplify:

$$
F_{1}=\lambda_{1}^{Z^{*}} R^{\cdot 2}=H_{1}^{H_{2}^{i}}+H_{2}^{s} \quad F_{2}=\lambda_{2}^{J^{*}} R^{* 2}=H_{1}^{H_{i}^{i}} H_{2}^{z}
$$

With the above, $\bar{\beta}_{1}$ and $\dot{\beta}_{21}$ the meridonal-gradients of ambient potential vorticily are:

$$
\begin{aligned}
& \bar{B}_{1}=1+\beta_{1}+F_{1}\left(a_{1}-a_{2}\right)-\left(a_{2}\right)_{\mu y} \\
& \dot{B}_{2}=1+\beta_{2}+F_{2}\left(a_{2}-a_{1}\right)-\left(a_{2} i_{y y}\right.
\end{aligned}
$$

where $\beta_{14}$, and $\beta_{20}$ are the scaled "slope betas", ie. $\beta_{10}=\beta_{1}{ }^{\circ} / \beta^{\circ}$ and similiarly for $\beta_{2}$.

### 2.5 Scaled two layer equations:

With the scaling of the previous section and the restrictions that the ambient currents have zero second derivative in the meridional direction, our final systens is:

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+a_{1} \frac{\partial}{\partial x}\right) q_{1}^{\prime}+J\left(\psi_{1}^{\prime}, q_{1}^{\prime}+\bar{\beta}_{1} y\right)=0 \\
& \left(\frac{\partial}{\partial t}+a_{2} \frac{\partial}{\partial x}\right) \dot{q}_{2}^{\prime}+J\left(\psi_{2}^{\prime}, q_{2}^{\prime}+\tilde{\beta}_{2} y\right)=0 \tag{18}
\end{align*}
$$

where the dimensionless variables are:

$$
\begin{aligned}
& \psi_{1}=\beta_{1}+\psi_{1}^{\prime} \quad \psi_{2}=\dot{\beta}_{2}^{\prime}+\psi_{2}^{\prime} \\
& \left.a_{1}=-\left(\psi_{1}\right)_{y} \quad \Delta_{2}=-1 \psi_{2}\right)_{y} \\
& q_{1}^{\prime}=\nabla^{2} \psi_{1}^{\prime}+F_{1}\left(w_{2}^{\prime}-\psi_{1}^{\prime}\right) \\
& q_{2}^{\prime}=\nabla^{2} \psi_{2}^{\prime}+F_{2}\left(\psi_{1}^{\prime}-\psi_{2}^{\prime}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \dot{\beta}_{1}=i+\beta_{1}+F_{1}\left(a_{1}-a_{2}\right) \\
& \dot{\beta}_{2}=1+\beta_{2}+F_{2}\left(a_{2}-a_{1}\right)
\end{aligned}
$$

## 3 Solution Modes:

In this eection we comsider the various modes that are ponsible in our system.

### 3.1 Two equivalent methods:

As way of example, we contrast two equivalent ways of obtaining solutions for a one-layer equivalent barotropic aypelin. The first way is the common method of apecifying the form of solution and plugging this into the governing equation. The second method, by considering the form of zonally propagating solutions, specifes the potential vorticity as an arbitrary function of $\Psi+c y-0 y$.

In this seetion we are considering a one layer equivalent barotropic aystem with conatant sonal eurrent, 0 . The governias equation is:

$$
\begin{equation*}
\left(\frac{\partial}{\partial z}+a \frac{\partial}{\partial x}\right) q+J(\psi, q+\beta y)=0 \tag{10}
\end{equation*}
$$

where

$$
q=\nabla^{2} \psi-F \psi
$$

We are looking for sonally propagating solutions and hence of the form:

$$
\psi(x, y, t)=\Psi(X, y) \quad \text { where } X=(x-c t)
$$

Applying the chain rule and simplifying:

$$
\begin{aligned}
\psi_{x} & =\Psi_{x} \\
\psi_{y} & =\Psi_{y} \\
\nabla^{2} \psi & =\Psi_{x x}+\Psi_{y y} \\
\psi_{1} & =-c \Psi_{x}
\end{aligned}
$$

### 8.1.1 Method I:

Consider solutions where

$$
\Psi_{x x}+\Psi_{y y}=K^{2}(\Psi)
$$

Subetituting in equation 19, we oblain:

$$
\begin{equation*}
\Psi_{i}\left((a-c)\left(K^{2}-F\right)+\beta\right]=0 \tag{20}
\end{equation*}
$$

relating $c$ and $K$. If $K$ is imaginary, (ie. $K^{2}<0$ ), and we define:

$$
K=K / \imath
$$

we oblain the familiar Rosaby wave sonal phase apeed relation:

$$
\begin{equation*}
c=0=\frac{\beta}{\bar{K}^{2}+F} \tag{2!}
\end{equation*}
$$

We call these the "wave" modep. and forma of solutions are:

$$
\begin{aligned}
& \psi=\left(c^{\prime} \mid k(x \cdots r(1+i x)) \quad \text { where } \bar{K}^{2}=k^{2}+l^{2}\right. \\
& \psi=J_{11}\left(\bar{K}_{r}\right) \\
& \psi=J_{n}(\bar{K} r)\left(c_{1} \cos (n \theta)+c_{2} \sin (n \theta)\right) \\
& \psi=Y_{1}(\bar{K} r) \\
& \psi=Y_{11}(\bar{K} r)\left(c_{1} \cos (n \theta)+c_{2} \sin (n \theta)\right)
\end{aligned}
$$

where $r=\sqrt{(x-c t)^{2}+y^{2}}, \theta=\arctan (y /(x-c t)$, and $J$ and $Y$ are bessel functions.

If $K$ is real, we obtain what we will call the "exponential" modes. We obtain the following:

$$
\begin{equation*}
c=Q+\frac{\beta}{K^{2}-F} \tag{22}
\end{equation*}
$$

Forms of solution are:

$$
\begin{aligned}
& \psi=e^{(k \mid x-r t)+(y)} \quad \text { where } K^{2}=k^{2}+l^{2} \\
& \psi=K_{0}\left(K_{r}\right) \\
& \psi=K_{11}(K r)\left(r_{1} \cos (n A)+c_{2} \sin (n A)\right. \\
& \psi=I_{0}(K r) \\
& \psi=I_{n}\left(K_{r}\right)\left(c_{1} \cos (n \theta)+c_{2} \sin (n \theta)\right.
\end{aligned}
$$

where $r$ and $\theta$ are defined as above and $K$ and $I$ are modified bessel functions.

### 8.1.2 Method II:

With our definiton of $\Psi(X, y)$ and the chain rule relations, equation 19 can be written:

$$
\begin{equation*}
J(\Psi+c y-a y, q+i y)=0 \tag{23}
\end{equation*}
$$

Hence, any $\mathbf{\Psi}$ entiforins:

$$
\begin{equation*}
q+\beta y=I\left(\Psi+c y-Q_{y}\right) \tag{24}
\end{equation*}
$$

is a solutions. If $\Psi$ and $q$ approach zero, then the limiting form of equation 24 is:

$$
\beta y=F(c y-a y)
$$

and thus the form of $I$ it wimply a :onstant, $b$, multiplying its argument:

$$
b=\frac{\beta}{(c-0)}
$$

Our equation for $\mathbf{W}$, equation 24 , simplifies to:

$$
\begin{equation*}
\underbrace{\Psi_{x x}+\Psi_{y y}-F \Psi}_{\psi}=\delta(\Psi) \tag{25}
\end{equation*}
$$

Again, considering solutions where

$$
\Psi_{X X}+\Psi_{y y}=K^{2}(\Psi)
$$

we oblain:

$$
K^{2}=6+F
$$

If $(h+F)>0$, then we obtain the "exponential" modes of the previous section. If $(b+F)<0$, tii:!n we obtain the "wave" modes.

The motivati', for this second method is this. By considering equation 24 with $F$ of the linear form of $b(\bullet)$ it is clear that superpositions of solutions are solutions. We can add any number of the "wave" or "exponential" modes and still have an exact steadily propagating solution.

### 3.2 Solution modes in two-layer system:

In this section we use inethod I to obtain the solutions to the two layer quasigeostrophic system. It should he stressed that. the identiral snlulinus rould be obtained by method II and therefore a superpositio:l of modes for one particular $c$ are exact solutions. Henceforth, we will take the current in the bottom layer, $a_{2}$, to be zero, and col: ider only coses where $a_{1} \stackrel{\text { dnf }}{=} 0$ is a constant. With these restrictions and dropping primes we have from section 2.5:

$$
\begin{align*}
\left(\begin{array}{l}
\partial \\
\partial t
\end{array}+0 \frac{\partial}{\partial_{x}}\right) q_{1}+J\left(\psi_{1}, q_{1}+\dot{\beta}_{1} y\right) & =0  \tag{20}\\
\left.\left(\frac{\partial}{\partial t}\right)\right) q_{2}+J\left(\psi_{2, q_{2}}+\bar{\beta}_{2} y\right) & =0 \tag{27}
\end{align*}
$$

where

$$
\begin{aligned}
& q_{1}=\nabla^{2} \psi_{1}+F_{1}\left(\psi_{2}-\psi_{1}\right) \\
& q_{2}=\nabla^{2} \psi_{2}+F_{3}\left(\psi_{1}-\psi_{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \bar{\beta}_{1}=1+\beta_{1},+F_{1}(G) \\
& \bar{\beta}_{2}=1+\beta_{2,}-F_{2}(G)
\end{aligned}
$$

Again, we are considering steally, zonally propagating solutions where:

$$
\begin{aligned}
& \psi_{1}(x, y, \ell)=\Psi_{1}(X, y) \text { and } \\
& \psi_{2}(x, y, t)=\Psi_{2}(X, y) \quad \text { where } X=(x-c t)
\end{aligned}
$$

For a particular mode we take:

$$
\Psi_{1}=A_{1} \Psi(X, y) \quad \Psi_{2}=A_{2} \Psi(X, y)
$$

where

$$
(\Psi)_{x x}+(\Psi)_{\mu \mu}=K^{2}(\Psi)
$$

Plugging this into equations 26 and 27 and using the chain rule relations we obtain:

$$
\left(\begin{array}{cc}
(O-c)\left(K^{2}-F_{1}\right)+\bar{\beta}_{1} & (O-c) F_{1} \\
-c F_{2} & -c\left(K^{2}-F_{2}\right)+\bar{\beta}_{2} \tag{28}
\end{array}\right)\binom{A_{1} \Psi_{x}}{A_{2} \Psi_{x}}=\binom{0}{0}
$$

For the above system of equations to hold for non-trivial solutions the determinant of the matrix must be zero. To satisfy this, for a given $K^{2}$, we obtain a quadratic equation in $c$ and hence two possihle modes (two different c's). After the appropriate algebra:

$$
\begin{equation*}
c=\frac{0}{2}+\frac{\left(\left(K^{2}-F_{1}\right) \bar{\beta}_{2}+\left(K^{2}-F_{2}\right) \bar{\beta}_{1}\right) \pm \sqrt{A R G}}{2 K^{2}\left(K^{2}-\overline{\left.F_{1}-F_{2}\right)}\right.} \tag{29}
\end{equation*}
$$

with
$A R C=\left\{\left(K^{2}-F_{2}\right) \bar{\beta}_{1}-\left(K^{2}-F_{1}\right) \bar{\beta}_{2}+O K^{2}\left(K^{2}-F_{1}=F_{2}\right)\right\}^{2}+1 F_{1} F_{2} \bar{\beta}_{1} \dot{\beta}_{2}$

Aleo, from equations 28 we obtain 2 relationship for $A_{2} / A_{1}$ for each mode.
In figures 1-5 are plotted the propagation apeed (C) and $A_{2} / A_{1}$ ve $K$ for the two mades. In each figure, the two plota to the left are the "exponential" moder (ie. $K^{2}>0, K$ real). And to the right are the "wave" modes (ie. $K^{2}<0, K$ innaginary). Note that the abciseas of the "wave" mode plors should really be labeled $K$, the imaginary pare $K$.

In figure 1 , note clie "exponential" baroclinic mode (solid curve). As

$$
\begin{array}{ll}
K \rightarrow 1^{+1}, & \epsilon \rightarrow+\infty \\
K \rightarrow 1^{-}, & \epsilon \rightarrow-\infty
\end{array}
$$

This is associated with the fact that $\nabla^{2} \Psi$, the relative vorticity and $-\Gamma(\Psi)$, the etretciing vorticity are of oppesite sign and can cancel, unlike the "wave" modes where the relative vorticity and the atretching term are of same sign.

Figure 1 is the standard two-layer beta plane case. $\hat{0}=0$ and both top and bottom boundary are flat. In this case, we clearly have barotropic modes $\left(A_{2} / A_{1}=1\right)$ and baroclinic modes $\left(A_{2} / A_{1} m-1\right)$ for all $K$. In the subecquent casee, we gee that the relative amplitude of the two layers is dependent on wave number, $K$.

The parameters for figures $2-4$ correspond to increasing ambient baroclin. icity with fat boundarics. In figure $1,0=2.0$. For $0>2$ we have baraclinic instability (Phillips Model). The modes grow with tine and there are no sleady solutions. A highly idealized explaination for the $0=2.0$ limit is as follows: If you have heating in the tropics, the analog for the two lajer model is to decrease the depth of the lower (denser) layer and increase the depth of the upper (lighter) layer, With the constaints of no Sottom layer current, and rizid, level boundariee, the parameters of figures $2-4$ obtain. In the same way that a dry atmophere lieated below ideally would equilibrate to a dry adiaisat, the ambient two-layer state, ideally would equilitrate to $O=2, \bar{\beta}_{1}=2, \bar{\beta}_{2}=0$. Figure 5 is the care where the top boundary slopes. Going furthur out on a limb, one conld draw the analogy to the tropopause, which does slope in the same sense as Fig. 5 parameiers. The tropopanse is not a rigid homdary hut may act somewhat like onte.

Note that figure 3 is included basically to illustrate the way that figure 4 is approachec. The sharp corners of figure 4 are not so surprising whent you consider that this case is just on the edge of baroclinic instability.

## 4 Dipole Solutions:

In this section we obtain solutions that are essentially point vortex pairs. The solntions are a superposition of $K_{11}$ "exponential" modes. There is a diffiently with superposing $K_{11}$ modes. The $K_{11}$ modes include a singularity at $r=0$. To obtain valid solutions, an interior solution, valid for : es is matched to the $K_{11}$ exterior solutions, valid for $r \geqslant$ e. lit the limit as s -0 the interior solution approaches a point vortex and the mateling condition becomes that the local velocity, at the point vortex, is equal to the propagation spect. (Flierl,Larichev,MeWilliams, Mexnik, 1980; llierl, 1987)

### 4.1 Modal solutions for two layers, Method II:

Substituting $\boldsymbol{W}_{1}$ and $\boldsymbol{W}_{2}$ as defined in ecetion 3.2 in equations 20 and 27 we obtain:

$$
\begin{align*}
J\left(\Psi_{1}+c y-a y_{1} q_{1}+\bar{\beta}_{1} y\right) & =0  \tag{30}\\
J\left(\Psi_{2}+\left(y_{1} q_{2}+\bar{\beta}_{2} y\right)\right. & =0 \tag{31}
\end{align*}
$$

Hence, any $\Psi_{1}, \psi_{2}$ satisfying:

$$
\begin{align*}
& q_{1}+\dot{\beta}_{1} y=\bar{f}_{1}\left(\Psi_{1}+c y-a_{y}\right)  \tag{32}\\
& q_{2}+\bar{\beta}_{2 y}=J_{2}\left(\Psi_{2}+c_{y}\right) \tag{33}
\end{align*}
$$

is a solution. If $\Psi_{1}, \boldsymbol{\psi}_{2}, q_{1}, q_{2}$ approach sero, then the limiting form of equations 32 and 33 are:

$$
\begin{aligned}
& \bar{\beta}_{1} y=F_{1}\left(c y-\dot{O}_{y}\right) \\
& \bar{\beta}_{2} y=J_{2}(c, y)
\end{aligned}
$$

Thus, the form of both $F_{1}$ and $F_{2}$ are constants, $b_{1}, b_{2}$, multiplying their argnments:

$$
b_{1}=\frac{\bar{\beta}_{1}}{1--(T)} \quad b_{2}=\frac{\bar{\theta}_{2}}{c}
$$

Equations 32 and 33 simplify to:

$$
\begin{align*}
& \underbrace{\nabla^{2} \Psi_{1}+F_{1}\left(\Psi_{2}-\Psi_{1}\right)}_{n_{1}}=b_{1}\left(\Psi_{1}\right)  \tag{34}\\
& \underbrace{\nabla^{2} \Psi_{2}+F_{2}\left(\Psi_{1}-\Psi_{2}\right)}_{y_{2}}=b_{2}\left(\Psi_{2}\right) \tag{35}
\end{align*}
$$

where

$$
\nabla^{2} \stackrel{\ln 1}{=}\left(\frac{\partial^{2}}{\partial X \partial X}+\frac{\partial^{2}}{\partial y \partial y}\right)
$$

Again, we atress that equations 34 and 35 are linear and we call superpose solutions. Taking

$$
\begin{gathered}
\Psi_{1}=A_{1} \Psi(X, y) \quad \Psi_{2}=A_{2} \psi\left(X_{1} y\right) \\
\nabla^{2} \Psi=K^{2} \psi
\end{gathered}
$$

equations 34 and 35 can be written in matrix form:

$$
\left(\begin{array}{cc}
\left(\left(K^{2}-F_{1}-b_{1}\right)\right. & F_{1}  \tag{30}\\
F_{2} & \left(K^{2}-F_{2}-b_{2}\right)
\end{array}\right)\binom{A_{1} \psi_{1} .}{A_{2} \psi_{i}}=\binom{0}{0}
$$

From the requirement that the determinant in 30 equal zero, we obtain a quadratic for $K^{2}$ and:

$$
\begin{equation*}
K^{2}=\frac{\left(F_{1}+F_{2}+b_{1}+b_{2}\right) \pm \sqrt{A R G}}{2} \tag{37}
\end{equation*}
$$

where

$$
A R G=\left(F_{1}+F_{2}\right)^{2}+\left(b_{1}-b_{2}\right)^{2}+2.0\left(F_{1}-F_{2}\right)\left(b_{1}-b_{2}\right)
$$

Also, for ench $K^{2}$ we have:

$$
\begin{align*}
A_{2} / A_{1} & =\left(-1.0\left(K^{2}-F_{1}-b_{1}\right)\right) / F_{1} \\
& =\left(-1.0 F_{2}\right) /\left(K^{2}-F_{2}-b_{2}\right) \tag{38}
\end{align*}
$$

### 4.2 Final form of Dipole Solutions:

From section 4.1, the apecification of the propagation speed, $c$, determines $b_{1}$ and $b_{2}$ and subsequently two modes with

$$
\begin{array}{llll}
k_{1} & \text { 背 } & K & \text { (one value from eqn. 37) } \\
k_{2} & \stackrel{\text { try }}{=} & K & \text { (other value from eqn. 37) }
\end{array}
$$

For each mode, the relative amplitudes of each layer are specified by equation 38.
We choose as our modal solutions $K_{n}$ modified bessel functions. The governing equations are translation invariant and herefore we can arbitrarily specify the origin( $r=0$ ) of each mode. By the linearity of equations 34 and 35 we can superpose any number of modes, for one value of $c$. We define radial coordinates:

$$
\begin{aligned}
r^{\prime \prime} & \stackrel{\text { lk! }}{=} \sqrt{(x-c t)^{2}+(y+\Delta / 2)^{2}} \\
r^{\prime} & \stackrel{116 \prime}{=} \sqrt{(x-c t)^{2}+(y-\Delta / 2)^{2}}
\end{aligned}
$$

The final form of the disturbance fied is now written:
$\psi_{1}=e^{\prime \prime}\left\{u_{1}^{k_{1}}\left|K_{11}\left(k_{1} r^{\prime \prime}\right)\right|+u_{1}^{k_{2}}\left|K_{11}\left(k_{2} r^{\prime \prime}\right)\right|\right\}+s^{\prime}\left\{\mathcal{L}_{1}^{k_{1}}\left|K_{11}\left(k_{1} r^{\prime}\right)\right|+\mathcal{L}_{1}^{k_{2}}\left|K_{11}\left(k_{2} r^{\prime}\right)\right|\right\}$
$\psi_{2}=a^{\prime \prime}\left\{u_{2}^{k_{1}}\left|K_{11}\left(k_{1} r^{\prime \prime}\right)\right|+u_{2}^{k_{2}}\left|K_{11}\left(k_{2} r^{\prime \prime}\right)\right|\right\}+s^{\prime}\left\{\mathcal{L}_{2}^{k_{1}}\left|K_{11}\left(k_{1} r^{\prime}\right)\right|+\mathcal{L}_{2}^{k_{2}}\left|K_{11}\left(k_{2} r^{\prime}\right)\right|\right\}$
Wh have wrilten the solution in two parts with s" multiplying the part conprised of n:odes with origin:

$$
(x=x c l, y=-\Delta / 2) \operatorname{lnf}_{z} \ddot{u}
$$

and st multiplying the part comprised of modes with origin:

$$
(x=c l, y=\Delta / 2): \underset{Z}{\operatorname{Lbl}}
$$

We choose the four coelficients, $u_{1}^{k_{1}}, u_{1}^{k_{2}}, u_{2}^{k_{1}}$, and $u_{2}^{k_{2}}$ such that in the limil $\mathrm{r}^{\mathrm{n}} \boldsymbol{\rightarrow} \mathrm{O}$ :

- The :" part of the solution approaches a point vortex of strength s" in the upper layer it point $i$
- The lower layer singularities caneel.

The aximuthat velocity nssociated with $K_{11}(k r)$ is the radial derivative, $k K_{1}(k r)$, which in the small $r$ limit appronches $-1 / r$. Our criteria are chuss

$$
\begin{align*}
& u_{1}^{k_{1}}+u_{1}^{k_{2}}=-1 / 2 \pi  \tag{39}\\
& u_{2}^{k_{1}}+u_{2}^{k_{2}}=0
\end{align*}
$$

Equation 38 for $k_{1}$ and $k_{2}$ determines $u_{2}^{k_{1}} / u_{1}^{k_{1}}$ and $u_{2}^{k_{1}} / u_{1}^{k_{1}}$. These four conditions determine the four $U$ coellicients.

Similinarly, the four $\mathcal{L}$ coeflicients are clinsen so have a point vortex of atrength $s_{1}$ in the lower layer at point $\mathcal{L}$ and singularity cancellation in the top layer:

$$
\begin{align*}
& \mathcal{L}_{1}^{k_{1}}+\mathcal{L}_{1}^{k_{2}}=0  \tag{41}\\
& \mathcal{L}_{2}^{k_{1}}+\mathcal{L}_{2}^{k_{2}}=-1 / 2 \pi \tag{42}
\end{align*}
$$

Agnin, equation 38 specifies $\mathcal{L}_{2}^{k_{1}} / \mathcal{L}_{1}^{k_{1}}$ and $\mathcal{C}_{2}^{k_{1}} / \mathcal{L}_{1}^{k_{1}}$.
Finally, su and $s_{1}$ are determined by demanding that the local velocities at the singularites be equal to the propagation speed. Remember, $\Psi_{1}$ and $\Psi_{2}$ as defined in section 3.2 are che disturbance fields. The top layer, layer 1 , includes 0 :

$$
\begin{align*}
\left.0-s^{\prime}\left\{\mathcal{L}_{1}^{k_{1}}\left|K_{11}\left(k_{1} r^{\prime}\right)\right|+\mathcal{L}_{1}^{k_{2}} \mid K_{11}\left(k_{2} r^{\prime}\right)\right]\right\}_{y} & =c \quad(x=c t, y=-\Delta / 2)  \tag{43}\\
\left.-s^{\prime \prime}\left\{u_{2}^{k_{1}}\left|K_{11}\left(k_{1} r^{\prime \prime}\right)\right| u_{2}^{k_{2}} \mid K_{0}\left(k_{2} r^{\prime \prime}\right)\right]\right\}_{y} & =c \quad(x=c t, y=\Delta / 2) \tag{44}
\end{align*}
$$

where the $y$ subseripts indicate that a partial derivative w.r.t $y$ is to be enken. Dy aligning the two point vartices as we have there are only xonal currents ai the aingularities. The $y$ derivatives are easily related to radial derivatives:

$$
\begin{align*}
\left.0-s^{\prime}\left\{L_{1}^{k_{1}}\left(k_{1}\right)\left|K_{1}\left(k_{1} \Delta\right)\right|+\mathcal{L}_{1}^{k_{2}}\left(k_{2}\right) \mid K_{1}\left(k_{2} \Delta\right)\right]\right\} & =c  \tag{45}\\
s^{4}\left\{u_{2}^{k_{1}}\left(k_{1}\right)\left|K_{1}\left(k_{1} \Delta\right)\right|+u_{2}^{k_{2}}\left(k_{2}\right)\left|K_{1}\left(k_{2} \Delta\right)\right|\right\} & =c \tag{40}
\end{align*}
$$

We briefly review the zolution method:

- The allibient atate is apecified by: $F_{1}, F_{2}, \bar{O}_{1} \bar{\beta}_{1}$, and $\bar{\beta}_{2}$.
- The propagation speed, $c_{1}$ and the ambient state determine $b_{1}, b_{21} k_{1}, k_{2}$ and the $U$ and $\mathcal{L}$ coefficients.
- The meridional diatance between the two vortices, $\Delta_{1}$ determinea s" and s' and this completes the epecification of a solution.


## 5 Dipole Solutions, Discussion:

### 5.1 Strengths of vortices vs. $c$ and $\Delta$ :

In the top half of figures 6-11 are plotted the two vortex strengtha as a function of propagation apeed, $c$, and the meridional distance between the vortices, $\Delta$. The values of $\Delta$ are written along the curves. In the bottonl half, the wave numbers and corresponding values of A2/A1 for the two modes are plotied as a function of propagation speed.

Figures 6 and 7 are for the standard two layer case, $0=0$. In figure 6 curves are drawn for $\Delta$ between 0.5 and 3.5. In figure $7, \Delta$ varies belween 0.1 and 0.5 . Figures 5 and 7 refiect the same parameter values as figure 1 . Refering to fig. 6 , we see that for larger valises of $c$, the effect of $\beta$ diminishes and we see the intuitive result that the propagation speed is greater for atronger vortices. And for a fixed strangth, propagation speeds are larger for vortices close together. The solution bears similarities to vorlex pairs in one layer, no $\beta$. For smilier $c$, the effect of $\beta$ becomes importent. For modes that propagate slowly, the relative vorticity must dominate the planelary vorticity. Thus, the $n$ ve numbers are large. The larger the wave number, the more quickly the velocities fall off away from the point vortex. From figure 1 , we see that as $c \rightarrow 0, K \rightarrow \infty$. Thus, we see the vorlex strengths growing arhitrarily large as $c \rightarrow 0$. Nole that. the leftmost propagation speed plotted in figures 6 and 7 is $c=.01$, and therefore $k_{1}$ and $k_{2}$ are finite.

Figure 8 is for $0=1.0, \bar{\beta}_{1}=1.5, \bar{\beta}_{2}=0.5$. The relevant previous figure is figure 2. Figures 9 and 10 are for the case $O=2.0, \bar{\beta}_{1}=2.0, \bar{\beta}_{2}=0.0$; refer to figure 4. For these cases the strength of the upper layer vortex is larger.

The upper layer vortex solution is the only current adveeting the lower layer vortex, whereas the upper layer vortex is advected by 0 as well as the lower layer vortex eolution. For small $c_{1} \bar{\beta}_{1}>\bar{\beta}_{2}$ becomes significant.

Fixure 11 is for the case of no 0 , but sloping upper boundary and therefore $\bar{\beta}_{1}>\overline{\hat{\beta}}_{2}$. The vortex strength plots are very similar to figure 0 , with double the strengthe, yet equal strenghis in each layer. In the next section, we will see that the structure of the vortices differ, however.

### 5.2 Streamlines and Streaklines:

In fixures 12 - 17 are plolted $\Psi$ and $\Psi \div$ cy for some exemplative solutions. The $\Psi$ fiedd are atreamlines and determine velocities in a fixed frame. The $\psi+\boldsymbol{q} y$ fields are called streaklines and decermine the velocities relative to a frame moving at the propagation speed. In all canes the domain in 10 by 10 (non-dinemsional length, ece section 2.1). Note that all solntions have singularites. The solutions in regions near the singularities are clipped.

Figures 12 and 13 are for the standard two layer case, $0=0$. These two :oIntions show that two propangation speeds are possilble with the vortex strenghs and $\Delta$ remaining equal. The wavenumbers and corresponding horizontal scale of the solutions are different.

Figures 11,15 and 10 are for cases with Oand consenuenty stronger vortices in the top layer. Comparison of fixures 14 and 15 shows the general trend of more symmetric solutions for larger $c$.

Finally, figure 17 is the case of no 0 , but sloping upper houndary. The strenglis of the vorlices are equal but it can be seen that the upper and lower layer solations are not exact refiections of each other. Compare to figure 13.

## 6 Conclusion:

As previonsly stated, the solutions presented have little to do with hurricanses. They do indieate dynamical interations that are important in a model that will be furthur studied with regard to cylone motion. Solutions that are propagating, steady, isolated and unforced in a $\beta$ plane can be shown to be limited to enstwest propagation.

A lurricane is certainly forced. A direction for future work is to include a parameterization of convective forcing amdi search for steady propagating solutions that are therefore not limited to zonal motion. This introduces the complication of Rosshy wave radiation and assnciated radiation conditinns, but we spernlate that his is both realistic and an essential part of the dynamics.

Finally, we express the concern that the steady constraint may be unrealistic: it may be necessary to consider propagating solutions that vary with time. in related concern is that a realistic hurricane solution might slowly influence a
larger and larger region of the large scale enviroment.
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Fis. 1. Propagation Speed (C) and Relative Amplitude of the Solution in the Two Layers ve. "wave number" for steady, propagating modes. $0=0$ and the effective betas in both layers ( $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$ ) are equal to the planetary beta. Flat boundaries.
The wave modes are the familiar Rossby Waves for a QG two-layer model(Pedlosky, 1979)

$\dot{u}=1.0$
$\bar{\pi}_{2}=1.5$
$\bar{\pi}_{2}=0.50$
$\bar{\pi}_{n}=0.00$
$\bar{\sigma}_{n}=0.0$


$H_{1}=1.0$
$H_{z}=1.0$
$r_{1}=0.50$
$r_{1}=0.5$ h

Fig. 2. Propagation Speed (C) and Relative Amplitude of the Solution in the Two Layere ve. "wave number" for steady, propagatines modes. $0=1.0$ and the effective betae ( $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$ ) are 1.5 and 0.5 . Flat boundariea.


Fig. 3. Propagation Speed (C) and Relative Amplitude of the Solution in the Two Layers vs. "wave number" for steady, propagating modes.
$0=1.96$ and the effective betae $\left(\bar{\beta}_{1}\right.$ and $\left.\bar{\beta}_{2}\right)$ are 1.98 and 0.02 . Flat boundaries. This figure should be compared to figure 4 where $0=2.0$. Recall that for $0>2.0$ the solutions are baroclinically unstable.



い



Fig. 4. Propagation Speed (C) and Relative Amplitude of the Solution in the Two Tayers vs. "wave number" for ateady, propagaiiä inodes. $0=2.0$ and the effective betas ( $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$ ) are 2.0 and 0.0 . Flat boundaries. Recall, $0>2.0$ results in baroclinic instability.


Fig. 5. Propagation Speed (C) and Relative Amplitude of the Solution in the Two Layers va. "wave number" for steady, propagating modes. $0=0.0$ and the effective betas ( $\bar{\beta}_{1}$ and $\beta_{2}$ ) are 2.0 and 1.0. Sloping top boundary.

$v=00 n$
$\pi=1.07$
$n:=1.00$
$\tilde{r}_{n}=0.00$
$\pi_{5}=0.00$


Fig. 6. TOP HALF: The upper and lower vortex strengthe vs. propagation opeed and $\Delta$ for steady, eastward propagating dipole solutions. The values written along the curves are $\Delta$, the meridional distance between the vortices. BOTTOM HALF: Wave numbers and corresponding values of $A 2 / A 1$ for the two modes ve. propagation $3 p e e d$.
$0=0$ and the effective betas in both layers ( $\bar{\beta}_{1}$ and $\tilde{\beta}_{2}$ ) are equal to the planetary beta. Flat boundaries. Note that fig. 7 is for same parameter valuei except different $\Delta$ values. (Also, see fig. 1)


Fig. 7. TOP HALF: The upper and lower vortex strengthe vs. propagation apeech and $\Delta$ for steady, eatward propagating dipole solutions. The values written along the cyrves are $\Delta$, the meridional distance between the vortices. BOTTOM HALF: Wave numbert and corresponding values of A2/A1 for the two modes va. propagation speed.
$0=0$ and the effective betae in both layers ( $\bar{\beta}_{1}$ and $\tilde{\beta}_{2}$ ) are equal to the planetary beta. Flat boundaries. Note that fig. 6 is for same parameter values except different $\Delta$ values. (Also, see fig. 1)

$U=1.00$
ii, $=1.50$
$\tilde{n_{i}}=0.50$
$\vec{i}_{15}=0.00$
$i_{5 x}=0.00$

$H_{1}=1,00$
$H_{1}=1.00$
$r_{1}=0.50$
$r_{:}=0.50$

Fig. 8. TOP HALF: The upper and lower vortex atrengths vs. propagation wrict and $\Delta$ for steady, eastward propngating dipole solutions. The valuea written along the curves are $\Delta$, the meridional distance between the vortices. BOTTOM HALF: Wave numbers and corresponding values of $A 2 / A 1$ for the two modes vs. propagation speed.
$U=1.0$ and effective betas $\left(\tilde{\beta}_{1}\right.$ and $\left.\tilde{\beta}_{2}\right)$ are 1.5 and 0.5 . Flat boundaries.
(Also, see fig. 2)


Fig. 9. TOP HALF: The upper and lower vortex strengthe va, propagation apeed and $\Delta$ for steady, eastward propagating dipole solutions. The values written along the curves are $\Delta$, the meridional diatance between the vortices. BOTTOM HALF: Wave numbers and corresponding values of $A 3 / A 1$ for the two a:odea vs. propagation speed.
$0=2.0$ and effective betas ( $\bar{\beta}_{\lambda}$ and $\bar{\beta}_{2}$ ) are 2.0 and 0.0 . Flat boundaries. Note that fig. 10 is for same parameter values except different $\Delta$ values. (Also, see fig. 4)


Fig. 10. TOP HALF: Tl.e upper and lower vc:tex atrengthe ve. propagation apeed and $\Delta$ for steady, enotward propagating dipole solutions. The values written along the curves are $\Delta$, the meridional diatance between the vortices. BOTTOM HALF: Wave numbers and corresponding values of A2/A1 for the two modes va. propagation apeed.
$\delta=2.0$ and effective betas ( $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$ ) are 2.0 and 0.0 . Flat boundaries. Note that fig. 9 is for same parameter values except difierent $\Delta$ values. (Aloo, see fig. 4)


Fig. 11 TOP HALF: The upper and lower vortex strengths vs. propagation apeed and $\Delta$ for steady, eatward propagating dipole solutions. The values written along the curves are $\Delta$, the meridional distance between the vortices. BOTTOM HALF: Wave numbers and corresponding values of A2/A1 for the two modes vs. propagation apeed.
$\bar{O}=0.0$ and effective betas ( $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$ ) are 2.0 and 1.0. Sloping top boundary. (Also, see fig. 5)


Fig. 12. Streamlines and Streaklines for the indicated paramater values. The domain is 10 by 10 non-dimensional leagthe (nee netion 2.4). Solutions near singularities are clipped.
$0=0.0$ and effective betas ( $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$ ) are both equal to the planetary beta. Compare with fig 13. All parameters including vortex atrengthe and $\Delta$ are equal but colutions are different.


Fig. 13. Streamlines and Streaklines for the indicated paramater values.
The domain is 10 by 10 non-dimencional lengthe (see section 2.4). Solutions near singularities are clipped.
$0=0.0$ and effective betan ( $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$ ) are both equal to the planetary heta. Compare with fig 14. All parameters including vortex atrengths and $\Delta$ are equal but solutions are different.


Fig. 14. Streamlines and Streaklines for the indicated paramater values.
The domain ia 10 by 10 non-dimensional lengths (see section 2.4). Solutions near singularities are clipped.
$0=1.0$ and effective betas ( $\bar{\beta}_{1}$ anit $\bar{\beta}_{2}$ ) are 1.5 and 0.5 . Flat boundarics. Note stronger vortex in top layer ancociated with 0 .

rig. 15. Streamlines and Streaklines for the indicated paramater values.
The domain is 10 by 10 non-dimersional leagthe (eee section 2.4). Solutione near singularities are clipped.
$\boldsymbol{O}=1.0$ and effective betan ( $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$ ) are 1.5 and 0.5. Flat boundaries. Note stronger vortex in top layer aceocisted with 0 .


Fig. 16. Streamlines and Streaklines for the indicated paramater values. The domain is 10 by 10 non-dimensional lengtha (eee section 2.4). Solutions near singularities are clipped.
$0=2.0$ and effective betae ( $\bar{\beta}_{1}$ and $\left.\bar{\beta}_{2}\right)$ are 2.0 and 0.0 . Flat boundaries. Note atronger vortex in top layer meociated with 0 .
FIXED FRAME. $\psi$


$$
\begin{aligned}
c & =0.0 \\
s & =200 \\
S^{U}= & -538 \\
S^{L}= & 538 \\
r & =0.00 \\
\sigma_{1} & =2.00 \\
\sigma_{2} & =100
\end{aligned}
$$

MOVING FRAME, $\psi+c y$ UPPER LAIER


LOWER LAYER

$\tilde{f}_{1, \mathrm{z}} 1$ U

$H_{1}=1.00$
$\mathrm{H}=100$
$F_{1}=0.50$
$F_{2}=0.50$

Fig. 17. Streamlinea and Streaklines for the indicated paramater values.
The domain is 10 by 10 non-dimensional lengthe (ose section 2.4). Solutions near oingularities are clipped.
$0=0.0$ and effective betas ( $\bar{\beta}_{1}$ and $\bar{\beta}_{2}$ ) are 2.0 and 1.0. Slopiag top boundary. Although the upper and lower vortices are of equal strength, the solutions are not refiections of each other. (compare to figs. 12 and 13)
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## INTRODUCTION

Previous experiments on the Faraday instability had shown that it is a very simple and convenient way to observe the surface wave modes of a closed vessel. This instability allows us to measure their eigenfrequency and dissipation which, when the free surface is pinned at the edge of the lateral walls, appear to depend on the aspect ratio $\frac{\mathrm{K}_{x}}{\mathrm{~K}_{\mathrm{y}}}$ for a given wavenumber K . When we consider the linear problem, these effects come, of course, from the side walls, but the aim of this project was to show that they come only from this special boundary condition for the free surface.

After a short summary of the previous experimental results, we first develop some general considerations about the boundary conditions of an inviscid problem, the general relation between the dispersion relation and the equipartition of the energy, the treatment of the viscosity by boundary layers (inciuding the rectified flow), and how to found from Navier-Stokes the real coefficients (among them the dissipation) of the amplitude equation of the instability. These considerations show that we only need to know the free surface and the longitudinal velocity at the walls in the inviscid linear problem. In a second part, we iry in solve the inviscid problem with this new bounday condition: for the free surface, by finding both the flow and the dispersion relation. We also discuss the work of Benjarnin \& Scott on the eigenfrequency problem. Finally, we present the induced results for the dissipation.

## Summary of the previous experimental_results

The Faraday instability is a parametrical excitation of surface waves in a vertically oscillating vessel of fluid. In the frame of the vessel, the gravity is modulated : $g \rightarrow g(1+\varepsilon \cos \omega t$, and the modulation parametrically excites the surface waves through the gravity term of the dispersion relation of the waves. The threshold curves (the accelaration above which the waves appear as a function of $\omega$ ) give directly the cigenfrequency and the dissipation of the mode :


For practical reasons (to avoid the waves generated by the meniscus), we chose to pin the free surface at the edge of the lateral walls so that the surface is perfectly flat:


This is very simple to perform experimentally, with water for instance, and is the best way to obtain a perfectly flat surface with well-controlled and well-defined boundary conditions.

In a rectangular cell, with wave numbers $k_{x}$ and $k_{y}$ along each direction, the results give an eigenfrequency depending on the aspect ratio $\frac{k_{x}}{\mathrm{Ky}_{y}}$ for a same total wave number $\mathrm{K}=\sqrt{\mathrm{kx}^{2}+\mathrm{k}_{\mathrm{y}}{ }^{2}}$. Thus, this boundary condition induces a new dispersion relation, as the usual one depends only on K . In the same way, the dissipation depends on the aspect ratios $\frac{k_{x}}{k_{y}}$. In a square cell, we observed that the dissipation was increasing with $\frac{k_{x}}{k_{y}}(\epsilon[0,1])$ at a same $K$ :


Another experimental observation is a constant flow with the structure of a Marangoni convection directly induced by the surface waves. Also, at high accelerations, we sometimes observe an important horizontal flow coming from the side walls. These effects can be explained as we will show by the rectified flow in the viscous boundary layer.

## L GENERAL CONSIDERATIONS

## LInviscid_Problem

We consider an inviscid fluid in a closed vessel with a free surface:


The second boundary condition, at the first linear order is $\phi_{t}=-g h+\gamma \Delta h$
and the first one is $\phi_{7}=h_{1}$. We will look only at the first linear order problem.
We discriminate the vectors parrallel to the wall, or horizontals, from the perpendicular, or verical ones, by adding a slach at these variables (for instance $\nabla$ is the horizontal gradient).

### 1.1 Boundary Conditions for the Free Surface

There are only two possibilities:

- If $n$, the vector normal to the wall, is defined at the boundary of the free surfice, we can apply there both $\phi_{t}=h_{t}$ and $\nabla \phi . n=0$. This gives (at a verical wall):

$$
\frac{\mathrm{d}}{\mathrm{dt}}(\nabla \mathrm{~h} \cdot \mathrm{n})=0
$$

So, with the initial conditions of a flat surface:

$$
\nabla h \cdot n=0
$$

This is what we call the usual, or first, boundary condition. This equation means that the free surface is always perpendicular to the wall :


- If $\mathbf{n}$ is not defined, for example at the edge of the lateral walls, we have then condition on h. But this is only true at this particular line, where $\mathbf{n}$ is not defined. Thus, if we want to always escape the preceding boundary condition, we now have the condition $h=c(l)$, where $c(l)$ is the edge line of the lateral walls. For an horizontal one, we thus have

$$
h=0
$$

This is what we call the new, or second, toundery condition.


In conclusion, we can summarize the two possibilities by the general condition :

$$
h \boldsymbol{\nabla} h . n=0
$$

The first boundary condition makes the problem very easy to solve. But this condition cannot be preserved when one adds surface tension and viscosity to the problem. Moreover the boundary condition of an oscillating fluid near a vertical wall is very difficult to describe and solve. Thus, the derived inviscid solution cannot be tani to directly find the real flow.

On the other hand, the new boundary condition makes the inviscid problem very difficult to solve. But this solution can be used to obtain directly the real flow when adding the surface tension and viscosity, as this boundary condition is still valid.

### 1.2 Structure of the Inviscid Problem

This problem is constituted in two parts :

- The geonctrical one

does not depend on the properties of the fluid, except the incompressibility. It just expresses the flow $\phi$ as a function of any imposed surface $h(x, y t)$.
- The physical one (th =econd boundary condition at the surface):

$$
\phi_{t}=-g h+\gamma \Delta h
$$

where the physics of the fluid appears.
It expresses the fact that the sarface displacement is an eigenmode.
Thus, we first solve the geometrical problem ; i.e., find $\phi$ as a functional of $h$, and report this solution in the physical boundary condition. This gives both the dispersion relation and the free surface eigen modes.

### 1.3 Dispersion relation and equipartition of encrgy

To obtain the energy equation, one multiplies $\Delta \phi=0$ by $\phi$ and integrates over the volume. After few transformations, using that $\frac{D}{D}(z-h)=0$ is equivalent to $\nabla \phi \cdot n=\frac{h_{1}}{\sqrt{1+(\nabla h)^{2}}}$ and $\frac{d A}{\sqrt{1+(\nabla h)^{2}}}=$ dxdy, using also the physical condition at the surface and the general form of the boundary condition for the free surface, one finnally obtains:

$$
\frac{1}{2} \frac{d}{d t}\left[\int_{\text {Volume }}(\nabla \phi)^{2} d v+\underset{\text { Projocted Surface }}{\left.\int\left[g h^{2}+\gamma(\nabla h)^{2}\right] d x d y\right]=0 . . ~ . ~ . ~}\right.
$$

One checks the conservation of energy in a inviscid fluid.
But another way to obtain the dispersion relation is by multiply the equation $\Delta \phi=0$ by $\phi$ and integrating over the volume. After the same transformations, and using also the physical condition at the surface and the general form oi the boundary condition for the free surface, and the Taylor theorem, one rinnally obtains:

$$
\sqrt{\int(\nabla \phi)^{2} d v}=\sqrt{\int_{S}\left[g h^{2}+\gamma(\nabla h)^{2}\right] d x d y}
$$

where the bar cerrespond to a time average over one oscillation period.
This equation can also be obtained by multiplying the physical condition at the surface by $h$ and integrating over the surface.

By doing these integrations, we have lost the condition on $h$, and we only found the dispersion relation.

Under this form one recognize the equipartition of energy, the right term being the kinetic energy, and the left term the potential energy. But it is also the the dispersion relation as is gives $\omega^{2}$ (the first term) as a function of the flow and surface properties.

This property of equivalence is in fact quite general for any oscillator, as it always can be writen under the form $K . h=\omega^{2} \mathrm{M} . \mathrm{h}$, where K is a stifness operator and M an inertia operator ; so
$\omega^{2} \int h^{*} \cdot M \cdot h=\int h^{*} \cdot K . h$ or $\omega^{2}=\frac{\int h^{*} \cdot K \cdot h}{\int h^{*} \cdot M \cdot h}$. Benjamin \& Scolt used this formulation with a variationnal principle, saying that the real eigen frequency correspond to the minima of this ratio.

## 2 Viscous_Eluid

We just summarize well-krown results on the viscous beundary layer theory. The equations are :

$$
\begin{aligned}
& \partial_{1} \mathbf{u}+(\mathbf{u} . \nabla) \mathbf{u}=-\nabla p+v \Delta u \\
& \nabla . \mathbf{u}=0
\end{aligned}
$$

## 2.1 scaling

we assume that the viscosity is small, so that the inviscid solution is sitl valid exeept near the wall :

The scaling in the fluid is:

$$
\begin{aligned}
& U \sim W \sim U \\
& \nabla \sim \partial_{2} \sim \frac{1}{L} \\
& \partial_{1} \sim \omega \\
& p \sim U \omega L
\end{aligned}
$$


where $L$ and $\omega$ are the wave length and pulsation of the surface waves.
The equations then reads :

$$
\begin{aligned}
& \partial_{\mathbf{l}} \mathbf{u}+\frac{U}{\omega L}(\mathbf{u} . \nabla) \mathbf{u}=-\nabla p+\frac{v}{\omega L^{2}} \Delta \mathbf{u} \\
& \nabla . \mathbf{u}=0
\end{aligned}
$$

with the assumptions of $\frac{U}{\omega L}<1$, which corresponds to $h « L$, where $h$ is the amplitude of the waves; and $\frac{\nu}{\omega L^{2}}<1$.

The length scale $\delta$ where the viscosity stans to kill the tangential velocity is obtained by equlibrating the terms $\partial_{t} \mathbf{u}$ and $v \partial^{2}{ }_{z} \mathbf{u}$; so $\omega \sim \frac{v}{\delta^{2}}$, i.e. $\delta=\sqrt{\frac{v}{\omega}}$. One can notice that $\frac{v}{\omega \mathrm{~L}^{2}}=\left(\frac{\delta}{\mathrm{L}}\right)^{2}$.

In the viscous boundary layer the scaling is then:

$$
\begin{aligned}
& \mathrm{u} \sim \mathrm{U}, \text { but } w \sim\left(\frac{\delta}{\mathrm{~L}}\right) \mathrm{U} \\
& \nabla \sim \frac{1}{\mathrm{~L}}, \text { but } \partial_{z} \sim \frac{1}{\delta}
\end{aligned}
$$

and the equations read :

$$
\begin{aligned}
& \partial_{\mathfrak{l}} \mathbf{u}+\frac{U}{\omega L}(\mathbf{u} . \nabla) \mathbf{u}=-\nabla \mathrm{p}+\left(\frac{\delta}{\mathrm{L}}\right)^{2} \Delta \mathbf{u}+\partial_{\mathrm{z}} \mathbf{z}_{\mathbf{u}} \\
& \nabla \cdot \mathbf{u}=0
\end{aligned}
$$

The principal question is now to know the variation of pressure in the boundary layer. By taking the divergence of Navier-Stokes, one obtains $\quad \Delta \mathrm{p}=-\nabla .(\mathbf{u} . \nabla) \mathbf{u}$.

This gives in the fluid $\Delta p=-\frac{U}{\omega L} \nabla .(u, \nabla) u$
and in the boundary layer $\Delta p+\left(\frac{L}{\delta}\right)^{2} \partial^{2} \% p=-\frac{U}{\omega L} \nabla .(u . \nabla) u$.
Now to solve the problem we devellop the velocity feild and the pressure in orders of a small parameter $\varepsilon$, and we solve for each order. As there is two physical small parameters in the problem, we will need to compare both.

### 2.2 First order

For the pressure, we have, in the viscous boundary layer, $\partial^{2} \% \mathrm{PO}=0$; so the pressure is the same than in the fluid. We have in the fluid:

$$
\begin{aligned}
& \mathrm{U}^{0}=-\nabla \mathrm{p} \\
& \nabla \cdot \mathrm{U}^{0}=0
\end{aligned}
$$

where $U^{0}$ is the inviscid boundary solution. In the boundary layer :

$$
\begin{aligned}
u^{0} 0_{t}= & -\nabla p^{0}+v u_{y z}^{0}=-\nabla p^{0}+v^{0} u_{z z} \\
& =U_{0}^{0}+v u_{z}^{0}
\end{aligned}
$$

$$
\nabla \cdot u^{0}=0
$$

We match the two solution, i.e. we imposes that $u^{0} \rightarrow U^{0}$ when $\frac{z}{\delta} \rightarrow+\infty$. With the notations :
$U^{0}{ }^{0} \sim U^{0}(x, y) e^{i \omega t}$ when $z \rightarrow 0$, and $W^{0} \sim-\nabla . U^{0}(x, y) z e^{i \omega t}$ when $z \rightarrow 0$, the solution for $u$ reads :

$$
\left\{\begin{array}{l}
\left\{\begin{array}{l}
u^{0}=u^{0}(x, y) e^{i \omega t} f\left(\frac{z}{\delta}\right) \\
w^{0}=-\nabla \cdot u^{0}(x, y) e^{i \omega t} \delta g\left(\frac{z}{\delta}\right)
\end{array}\right. \\
\text { where }\left\{\begin{array}{l}
f\left(\frac{z}{\delta}\right)=\text { Real part }\left[1-\exp \left(-\frac{1+i}{\sqrt{2}} \frac{z}{\delta}\right)\right] \\
g\left(\frac{z}{\delta}\right)=\text { Real part }\left[\frac{z}{\delta}-\frac{1-i}{\sqrt{2}}\left[\exp \left(-\frac{1+i}{\sqrt{2}} \frac{z}{\delta}\right)-1\right]\right]
\end{array}\right.
\end{array}\right.
$$

The physics correspond simply to kill the tangential velocity on a lerigth $\delta$; but one can observes that it kills also the gradient of nomal velocity :

$z$


One can here note that the first idea to solve the problem of a flow with a surface in sine by using only the viscosity to kill the normal velocity, is impossible. It can be seen by doing the same kind of scaling, mutatis mutandis :


Then one finds $w \sim\left(\frac{L}{\delta}\right) u$, so $w * u$ and infinitc at the limit of a zero viscosity, what is rather unphysical. So we first have to solve the inviscid problem, and after use the result of the boundary layer theory.

### 2.3 Second order : Rectified now

We now need to compare $\frac{U}{\omega L}$ and $\left(\frac{\delta}{L}\right)^{2}$. Physically, we prefer to still have the dissipation occuring only in the viscous boundary layer, so $\frac{U}{\omega},{ }^{\circ}$. , eneneresponds also to the experimental limit where $\delta \pi h * L$.

We then takes $\varepsilon=\frac{U}{\omega L}$, and a possible sealin. -2 This gives for the pressure :

$$
\partial_{z}^{2} p+\varepsilon^{2} A p=-\varepsilon^{3} \nabla .(\mu . \nabla) u
$$

So at the second aroder we still hiave no variation of the pressure when erossing the boundary layer. The equation for the flow in the viscous bopundary layer is then:

$$
\mathbf{u}^{1} \mathbf{1}+\left(\mathbf{u}^{0} . \nabla\right) \mathbf{u}^{0}=U^{1} \mathbf{I}+\left(\mathbf{U}^{0} . \nabla\right) \mathbf{U}^{0}+v \mathbf{u}_{z, z}^{1}
$$

The rectified flow $U$ is the constant flow at the end of the viscous boundary layer, found by using the trick: $v \int_{0} z u_{z z} d z=-v U$. So we multiply by $z$, integrate and average in time the preceeding equation. It gaves the final result : $U=-\frac{3}{8} \frac{1}{\omega} \mathrm{U}^{0} \mathrm{u}^{0}{ }_{x}$

With the negative sign, one sees that this flow escape the maximum of velocity oscillation to converges to the minimum of velocity oscillation. This corresponds exactly to the constant flow observed in experiments in water, meaning that this flow is due to the friction of the surface wave flow ont the bottom.

The physic of the rectified field flow is in fact very simple. For an oscillatory flow, the quadratic term, i.e., the advective term, of Navier-Stokes will always gives a constant term. The question is now why a viscous boundary layer is needed? Because in the fluid, the pressure is not imposed, so the constant part of the advective term is balanced by a constant pressure gradient. But on the contrary, in the boundary layer the pressure is imposed to be the pressure in the fluid. As the velocity decreases to go to zero at the wall, in tie boundary the advective term cannot balance this constant pressure gradient, and thus a rectified fiow is generated.

This property of the pressure in the boundary layer is general and always creates secondary flows, even in a non-oscillating system, for instance in curved system (the tea leaves in a cup of tea).

## 3 Dissination

### 3.1 Mathieu ,amplitude, and energy. equations

The studied instability is a parametrical one, govemed at the first linear order by tha Mathieu equation:

$$
x_{t t}+2 \lambda x_{t}+\omega^{2}(t) x=0
$$

This equation, without the damping term in $\lambda$, can be obtained from the inviscid problem in the case of the first boundary condition (Benjamin \& Urssel). If one takes the nonlinear problem, one can found the corresponding nonlinear terms.

The amplitude equation can be obtained from the preceeding by develloping in $\varepsilon$ all the quantities

$$
\mathrm{x}=\varepsilon\left(\mathrm{A} \mathrm{e}^{\mathrm{i} \omega \mathrm{t}}+\mathrm{c} . \mathrm{c} .\right)+\text { h.o.t. }
$$
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$$
\begin{aligned}
& \left(\omega^{2}(t)=\omega\right)^{2}\left(1+\varepsilon\left[\left(c^{i v t}+\text { c.c. }\right)+\text { h.o.t. }\right)\right. \\
& (\omega)=\frac{v}{2}+\varepsilon \delta+\text { h.o.t. } \\
& A_{t}=\varepsilon F(A)+\text { h.o.t. }
\end{aligned}
$$

All these devellopements have their physiscal ineanings.
One obtains at the first order the 1/2 resonnance, i.e. the dispersion relation. At the second order, one obsains the linear amplitude equation:

$$
\Lambda_{1}=(-\lambda+i \delta) \Lambda+i \frac{\Gamma}{4} \bar{\Lambda} .
$$

The energy equation is obtained by multiplying the Mathicu equation by $x_{1}$ and integrating over one exeitation period. If one then reports the same devellopement than before, one found the equation for the modula of the amplitude, i.c. only the real terms of the amplitude equation:

$$
(\Lambda \bar{\Lambda})_{1}=-\lambda \Lambda \bar{\Lambda}+i \frac{f}{4}\left(\bar{A}^{2} \cdot \Lambda^{2}\right)
$$

From the nonlinear inviscid equation, one knows how to found the linear and nonlinear imaginary Ierms of the amplitude equation (the real parts correspond to the dissipative case). The jdea is now to found the real linear and nonloincar real parts of theamplitue equation from the energy equation derivied from Navier-Stokes. Practically this is possible accurately only for the first real term, usually called the dissipation.

### 3.2 Dissipation of the amplitude equation from Navier-Stokes

We first have to write the energy equation, always obtainea by the same way and transformed with the same tricks:

$$
\frac{d}{d t}\left[\int \frac{1}{2}(u)^{2} d v+g \int_{v} r d v+\gamma \int d A\right]=\frac{d}{d b} \cdot \int_{V} z d v-v \int_{V}(\omega)^{2} d v-v \int_{S} u \times \omega \cdot n d A
$$

where $V$ and $S$ refer to the volume and surface of the oscillating free surfac volume of fluid.
We recongnize in this equation that the energy source comes from the modulation of the gravity, and that the dissipation occurs only where $\omega \neq 0$, principally in the viscous boundary layer (here the surface dissipation will be neglected).

Now one just have to express $u$ (and then $\omega$ ), as a function of the free surface $h$. After, the same devellopement of $h$ over one eigen mode of oscillating amplitude $x$ and constant one $A$ will give the equvalent of the energy equation for the amplitude equation.

One must note that, at this point, this equation assummed no aproximation, and thus is exact to all orders (incuding the nonlinear). But one sees that one would have to devellop the integrals, which limits oscillate, but also tn know u with tife corresponding accuracy, i.c. to solve the nonlinear viscous problem for the flow of one free surface wave mode.

The first term is exactly the first term in the equation for the module of the amplitude, the second term coressond to the forcing, the energy source, and the third to the dissipative term.

We just need to compute the third one, but also the first as it gives a coeficient. To compute the first term, we first assume that the kinetic energy is very close to the inviscd one. The error can be estimated:
$\int \frac{1}{2}(u)^{2} d v=\int \frac{1}{2}\left(U^{0}\right)^{2} d v \cdot[1-\Delta]$



One can here note that the preceeding aproximation explains why the eigen frequency is changed by viscosity, as for a same free surface, and thus potential energy, the kinetic energy is reduced. Thus the eigen frequency is increased : $\omega_{\text {visc }}{ }^{2} \approx \omega_{\mathrm{inv}} 2\left[1+\frac{\Delta}{2}\right]$.

Now we use the equivalence of dispersion relation and eigen frequency and transform the potential energy for $h$ small, so :
$\frac{d}{d t}[E]=\int_{P}\left[g h^{2}+\gamma(\nabla h)^{2}\right] d x d y$.
which is very easy to compute for a given free surface wave mode (for a sinusoidal one this gives the usual factor $\left(g+\gamma K^{2}\right)$ ).

To compute the dissipative term, we use the preceeding sealing to simplify the expression of the voricity : $\eta=u_{x}-w_{x}=u_{x}$ as $w_{x} \sim\left(\frac{\delta}{L}\right) u_{x}$. Now $u_{z}$ has a simple expression as a function of the inviscid solution : $e_{z}=U^{0}(x, y) c^{i \omega x} \frac{1}{\delta} r\left(\frac{z}{\delta}\right)$ witil ${ }^{\prime \prime}\left(\frac{z}{\delta}\right)=f_{z}\left(\frac{z}{\delta}\right)=\operatorname{Rcal} \operatorname{par}\left[\frac{1+i}{\sqrt{2}} \exp \left(-\frac{1+i}{\sqrt{2}} \frac{z}{\delta}\right)\right]$ .Thus

$$
v \int(\omega)^{2} d v=\frac{v}{\delta} 1 \int_{\text {Wall Surixes }}\left(U^{0}\right)^{2} d s
$$

where $I=\int_{0}^{+\infty} r\left(\frac{z}{\delta}\right)^{2} \frac{d z}{\delta}=\frac{3 \sqrt{2}}{8}$. Thus we just have to compure the integral of the module of the inviscid velucity at the wall. With the usual adinensionnalization $U \sim$ wh, this gives

$$
\lambda \sim \sqrt{V \omega} \frac{\omega^{2}}{\left[g+\gamma K^{2}\right]} \frac{21}{L_{x} L_{y}} G(K H, K L)
$$

where $G\left(\mathrm{KH}_{,} \mathrm{KL}\right)=\int_{W}\left(\mathcal{U r}^{0}\right)^{2} d s$ (the _denotes the adimensionnalization) is a geometrical factor corresponding to the structure of the inviscid now.

## IINVISCID PROBLEM

## LEormal_Solution


$\phi=i \omega h \theta(x, y, z) e^{i \omega x}$
The first idea is to decompose $\theta$ on products of two cosines, which automatically satisfy the lateral boundary conditions.

Thus we note $\theta_{m n}=\int_{0}^{L_{x} L_{y}} \theta \cos \left(k_{m} x\right) \cos \left(k_{n} y\right) d x d y$
where $k_{m}=\frac{m \pi}{L_{x}}, k_{n}=\frac{m \pi}{L_{y}}$; and

$$
\theta=\sum_{m n} \theta_{m n} \cos \left(k_{m} x\right) \cos \left(k_{n} y\right)
$$

where the ' denotes a factor 2 for $(m, n) \neq(0,0)$.
Then $\int_{0}^{L_{x}} \theta_{x x} \cos \left(k_{m x} x\right) d x=\left[\theta_{x}\left(L_{x}\right) \cdot \theta_{x}(0)\right]-k_{m}^{2} \int_{0}^{L_{x}} \theta \cos \left(k_{m} x\right) d x$.
Thus one note that this transformation naturally takes into account the solid boundary conditions for $\theta$ ; and the new system reads:

$$
\begin{aligned}
& \theta_{m n z z}-k_{m n^{2}}^{2} \theta_{m n}=0 \quad \text { where } k_{m n}^{2}=k_{m}^{2}+k_{n}^{2} \\
& \theta_{m n z}=f_{m n} \text { at } z=H, \\
& \theta_{m n z}=0 \text { at } z=0
\end{aligned}
$$

The solution of which is : $\quad \theta_{m n}=\frac{c h\left(k_{m n} z\right)}{k_{m n} \operatorname{sh}\left(k_{m n} H\right)} f_{m n}$
or

$$
\theta=\sum_{m n n} f_{m n} \frac{\operatorname{ch}\left(k_{m n} z\right)}{k_{m n} \operatorname{sh}\left(k_{m n} H\right)} \cos \left(k_{m} x\right) \cos \left(k_{n} y\right)
$$

If one lateral wall is at infinity it just corresponds to : $\sum_{m=n}^{1} \rightarrow \frac{2}{\pi} \int^{+\infty} d r$
and, for an infinite depth, $: \frac{c h\left(k_{m n} z\right)}{k_{m n} \operatorname{sh}\left(k_{m n} H\right)} \rightarrow \frac{e^{k_{m n} z}}{k_{m n}}$



This is not elear under this form that this solution is really one (problems of divergences). We will check that above.

### 1.2 Selection of the free surface and cigen frequency

The free surface boundary condition reads:

$$
\begin{equation*}
\phi_{t}=(-g+\gamma \Delta) h \rightarrow \omega^{2} \theta=(g-\gamma \Delta) f \quad 2(z=11 \tag{1}
\end{equation*}
$$

- With the first boundary condition for the free surface, $\mathbb{\nabla h}, \boldsymbol{n}=0$, the free surface is naturally decomposed over the product of cosines:

$$
f=\sum_{p q} f_{p q} \cos \left(k_{p} x\right) \cos \left(k_{q} y\right)
$$

and thus equation (1) gives:

$$
\sum_{p q} f_{p q}\left[\omega^{2} \frac{\operatorname{ch}\left(k_{p q} \|\right)}{k_{p q} s h\left(k_{p q} I I\right)}-\left(g+\gamma k_{p q}{ }^{2}\right)\right] \cos \left(k_{p} x\right) \cos \left(k_{q} y\right)=0
$$

if we project along each product of cosines, we thus obsain :
$\forall p, q, \quad f_{p q}\left[\omega^{2} \frac{\operatorname{ch}\left(k_{p q} H\right)}{k_{p q} s h\left(k_{p \mid} I I\right)} \cdot\left(s+\gamma k_{p q}{ }^{2}\right)\right]=0$.
The only solution with $f \times 0$ is :

$$
\begin{aligned}
& f=\cos \left(k_{m} x\right) \cos \left(k_{n} y\right) \\
& \omega^{2} \frac{\operatorname{ch}\left(k_{m n} H\right)}{k_{m n} \operatorname{sh}\left(k_{m n} H\right)}=\left(g+\gamma k_{m n}{ }^{2}\right) .
\end{aligned}
$$

Thus the eigen noxdes are simply the product of two cosines, and the usual dispersion relation is obtained.

- With the second boundary condition, $h=0$, the surface is naturally decomposed over the product of two sines:

$$
f=\sum_{p q} f^{p q} \sin \left(k_{p} x\right) \sin \left(k_{q} y\right) .
$$

Now

$$
\begin{aligned}
& \int_{0}^{L_{x}} \sin \left(k_{p} x\right) \cos \left(k_{m} x\right) d x=0, \text { if } p \text { and } m \text { have the same parity } \\
&=\frac{2 k_{p}}{k_{p}^{2}-k_{m}^{2}}, \text { if } p \text { and } m \text { are of } \\
& \text { opposite parity. }
\end{aligned}
$$

This selection on $m$ correspond exactly to the reflection symmetry at the midle of the cell.
The formal solution thus reads :

$$
\theta=\sum_{m n} \sum_{p q} f p q \frac{2 k_{p}}{k_{p}^{2}-k_{m^{2}}^{2}} \frac{2 k_{q}}{k_{q}^{2}-k_{n}^{2}} \frac{\operatorname{ch}\left(k_{m n} z\right)}{k_{m n} \operatorname{sh}\left(k_{m n} H\right)} \cos \left(k_{m} x\right) \cos \left(k_{n} y\right)
$$

where the " denotes also the selection on $m$ and $n$.
The equation ( 1 ) then gives:


If we project along each product of sines, we now found an infinite set of equations which couple each fix to the others:

$$
\begin{aligned}
& \left.\sum_{p q}\left[r p q \omega^{2} \gamma\left(p, q, p_{0}, 40\right)\right]-\left[s+\gamma k_{p 0 q 0}^{2}\right] r p 0\right) 40=0 \\
& \text { where } \gamma\left(p, q, p_{0}, q_{0}\right)=\sum_{m n} \frac{2 k_{p}}{k_{p}^{2}-k_{m}^{2}} \frac{2 k_{q}}{k_{q}{ }^{2}-k_{n}^{2}} \frac{2 k_{p_{0}}}{k_{p_{0}}^{2}-k_{m}^{2}} \frac{2 k_{q_{0}}}{k_{q_{0}}{ }^{2}-k_{n} 2} \frac{\operatorname{ch}\left(k_{m n z} z_{m}\right)}{k_{m n} s h\left(k_{m n} H\right)}
\end{aligned}
$$

where the " ${ }^{\text {d }}$ denotes also the double selection rule, i.e. a mode with a given reflection symmetry along $x$ and $y$ (odd or even for each direction), interacts only with a mode of the sane symmetry. We also note $X(p, q)=\chi(p, q, p, q)$.

This prouves that the surface cannot be simply the product of two sines. But experimentally, it seems to be very close, especially for large po and 90 , so we assume that a Galerkine aproximation is valid.

At the first order of this approximation, the surface is the product of two sines, which gives for the dispersion relation:

$$
\omega^{2} \gamma\left(p_{0}, q_{0}\right)=\left[g+\gamma k_{p_{0 q}}{ }^{2}\right]
$$

or

$$
\omega^{2} \sum_{m \geq n}\left(\frac{2 k_{x}}{k_{x}^{2}-k_{m}^{2}}\right)^{2}\left(\frac{2 k_{y}}{k_{y}^{2}-k_{n}^{2}}\right)^{2} \frac{\operatorname{ch}\left(k_{m n} H\right)}{k_{m n} s h\left(k_{m n} H\right)}=\left[g+\gamma k^{2}\right]
$$

with $K^{2}=k_{x}{ }^{2}+k_{y}{ }^{2}$
One can notice that the term corresponding to the potential enre ${ }_{b} y$, i.e. to the free surface, is not changed from the usual dispersion relation, as in this $f$ 'st aproximation the free surface is still sinusoidal. But, because of this new boundary condition, the flow shanged, and so is the kinetic energy term. One also notes its non trivial dependence on $\mathrm{k}_{\mathrm{x}}$ and $\mathrm{k}_{\mathrm{y}}$.

The second order consists to aproximate the surface with the sum of two products of sines. This gives:

$$
\begin{aligned}
& f p q\left[\omega^{2} \gamma(p, q)-\left(g+\gamma k_{p q^{2}}^{2}\right)\right]+\mathfrak{p}^{\prime} q^{\prime} \gamma\left(p, q, p^{\prime}, q^{\prime}\right)=0 \\
& f^{p q} \gamma\left(p, q, p^{\prime}, q^{\prime}\right)+f^{p^{\prime} q^{\prime}}\left[\omega^{2} \gamma\left(p^{\prime}, q^{\prime}\right)-\left(g+\gamma k_{p^{\prime} q^{\prime}}{ }^{2}\right)\right]=0
\end{aligned}
$$

By writing that the determinent is zero, one obtains the two corrections to the eigen frequencies of the two modes, and the eigen vectors give the corrections to the surface.

This can be generalized for all orders to obtain more and more accurate solutions. The validity of this aproximation is checked by looking at the order of magnitude of the coupling terms $\gamma\left(p, q, p^{\prime}, q^{\prime}\right)$ compared to $\gamma(p, q)$.

For a first conclusion, we could say that the surface is now much more complicated, and that even in the aproximation of a simple surface, the eigen frequency is changed. But all this preceeding treatement is rather formal, and we now want to look at the validity, existence and shape of these solutions.

## 2. Examples on how to te the formal solution to obtain valid solutions

We use only the simple sinusoidal approximation for the free surface, bur, as he problem is linear, this treatment can be exter-jed to all orders.

We will first look at cells with one or more lateral wall at the infinite, and thus have integrals instead of discrete sums.

At this point, we notice that, in the transformation of $\Delta \phi=0$, we used the condition that $\theta_{\mathrm{x}}(+\infty)=0$ . When this is not true, it introduces a divergence in the formal solution. But his problem can be solved by substracting an intuitive solution $\theta_{0}: \theta=\theta_{0}+\theta^{\prime}$ such that $\theta_{x}^{\prime}(+\infty)=0$.

### 2.1 Bidimensionnal case, infinite depth


the formal solution reads

$$
\theta=\frac{2}{\pi} \int_{0}^{+\infty} \frac{k}{k^{2}-r^{2}} \frac{c^{r z}}{r} \cos (r x) d r
$$

The integrant has a non-integrable divergence for $r=k$. This means that $\theta_{\mathrm{x}}$ has an oscillating composant of wave number $k$, at $+\infty$. This is trivial as, at $+\infty$, the fluid does no f feel the wall and we must obtain the unbounded solution $\theta 0=\sin (k x) \frac{e^{k z}}{k}$, as the oscillation of the free surface goes to infinity. Thus we write $\begin{aligned} &=\theta_{0}+\theta^{\prime} \text {, and by using the formal identity } \\ &+\infty\end{aligned}$

$$
\begin{gathered}
\sin (k x)=\frac{2}{\pi} \int_{0} \frac{k}{k^{2}-r^{2}} \cos (r x) d r \\
+\infty
\end{gathered}
$$

we obtain $\theta^{\prime}=\frac{2}{\pi} \int_{0} \frac{k}{k^{2}-r^{2}}\left[\frac{\mathrm{e}^{r z}}{r} \cdot \frac{e^{k z}}{k}\right] \cos (r x) d r$, ie.

$$
\theta=\sin (k x) \frac{e^{k z}}{k}+\frac{2}{\pi} \int_{0}^{+\infty} \frac{k}{k^{2}-r^{2}}\left[\frac{e^{r z}}{r}-\frac{e^{k z}}{k}\right] \cos (r x) d r \text {. }
$$

This solution is still not defined for $r=0$, but this problem desappears for the physical quantities $\theta_{x}$ and $\theta_{y}$.

This solution can be more properly obtain by writing the new problem for $\theta^{\prime}$ :


We see that for this correction flow induced by this new doundary condition, it must compensates the flow through the wall due to the simple solution $\theta_{0}$. Thus its boundary condition is no longer $\theta_{x}^{\prime}=0$. This is why the cosine transformation is still interesting in this case as

$$
\int_{0}^{+\infty} \theta^{\prime} x x \cos \left(k_{m} x\right) d x=-\theta_{x}^{\prime}(0)+\left[\theta_{x}^{\prime} \cos (r x)\right](+\infty)-k_{m}^{2} \int_{0}^{+\infty} \theta^{\prime} \cos \left(k_{m} x\right) d x
$$

; one assume that $\theta_{x}^{\prime}(+\infty)=0$, one obtains:

$$
\theta_{r z z}^{\prime}+c^{k z}-r^{2} \theta_{r}^{\prime}=0
$$

the solution of which is exactly the preeceding one.
The interpretation of this correction flow $\theta$ ' as the compensation of the flow through the wall due to $\theta_{0}$ :

allows to found directly a good aproximation of this flow far from the corner, as this boundary condition is like a sink located at the comer :

.So the flow is radially symmetric for $k R>1$, and, in order to preserve mass, i.e. the flux, one must have $U \frac{\pi R}{4}=\int_{-\infty} e^{k z} d r=\frac{1}{k}$; so $U=\frac{4}{\pi} \frac{1}{k R}$.

One checks that $U(+\infty)=0$.
We can also check that $\theta_{X}(0)=0$, what is not directly appearant, by looking at the
limit of $I=\frac{2}{\pi} \int_{0}^{+\infty} \frac{k}{k^{2}-r^{2}}\left[e^{r z}-\frac{r e^{k z}}{k}\right] \sin (r x) d r$, when $x$ goes to zero. For
this, we use the changement of variable $u=r x$, sc $I=\frac{2}{\pi} \int_{0}^{+\infty} \frac{k}{k^{2} x^{2}-u^{2}}\left[e^{u z / x}-\frac{u e^{u z / x}}{x k}\right] \sin (u) d u$.
Now $\frac{k}{k^{2} x^{2}-u^{2}}\left[e^{u z / x}-\frac{u e^{u z / x}}{x k}\right] \sin (u) \sim e^{k z} \frac{\sin (u)}{u}$ when $x \rightarrow 0$, and $\frac{2}{\pi} \int_{0}^{+\infty} \frac{\sin (u)}{u} d u=1$
so $\mathrm{I} \sim \mathrm{e}^{\mathrm{kz}}$ when $\mathrm{x} \rightarrow 0$, and we have exactly $\theta_{\mathrm{x}} \rightarrow 0$ when $\mathrm{x} \rightarrow 0$.
Figures 2,3 and 4 show the flow $\theta_{0}$, the correction $\theta^{\prime}$, and the final flow, with a zero normal velocity at the wall. Figure 5 presents the horizontal velocity $U$ for different depth $z$, and one check that $U$ goes to zero at the wall.


Fig. 2


Fig. 4


Fig. 5

At this point, one can also simply understood why this new boundary condition, i.e. with a surface of a sine, we nust ajd a correction to the flow, by looking at the mass conservation :

the cosines always preserve mass, bur the sine surface needs the adition of a small volume near the will. The corresponding flow is the correction flow.


The changement from the preceeding solution is $\frac{\mathrm{e}^{\mathrm{kz}}}{\mathrm{k}} \rightarrow \frac{\mathrm{ch}(\mathrm{kz})}{\mathrm{k} s h(k H)}$

$$
\text { thus } \theta=\sin (k x) \frac{\operatorname{ch}(k z)}{k \operatorname{sh}(k H)}+\frac{2}{\pi} \int_{0}^{+\infty} \frac{k}{k^{2} \cdot r^{2}}\left[\frac{\operatorname{ch}(r z)}{r \operatorname{sh}(r H)}-\frac{\operatorname{ch}(k z)}{k \operatorname{sh}(k H)}\right] \cos (r x) d r
$$

But now, $\theta_{\mathrm{x}}$ is not defined írom $\mathrm{r}=0$, which means that there is a constant horizontal flow at $+\infty$. This appear naturally with the physical intepretation of the correction flow :


The sink at the lateral wall creates a constant flow at $+\infty$ :
$U H=\int_{0}^{H} \frac{\operatorname{ch}(k z)}{\operatorname{sh}(k H)} d z=\frac{1}{k}$; so $U=\frac{1}{k H} \quad$ for $k x>1$. By substracting ythis flow, and using the formal identity :

$$
x=\frac{2}{\pi} \int_{0}^{+\infty} \frac{\cos (r x)}{\mathrm{r}^{2}} \mathrm{dr} \text {, one finnally obtains : }
$$

$$
\theta=\sin (k x) \frac{\operatorname{ch}(k z)}{k \operatorname{sh}(k H)}-\frac{x}{k H}+\frac{2}{\pi} \int_{0}\left[-\frac{1}{k H r^{2}}+\frac{k}{k^{2}-r^{2}}\left[\frac{\operatorname{ch}(r z)}{r \operatorname{sh}(r H)}-\frac{\operatorname{ch}(k z)}{k \operatorname{sh}(k H)}\right]\right] \cos (r x) d r
$$

which is well defined, and can also be corectly found if writing the problem for $\theta^{\prime \prime}=\theta-\sin (\mathrm{kx}) \frac{\operatorname{ch}(\mathrm{kz})}{\mathrm{ksh}(\mathrm{kH})}+\frac{\mathrm{x}}{\mathrm{kH}}$. One checks that $\theta^{\prime \prime}(+\infty)=0$ by the physical interpretation :


-fig. 6

Figure 6 present the total flow.
One can also demonstrate by the same changement of variables that $\theta_{x} \rightarrow 0$ when $x \rightarrow 0$.
The simple interpration of mass conservation is also valid.
2.3 Lateral wall with bottom (step)
$h=h \sin \left(k_{x} x\right) \sin \left(k_{y} y\right) c^{i \omega x}$
$\phi=i \omega h \theta(x, z) \sin (k y y) c^{i \omega t}$


The formal solution for $\theta$ reads :
$\left.\theta=\frac{2}{\pi} \int_{0}^{+\infty} \frac{k}{k^{2}-r^{2}} \frac{\operatorname{ch}(q z)}{q \operatorname{sh}(q H)} \cos (r x) d r\right)$
where $q^{2}=k y^{2}+r^{2}$.
As always, it diverges for $r=k_{x}$, so we substract the usual solution :
$\theta=\sin \left(k_{x} x\right) \frac{\operatorname{ch}(K z)}{K \operatorname{sh}(K H)}+\frac{2}{\pi} \int_{0}^{+\infty} \frac{k x}{k_{x^{2}-r^{2}}^{2}}\left[\frac{\operatorname{ch}(q z)}{q \operatorname{sh}(q H)} \cdot \frac{\operatorname{ch}(K z)}{K \operatorname{sh}(K H)}\right] \cos (r x) d r$
where $K^{2}=k x^{2}+k y^{2}$.
Contrary to the preceeding case, there is no divergence for $r=0$. This can also by explain by a top vue of the flow :


One can also use the same tricks to check that $\theta_{x} \rightarrow 0$ when $x \rightarrow 0$.

### 2.4 Corner with botom

$$
h=h \sin \left(k_{x} x\right) \sin \left(k_{y} y\right) e^{i \omega t}
$$



$$
\phi=i \omega h \theta(x, y, z) e^{i \omega t}
$$

The formal solution reads :

$$
\theta=\int_{0}^{+\infty} \int_{0}^{\infty} \frac{k x}{k x^{2}-r^{2}} \frac{k y}{k y^{2}-q^{2}} \frac{\operatorname{ch}(Q z)}{Q \operatorname{sh}(Q H)} \cos (r x) \cos (q y) d r d q
$$

where $Q^{2}=r^{2}+q^{2}$, is not defined from $r=k_{x}$ and $q=k_{y}$ separetly. This means that we have again to substrac two solutions of the form $\sin \left(k_{x} x\right) \theta(y)$ and $\sin \left(k_{y} y\right) \theta(x)$, which correspond to the precceding solutions for two steps :


$$
\begin{aligned}
& \theta=\sin \left(k_{x} x\right) \sin \left(k_{y} x\right) \frac{\operatorname{ch}(K z)}{K \operatorname{sh}(K H)} \\
& +\frac{2}{\pi} \sin \left(k_{x} x\right) \int_{0}^{+\infty} \frac{k_{x}}{k x^{2}-q^{2}}\left[\frac{\operatorname{ch}\left(q^{\prime} z\right)}{q^{\prime} \operatorname{sh}\left(q^{\prime} H\right)}-\frac{\operatorname{ch}(K z)}{K \operatorname{sh}(K H)}\right] \cos (q x) d q \\
& +\frac{2}{\pi} \sin \left(k_{y} y\right) \int_{0}^{+\infty} \frac{k_{x}}{k_{x^{2}}-r^{2}}\left[\frac{\operatorname{ch}\left(r^{\prime} z\right)}{r^{\prime} \operatorname{sh}\left(r^{\prime} H\right)}-\frac{\operatorname{ch}(K z)}{K \operatorname{sh}(K H)}\right] \cos (r x) d r \\
& +\frac{4}{\pi^{2}} \int_{0}^{+\infty} \frac{k_{x}}{k x^{2}-r^{2}} \frac{k y}{k y^{2}-q^{2}}\left[\frac{\operatorname{ch}(Q z)}{Q \operatorname{sh}(Q H)}-\frac{\operatorname{ch}\left(q^{\prime} z\right)}{q^{\prime} \operatorname{sh}\left(q^{\prime} H\right)}-\frac{\operatorname{ch}\left(r^{\prime} z\right)}{r^{\prime} \operatorname{sh}\left(r^{\prime} H\right)}+\frac{\operatorname{ch}(K z)}{K \operatorname{sh}(K H)}\right] \cos (r x) \cos (q y) d r d q
\end{aligned}
$$

where $Q^{2}=r^{2}+q^{2}$,
and $q^{12}=k x^{2}+q^{2}$.
This solution is now perfectly defined, and there is no divergence from $\mathrm{Q}=0$. This can be also understood by the same physical reasons : the solution for a step stisfies the boundary for its wall but not for he other one :


But the flow throught the wall is located at the comer. Thus the flux condition for the last correction is located at the comer

and far from it, it apears like a local sink:

so also $U \sim 1 / R$ for $K R>1$.
Another way to obtain the shape of this flow is o notice that the mass is not conserved only at the comer on a surface correspoding to the quarter of the two wave-lengit :


One can aslo check that $\theta_{x} \rightarrow 0$ when $x \rightarrow 0$ and $\theta_{y} \rightarrow 0$ when $y \rightarrow 0$.

$\phi=i \omega h \theta(y, z) \sin (k x x) e^{i \omega t}$
The formal solution reads :

$$
\theta=\sum_{p} \frac{2 k_{x}}{k_{x}^{2}-r^{2}} \frac{c h(q z)}{q \operatorname{sh}(q H)} \cos (r x)
$$

where $r=\frac{p \pi}{L_{y}}$ and $q^{2}=k_{x}{ }^{2}+r^{2}$.
This solution is already well defined. But contrary to the preceeding ones, it is not trivial to check that $\theta_{y} \rightarrow 0$ when $y \rightarrow 0$ and $y \rightarrow L_{y}$.

### 2.6 Half infinite channel

$$
h=h \sin \left(k_{x} x\right) \sin \left(k_{y} y\right) e^{i \omega t}
$$

$$
\phi=i \omega h \theta(x, y, z) c^{i \omega t}
$$

The formal solution reads :


$$
\theta=\sum_{p} \frac{2}{\pi} \int_{0}^{+\infty} \frac{k_{x}}{k_{x}^{2}-r^{2}} \frac{2 k_{y}}{k_{y}^{2}-q^{2}} \frac{\operatorname{ch}(Q z)}{Q \operatorname{sh}(Q H)} \cos (r x) \cos (q y) d r
$$

where $q=\frac{p \pi}{L_{y}}$ and $Q^{2}=r^{2}+q^{2}$. This solution is not defined from $r=k_{x}$, so we have to substract the preceeding solution:

$$
\begin{aligned}
\theta= & \sin \left(k_{x} x\right) \sum_{p} \frac{2 k_{x}}{k_{x}^{2}-r^{2}} \frac{\operatorname{ch}\left(q^{\prime} z\right)}{q^{1}} \operatorname{sh(q^{\prime }H)} \cos (q x) \\
& +\sum_{p} \frac{2}{\pi} \int_{0}^{+\infty} \frac{k_{x}}{k_{x}^{2}-r^{2}} \frac{2 k_{y}}{k_{y}^{2}-q^{2}}\left[\frac{\operatorname{ch}(Q z)}{Q \operatorname{sh}(Q H)} \cdot \frac{\operatorname{ch}\left(q^{\prime} z\right)}{q^{\prime} \operatorname{sh}\left(q^{\prime} H\right)}\right] \cos (r x) \cos (q y) d r
\end{aligned}
$$

where $q=\frac{p \pi}{L_{y}}, q^{2}=k_{x}^{2}+q^{2}$ and $Q^{2}=r^{2}+q^{2}$.
This solution is defined only for $m=k_{y} \frac{L_{y}}{\pi}$ even (so that $q$ is never 0 ). Otherwise the first term of the discrete sum allows $\mathrm{q}=0$ which makes the integral nondefined for $\mathrm{r}=0$.

This also naturally appears when looking at the boundary condition near the wall :
for maven :
no flow at $+\infty$

for mad:
flow needed at $+\infty$


This problem of divergence due to the discrete sum is thus also due to the mass conservation, and is discussed in the following section.
2.7 Closed cell

$$
\begin{aligned}
& h=h \sin \left(k_{x} x\right) \sin \left(k_{y} y\right) e^{i \omega t} \\
& \phi=i \omega h \theta(x, y, z) e^{i \omega t} \\
& k_{x}=\frac{m_{0} \pi}{\frac{L}{x}} \text { and } k_{y}=\frac{n_{0} \pi}{L_{x}}
\end{aligned}
$$



The formal solution reads :

$$
\theta=\sum_{m n} \frac{2 k_{x}}{k_{x}^{2}-k_{m}{ }^{2}} \frac{2 k_{y}}{k_{y}^{2}-k_{n}^{2}} \frac{\operatorname{ch}\left(k_{m n} z\right)}{k_{m n} \operatorname{sh}\left(k_{m n} H\right)} \cos \left(k_{m} x\right) \cos \left(k_{n} y\right)
$$

This solution is well defined except for $\mathrm{m}_{0}$ and n 0 add, as then $\mathrm{m}=\mathrm{n}=0$ is allowed and the first term of the sum is infinite. This divergence is also explained from the mass conservation :

for monad no odd the mode docs not preserve the mass of the fluid. If one number is even there is then no problem :


The effect of an odd-odd mode is 10 suck down the center of the surface:

so that the mass is preserved. This can exactly be interpreted as the neeed of another mode, i.e. to say that the surface is not only a product of two sines, but the sum of several modes. We already knows that from the study of the dispersion relation ( see § II 1.2).

We can check this interpretation that the divergence just comes from the mass conervation by noticying that if we add two modes (of the same parities) such that the sum preserves the mass, then the divergence desappears:
$\theta=\sum_{m n}\left[\alpha \frac{2 k_{x}}{k_{x}^{2}-k_{m}^{2}} \frac{2 k_{y}}{k_{y}^{2}-k_{n}^{2}}+\beta \frac{2 k_{x}^{\prime}}{k_{x}^{\prime}-k_{m}^{2}} \frac{2 k^{\prime} y^{\prime}}{k_{y}^{\prime 2}-k_{n}^{2}}\right] \frac{\operatorname{ch}\left(k_{m n} z\right)}{k_{m n} \operatorname{sh}\left(k_{m n} H\right)} \cos \left(k_{m} x\right) \cos \left(k_{n} y\right)$
with $\int_{0}^{L_{x}} \int_{0}^{L_{y}}\left[\alpha \sin \left(k_{x} x\right) \sin \left(k_{y} y\right)+\beta \sin \left(k^{\prime} x x\right) \sin \left(k^{\prime} y y\right)\right] d x d y=0$
i.c. $\frac{\alpha}{k_{x} k_{y}}+\frac{\beta}{k_{x}^{\prime} k^{\prime} y}=0$, and this is exactly the first term ( $m=m=0$ ).

This remark is valid for wathever sum of modes one chooses such that the mass is preserved.
An interesting problem is now to look at the comparasion between this condition of mass conservation and the differeent orders in the garlerkine aproximlation.

One can also, from the correction due to a corner, draw the correction to the flow in a rectangular cell, depending o the parities:
even-even:

even-odd:

odd-odd:

sucks down
the surface

## 3 Short study of the dispersion relation

From all the above exemples one can write the corresponding dispersion relations by reposing $\theta$ in the physical boundary condition.

Here we will focused only on case of an infinite channel, which was done with the tool of a variationnal principle by Benjamin \& Scott.

We did not have time to study the dispersion relation in a closed wessel, and to look at the dependence on the aspect ratio $\frac{\mathrm{kx}_{x}}{\mathrm{ky}}$

Figure 7 presents the dispersion relation at the first order of the galerkine approximation :

$$
\omega^{2} \sum_{p}\left(\frac{2 k_{x}}{k_{x}^{2}-r^{2}}\right)^{2} \frac{\operatorname{ch}(q H)}{q \operatorname{sh}(q H)}=\left[g+\gamma K^{2}\right]
$$

where $\mathrm{k}_{\mathrm{x}}=\frac{\mathrm{m} \pi}{\mathrm{L}_{\mathrm{x}}}, \mathrm{r}=\frac{\mathrm{p} \pi}{\mathrm{L}_{\mathrm{x}}}, \mathrm{q}^{2}=\mathrm{r}^{2}+\mathrm{ky}^{2}$ and $\mathrm{K}^{2}=\mathrm{k}_{\mathrm{x}}{ }^{2}+\mathrm{ky}^{2}$; for m odd and an infinite depth (ch/sh=1), and we have piloted $A=\frac{\omega^{2}}{\left[g+\gamma K^{2}\right]}$ as a function of $K$ and $k y$. For the usual dispersion relation, $A=K$, the diagonal line. The most surprising result is that, for the mode $m=1$, the dispersion relation is nearly $\mathrm{A}=\mathrm{ky}$. This probably comes from the fact that the mode can not have less than one transverse modulation, and thus it does not appear in the dispersion relation.

Thus cuts of the curves $\mathrm{A}(\mathrm{K})$ are natural as K can start only from ky .
The fact that A goes to zero when $k$ y goes to zero for the modes $\mathrm{m}>1$ is unphysical and just comes from the fact that an odd mode can not preserve mass in the cross direction, when the wave length becomes infinite in the long direction ( a zero frequency mode is an unexisting mode). So other modes are needed, i.c. one needs to go at a higher order in the garlerkine approximation, and this kill this effect .

## 4 Conclusion

As a conclusion for this part, we can point out the symplicity of the formal solution. The usual boundary condition gives quickly the usual simple result. But with the new boundary condition, the surface is no longer simple. However, we think that it can be simply aproximate by one or the sum of few products of two sines. Then one can found corresponding approximate dispersion relations, presenting already the special dependences on $\frac{k_{x}}{k_{y}}$.

We also shown that the formal solution allow to write directly well defined solutions. The divergences can be understood in several way, the more physical corresponding to the mass conservation imposing a flow at $+\infty$. The nondefinitions coming from $\mathrm{k}_{\mathrm{x}}, \mathrm{k}_{\mathrm{y}}, \mathrm{K}$, or 0 just tell us to substract the simple solutions in $\sin \left(k_{x} x\right), \sin \left(k_{y} y\right), \sin \left(k_{x} x\right) \cdot \sin \left(k_{y} y\right)$, or constant flow. After this, the solution is well defined, and, in the infinite case, one can check that $\theta_{x} \rightarrow 0$ when aproaching the wall. Simple reasonements with the mass conservation gives also by two different ways the shape of the flow.
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## III DISSIPATION

With the approximation of a surface which is simply the product of two sines or cosines, we have seen in § 13.2 that

$$
\lambda=\sqrt{v \omega} \frac{\omega^{2}}{\left[g+\gamma K^{2}\right]} \frac{21}{L_{x} L_{\gamma}} \int_{W S}(\nabla \theta)^{2} d s .
$$

We just have to compute the integral for the different solutions above. For this, we just have to know the same integrals:

$$
\begin{aligned}
& \int_{0}^{L} \sin (k x)^{2} d x=\int_{0}^{L} \cos (k x)^{2} d x=\frac{L}{2} \\
& \int_{0}^{H}\left(\frac{\operatorname{ch}(K z)}{\operatorname{sh}(\mathrm{KH})}\right)^{2} d z=\frac{1}{2}\left[\frac{\operatorname{ch}(\mathrm{KH})}{\mathrm{K} \operatorname{sh}(\mathrm{KH})}-\frac{\mathrm{H}}{\operatorname{sh}(\mathrm{KH})^{2}}\right] \\
& \int_{0}^{H}\left(\frac{\operatorname{sh}(\mathrm{Kz})}{\operatorname{sh}(\mathrm{KH})}\right)^{2} \mathrm{dz}=\frac{1}{2}\left[\frac{\operatorname{ch}(\mathrm{KH})}{\mathrm{K} \operatorname{sh}(\mathrm{KH})}+\frac{\mathrm{H}}{\operatorname{sh}(\mathrm{KH})^{2}}\right]
\end{aligned}
$$

We will present only few exemples, as the computation for each case is always the same.

## 1First houndary condition

From § II 1.2 we know that the surface $f=\cos (k x x) \cos (k y y)$
and that $\theta=\frac{\operatorname{ch}(K z)}{K \operatorname{sh}(K H)} \cos \left(k_{x} x\right) \cos \left(k_{y} y\right)$.
One obtains, after a few algebra, and adding the contributions of the bottom and the four side walls:

$$
\begin{aligned}
\int_{W S}(\nabla \theta)^{2} d s= & \frac{1}{2}\left[L_{x}\left(\frac{k_{x}}{K}\right)^{2}+L_{y}\left(\frac{K_{y}}{K}\right)^{2}\right]\left[\frac{\operatorname{ch}(K H)}{K \operatorname{sh}(K H)}+\frac{H}{\operatorname{sh}(K H)^{2}}\right] \\
& +\frac{1}{2}\left(L_{x}+L_{y}\right)\left[\frac{\operatorname{ch}(K H)}{K \operatorname{sh}(K H)}-\frac{H}{\operatorname{sh}(K H)^{2}}\right] \\
& +\frac{L_{x}}{2} \frac{L_{y}}{2} \frac{2}{\operatorname{sh}(K H)^{2}}
\end{aligned}
$$

There is only one term depending on $k_{x}$ and $k_{y}$, but this just comes from a difterent weigth on the different size of the lateral walls. This is a linear dependance:

(1) dissipates more than (1) which disspates more than (3) But this effect desappear in a squarre cell, as one then obtain :

$$
\begin{aligned}
\int_{W}(\nabla \theta)^{2} d s= & \frac{L}{2}\left[\frac{3 \operatorname{ch}(K H)}{K \operatorname{sh}(K H)}+-\frac{H}{s . .} \overline{I)^{2}}\right] \\
& +\frac{L^{2}}{2} \frac{1}{\operatorname{sh}(K H)^{2}}
\end{aligned}
$$

So

$$
\begin{aligned}
& \lambda=\sqrt{v \omega} \frac{1}{L^{2}}\left[\frac{L}{2}\left[3-\frac{\mathrm{K} \operatorname{ch}(\mathrm{KH})}{\operatorname{ch}(\mathrm{KH}) \operatorname{sh}(\mathrm{KH})}\right]+\frac{\mathrm{L}^{2}}{2} \frac{\mathrm{~K}}{\operatorname{ch}(\mathrm{KH}) \operatorname{sh}(\mathrm{KH})}\right] \\
& \sim \sqrt{v \omega} \mathbb{3} \text { when } K H * 1 \text { in. } \omega * 1 \\
& \sim \sqrt{v \omega} 1\left(\frac{2}{L}+\frac{1}{2 H}\right) \quad \text { when } K H * 1 \text { ifc. } \omega * 1
\end{aligned}
$$

In fact, one sees that the dissipation is principally due to the friction at the lateral wall, which is always important (term in 1/L), except at small frequencies, where the friction at the bottom becomes comparable. One also sees the general expression of the dissipation in $\sqrt{v \omega}$, i.e. its increase with frequency.

## 2. Second boundary condition

## 2,1 Bidimensionnal case withūut bottom

As the simple solution has no tangential velocity at the lateral wall, all the dissipation comes from the correction flow, the form of which is :


So $\int_{\infty}^{0} w^{2} d z=\frac{1}{K}+\int_{-\infty}^{K} \frac{1}{z^{2}} d z \sim \frac{1}{K}$
which is surprisingly exactly the same contribution than the proceeding case!

### 2.2 Step (wall with bottom)

This case is more physical as it allow a tangential flow in both directions :


At the lateral wall, from the proceeding solution, we found
$w=\sin (k y y) \frac{2}{\pi} \int_{0}^{+\infty} \frac{k x}{k x^{2}-r^{2}}\left[\frac{\operatorname{sh}(q z)}{\operatorname{sh}(q H)}-\frac{\operatorname{sh}(K z)}{\operatorname{sh}(K H)}\right] d r$
As we are interested in its dependence on $k_{x}, k_{y}$ and $K$, we adimensionalize this integral by expressing it as a function of $u=\frac{g}{K}=\frac{\sqrt{k_{x}^{2}+r^{2}}}{k}$. Thus .
$w=\frac{k_{x}}{K} \sin \left(k_{y} y\right) f\left(K z ; \frac{k_{y}}{K}\right)$
with $f\left(K z ; \frac{k_{y}}{K}\right)=\frac{1}{\pi} \int_{\frac{k_{y}}{K}}^{+\infty} \frac{1}{1-u^{2}}\left[\frac{\operatorname{sh}(K z u)}{\operatorname{sh}(K H u)}-\frac{\operatorname{sh}(K z)}{\operatorname{sh}(K H)}\right] \frac{u}{\sqrt{u^{2}-\left(\frac{K_{y}}{K}\right)^{2}}} d u$.
We think that fdoes not depend to much in $\frac{k_{y}}{K}$ as it varies only in $] 0,1$ [.
In the same way, one oblains:
$V=\frac{L_{g}}{K} \frac{k_{y}}{K} \cos \left(k_{y} y\right) g\left(K z ; \frac{K_{y}}{K}\right)$
with $g\left(K z ; \frac{K_{y}}{K}\right)=\frac{1}{\pi} \int_{\frac{K_{y}}{K}} \frac{1}{1-u^{2}}\left[\frac{\operatorname{ch}(K z u)}{u \operatorname{sh}(K H u)}-\frac{\operatorname{ch}(K z)}{\operatorname{sh}(K H)}\right] \frac{u}{\sqrt{u^{2}-\left(\frac{K_{y}}{K}\right)^{2}}} d u$.
So one can write directly the geometrical factor corresponding to the jaterai waii :

$$
\int_{\text {Lat }}(\nabla \theta)^{2} \mathrm{ds}=\frac{\mathrm{L}_{y}}{2 K}\left[\left(\frac{k_{x}}{\mathrm{~K}}\right)^{2} \mathrm{~F}\left(\mathrm{KH} ; \frac{\mathrm{K}_{y}}{\mathrm{~K}}\right)+\binom{\mathrm{k}_{x}}{\mathrm{~K}}^{2}\left(\frac{k_{y}}{K}\right)^{2} \mathrm{G}\left(\mathrm{KH} ; \frac{k_{y}}{K}\right)\right]
$$

with $F\left(K H ; \frac{K_{Y}}{K}\right)=\int_{0}^{H} f^{2} d K z$
and $G\left(K H ; \frac{K_{y}}{K}\right)=\int_{0}^{H} g^{2} \mathrm{dKz}$
For the bottom, one found a similar structure for this geometrical factor:

$$
\int_{\text {Botiom }}(\nabla \theta)^{2} d s=\frac{L_{x} L_{y}}{K^{2}}\left[\left(\frac{k_{x}}{K}\right)^{2} f^{\prime}\left(K H ; \frac{k_{y}}{K}\right)+\left(\frac{k_{x}}{K}\right)^{2}\left(\frac{k_{y}}{K}\right)^{2} g^{\prime}\left(K H ; \frac{k_{y}}{K}\right)+\left(\frac{k_{y}}{K}\right)^{2} g^{\prime \prime}\left(K H ; \frac{k_{y}}{K}\right)\right]
$$

with

$$
\begin{aligned}
& \mathrm{f}^{\prime}\left(\mathrm{KH} ; \frac{\mathrm{K}_{y}}{\mathrm{~K}}\right)=\left[\begin{array}{l}
\frac{1}{\operatorname{sh}(\mathrm{KH})^{2}}+\frac{1}{\pi} \int_{\frac{k_{y}}{K}}^{+\infty} \frac{1}{\left(1-u^{2}\right)^{2}}\left[\frac{1}{u \operatorname{sh}(\mathrm{KHu})}-\frac{1}{\operatorname{sh}(\mathrm{KH})}\right]^{2} u \sqrt{u^{2}-\left(\frac{k_{y}}{K}\right)^{2}} \mathrm{du} \\
\mathrm{~g}^{\prime}\left(\mathrm{KH} ; \frac{\mathrm{K}_{y}}{\mathrm{~K}}\right)=\frac{1}{\pi} \int_{\frac{k_{y}}{K}}^{+\infty} \frac{1}{\left(1-u^{2}\right)^{2}}\left[\frac{1}{u \operatorname{sh}(\mathrm{KHu})}-\frac{1}{\operatorname{sh}(\mathrm{KH})}\right]^{2} \frac{u}{\sqrt{u^{2}-\left(\frac{k_{y}}{K}\right)^{2}}} d u \\
g^{\prime \prime}\left(\mathrm{KH} ; \frac{k_{y}}{\mathrm{~K}}\right)=\frac{1}{\operatorname{sh}(\mathrm{KH})^{2}}
\end{array} .\right.
\end{aligned}
$$

One can notice that the terms in $1 / \mathrm{sh}^{2}$ comes from the simple solution.
This structure of the dissipation can be found with the remark that the correction flow is created only to compensate the flow of the simple solution through the wall :


With $h=h \sin \left(k_{x} x\right) \sin \left(k_{y} y\right) e^{i \omega x}$
it gives $\phi^{0} \sim \frac{\omega h}{K} ;$ so $U^{0} \sim \omega h \frac{k_{x}}{K}$. Thus for the correction flow we have :
$\phi^{\prime} \sim \omega h \frac{k_{x}}{K^{2}} ;$ so $U^{\prime} \sim \omega h\left(\frac{k_{x}}{K}\right)^{2}, V^{\prime} \sim \omega h \frac{k_{x} k_{y}}{K^{2}}$, and $W^{\prime} \sim \omega h \frac{k_{x}}{K}$.
And thus one found the structure.
But in fact, the passage from $U^{0}$ to $\phi^{\circ}$ is not so simple, and this is where the factors $f, g, F, G, f, g^{\prime}$ come from.

In this tridimensionnal case, the dissipation at the bottom also desappears at high frequency, as the correction flow does not go to infinity.

### 2.3 Square cell and corner

A first approximation for the comer would consist in adding at the dissipation due to two steps the dissipation due to a first approximation of the correction flow :

with the mass conservation, we found that $U \sim \frac{1}{k_{x} k_{y}} \frac{1}{R H}$.
One must note its strange divergence for $\mathrm{k}_{\mathrm{x}}$ or $\mathrm{k}_{\mathrm{y}}$ going to zero.
For a square cell, which is in reality our principal interest, a first aproximation consist to take the dissipation given by the sum of four steps:


This gives:

$$
\begin{aligned}
\int_{W S}(\nabla \theta)^{2} d s=\frac{L}{K}[ & \left(\frac{k_{x}}{K}\right)^{2} F^{\prime}\left(K H ; \frac{k_{y}}{K}\right)+\left(\frac{k_{y}}{K}\right)^{2} F^{\prime}\left(K H ; \frac{k_{x}}{K}\right) \\
& \left.+\left(\frac{k_{x}}{K}\right)^{2}\left(\frac{k_{y}}{K}\right)^{2}\left[G^{\prime}\left(K H ; \frac{k_{y}}{K}\right)+G^{\prime}\left(K H ; \frac{k_{y}}{K}\right)\right]\right]
\end{aligned}
$$

This expression has two terms, the first one is nearly symmetric in $k_{x}$ and $k_{y}$, and the second is in $k_{x} k_{y}$. The sum also diminuish the small dependence of $F^{\prime}$ and $G^{\prime}$ in $k_{x}$ and $k_{y}\left(u=\left(\frac{k_{x}}{K}\right)^{2}\right)$ :



Thus the sharpe of the final solution is:

and


This is exactly the kind of dependence observed experimentally in a square cell.
A better aproximation of a square cell would be to consider it as the sum of four comers. Now the corection of one comer to two step gives a term in $\frac{1}{k_{x^{2} k y^{2}}^{2}}$ :


So the final solution would be like :


This shape explain that there would be a optimum aspect reatio, and perhaps explain the fact that at high frequency, one preferentially observes modes with a given small aspect ratio near $1 / 6$.

## 4 conclusion

As a conclusion for this last part, it apears to be quite simple to compute directly the dissipation term of the amplitude equation. With the usual boundary condition, it does not give any dependence, except the trivial rectangular one, on $\mathrm{k}_{\mathrm{x}}$ and $\mathrm{k}_{\mathrm{y}}$.

On the contrary, the new boundary condition gives the observed dependences, and this can be explain simply by the fact that the dissipation is due to the corection flow needed to compensate the flow through the wall of the usual solution.

The last result is very interesting as it could explain the shape of the modes in a very large cell, only by the selection from the dissipation.

## CONCLUSION

Some experiments were performed with a simple boundary condition which consist to pin the free surface at the edge of the lateral walls. But it appears to give strange dependence of the eigen frequencies and dissipations of the eigen modes on the aspect ratio $\frac{\mathrm{k}_{x}}{\mathrm{~K}_{y}}$.

By first looking at the structure of the problem, we shown that we need, and only need, to solve the inviscid problem with this new boundary condition ; and we shown how to found the real cocficients of the amplitude equation from the energy equation derived from Navier-Stokes. Especially we expressed simply the disipation $\lambda$ only as a function of the geometry of the inviscid flow at the cell walls.

In a second part we found a formal solution for the inviscid problem, and how to found more and more accurate aproximations for the free surface and eigen frequencies. Benjamin \& Scott used a similar aproach, but by using a variationnal method they found more accurate eigen frequencies but lose all information on the free surface and on the flow. We shown also how from the formal solution to write well defined solutions for the flow with physical arguments derived from the mass conservation. These interpretations allow us to found the shape of the flow.

Finnally we used these results to found the dissipation in a closed cell, and shown how the structure of the flow near the wall explain the experimental dependences. It can also prediets the shape of the modes in the limit of a very large cell, just before chaotic behaviors.

## Extensions of this work

We will study in more details the surface and the dispertion relation. We would like also to compute the dissipation in a square cell.

It would be also interesting to look at the derivation of the nonlinear real terms of the amplitude cquation, still from the energy equation.
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# Rotating Rayleigh-Bénard Convection with Fixed Flux Bomndaries 

Timothy E. Dowling<br>California Institute of 'lechology

## I. Introduction

Convection between two horizontal plane boundaries, known as Rayleigh-Bénard convection, has been extensively studied for the case of fixed temperature (perfectly conducting) boundarics. The opposite extreme is the case of fixed heat flux (perfectly insulating) boundaries, and this problem has been taken up in recent years (el., Sparrow, Goldstein, and Jonsson, 1904; Ilurle, Jakeman, anil Pike, 1967; Clinpman and Proctor, 1980; Depassier and Spiegel, 1982). One significant distinction between the two extremes is the value of the horizontal wavenumber for the onsel of convection, $k_{c}$. In the case of fixed temperature boundaries $k_{c}$ is larger than zero, but in the case of fixed flux boundaries $k_{c}$ is zero (ie., convection with infinite horizontal wavelength). We have extended the study of convection with fixed flux boundaries to the geophysically important case of a rotating system.

After describing the plysical system and governing equations, we briefly review below the effects of varying the thermal boundary condition on the nonrotating case, and the effects of rotation on the case of fixed temperature boundaries. It will be seen that rotation introduces several new effects, including a tendency to increase $k_{c}$ and the introduction of a second mode of convection arising from inertial oscillations, known as overstability. Two important questions then are these: What strength of rotation is required to make $k_{c}$ bigger than zero for the fixed flux problem, and what strength of rotation is required for overstability? We study the linear problem, beginning with a small $k$ analysis, which in particular will answer the former question. Next, we use a variational technique to study the system for all $k$. We will make a brief remark on the nonlinear problem, and then summarize our conclusions and point to future work.

## II. Physical System and Governing Equations

The configuration to be examined is sketched in Fig. 1. We consider a Boussinesq fluid with kinematic viscosity $\nu$, thermal diffusivity $\kappa$, and coefficient of thermal expansion $\alpha$, confined between two horizontal plane boundaries separated by a vertical distance $d$. The Boussinesq approximation is not ideal for $k_{\mathrm{c}}=0$ systems because fluid which travels a great
horizontal distance may crentually see a significant cliange in density. More specifienily, the Boussinesq and shallow-layer approximutions do not commule (cf., Depassier and Spiegel, 1082). For this first pass we will nevertheless assume that density variations are only important when multiplied by g. (An extreme example of a non-Boussinesy, fixed llux (zero flux) syslem is bioconvection (ef., Childress, Levnndowski, Ind Spiegel, 19i5).)

The heat equation for the fluid is

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+v \cdot \nabla\right) I=\kappa \nabla^{2} T \tag{1}
\end{equation*}
$$

where ' $I$ ' is the temperature and $v=(u, v, w)$ is the velocity. An adverse temperature gradient $\partial T / \partial z=-\beta$ is held fixed on the boundaries. It is customary to deline a new variable $\theta$ by $I=I_{0}-\beta z+\theta$, which yields

$$
\begin{equation*}
\left(\frac{\partial}{\partial l}+v \cdot \nabla\right) \theta-\beta w=\kappa \nabla^{2} \theta \tag{2}
\end{equation*}
$$

The thermal boundary condition becomes

$$
\begin{equation*}
\frac{\partial \theta}{\partial z}=0, \quad== \pm \frac{1}{2} d . \tag{3}
\end{equation*}
$$

The continuity equation is

$$
\begin{equation*}
\nabla \cdot v=0 \tag{1}
\end{equation*}
$$

and the momentum equation for this rotating system is

$$
\begin{equation*}
\left(\frac{\partial}{\partial l}+v \cdot \nabla\right) v+f \hat{z} \times v=-\frac{1}{\rho_{0}} \nabla p+g \alpha \theta \hat{z}+\nu \nabla^{2} v . \tag{5}
\end{equation*}
$$

We nondimensionalize by redefining variables as follows: $v \rightarrow \kappa / d v, p \rightarrow \rho_{0} \kappa^{2} / d^{2} p$, $t \rightarrow d^{2} / \kappa \ell, x \rightarrow d x, \theta \rightarrow d \beta \theta, f \rightarrow \kappa / d^{2} f$. The equations become

$$
\begin{gather*}
\left(\frac{\partial}{\partial t}+\mathrm{v} \cdot \nabla\right) \theta-w=\nabla^{2} \theta  \tag{6}\\
\nabla \cdot \mathrm{v}=0  \tag{7}\\
\left(\frac{\partial}{\partial t}+\mathrm{v} \cdot \nabla\right) \mathrm{v}+f \hat{\mathrm{z}} \times \mathrm{v}=-\nabla p+\sigma R \theta \hat{\mathrm{z}}+\sigma \nabla^{2} \mathrm{v} \tag{8}
\end{gather*}
$$

where the Rayleigh and Prandtl numbers are defined as

$$
\begin{equation*}
R \equiv \frac{g \alpha \beta d^{4}}{\kappa \nu}, \quad \sigma \equiv \nu / \kappa \tag{9}
\end{equation*}
$$

We will focus on free slip boundaries, for which

$$
\begin{equation*}
w, \frac{\partial u}{\partial z}, \frac{\partial v}{\partial z}, \frac{\partial^{2} w}{\partial z^{2}}=0, \quad \text { on }== \pm+\frac{1}{2} . \tag{10}
\end{equation*}
$$

We examine the onset of convection by determining the marginal curve $R(k)$ for which $\partial / \partial t \geq 0$ (stationary convection) and $\partial / \partial t=i \omega$ (overstability, defined in Sec. IV below). For values of $n$ above the margimal curve the system convects. 'Xhe minimm value of $n$ on the marginal curve is denoted $R_{s}$, and the corresponding wavenumber is denoted $k_{c}$. lience initially convection oecurs with wavenumber $k_{e}$. We are atter how $n_{c}$ and $k_{c}$ vary witl rotation.

## III. Nomrotating: Effect of 'Nhermal Boundaries

Before proceeding to rotating systems, we will examine the elfect of varying the thermal boundary condition from the fixed temperature case to the fixed flux case. A useful reference is the treatment by IIurle, Jakeman, and Pike (1007). They denote the dilfusivities of the solid boundary and interior fluid by $\kappa_{s}$ and $\kappa_{F}$, respectively. We will in addition deline the corresponding thermal conductivitios to be $K=\rho C_{p} \kappa$, where $C_{p}$ is the heat capacity. The ratio of conductivitics $K_{S} / K_{F}$, sometimes called the 'Diot number' (Sparrow, Goldstcin, and Jonsson, 1964; Proctor, 1081), ranges from infinity to zero as we pass from the fixed temperature ease to the fixed flux case. To see this, note that at the interface between the boundary and fluid, we must have continuity of heat flux:

$$
\begin{equation*}
K_{S} \frac{\partial}{\partial z} \theta_{S}=K_{F} \frac{\partial}{\partial z} \theta_{F} . \tag{11}
\end{equation*}
$$

Thus in the limit $K_{S} / K_{F}=0$ (or $\kappa_{S} / \kappa_{F}=0$ ) we get the boundary condition $\partial \theta / \partial z=0$. [Note: Both Hurle, Jakeman, and Pike (1967) and Proctor (1981) have apparently confused thermal diffusivity $\kappa$ with thermal conductivity $K$ in their equations for continuity of heat flux. This means their expressions involving finite Biot number are numericaily correct only when $\left(\rho C_{p}\right)_{S}=\left(\rho C_{p}\right)_{F}$, which is not generally the case.]

The dependence of marginal stability on $\kappa_{S} / \kappa_{F}$, as calculated by Hurle, Jakeman, and Pike, is shown in Fig. 2. These curves are for rigid (no-slip) boundaries, but there is no qualitative difference with the free-slip case we are studying. In Fig. 2(a) the marginal $R(k)$ curves are shown for various $\kappa_{S} / \kappa_{F}$, and it may be seen that $R_{c}$ and $k_{c}$ both decrease with decreasing $\kappa_{S} / \kappa_{F}$. As mentioned above, $k_{c}=0$ for the case $\kappa_{S} / \kappa_{F}=0$. Fig 2(b) shows $R_{c}$ and $\lambda_{c}$ as explicit functions of $\kappa_{S} / \kappa_{F}$, with their valucs for the fixed flux limit
denoted by dotted lines. The value of $R_{\mathrm{c}}$ ranges from 1707.5 to 0 ! $=720$ for the rigidboundary case, and from $27 \pi^{t} / 4=657.5$ to $5!=120$ for llie frec-boundary case. We will be required to recover the value $R_{e}=120$ from our results of Sec. $V$ below in the limit of no rotation.
IV. Rotating: Whe Case of Fixed Temperature Boundaries

Rotation adds three important new effects to the convecting system. Firstly, for very strong rotation, the 'laylor-Proudman theorem applics and $0 / 0=0$ away from the boundaries; that is, vertical motions are inhibited in the interior. Thus, we expeet $R_{\mathrm{c}}$ to increase with f. Secondly, a rotating fluid allows inertial oscillations. 'Thermal dissipation causes a parcel to return after one half-oscillation with a temperature dilferent than its starting emperature. 'This can lead to growing oscillations, called overstability (or vibrational instability), and is a new, competing mode of convection. Thirdly, the Cloriulis force deflects horizontal motions, and we therefore expect $k_{c}$ to inerease with $f$.

An excellent source for our purposes is Chandrasckhar (1901), from which most of what follows in this section will be drawn. An asymplotic treatment for harge rotation is given in Ileard and Veronis (1071), who deal with the question of viscous and thermal boundary layers. We will generally be examining rotation small enough so that the entire laycr of fluid is an Ekman layer (ie., friction and Coriolis forces are cqually important).

The case of frec-slip boundaries is casy (Chandrasckhar, 1961), and leads to the following expression for marginal stability:

$$
\begin{equation*}
R=\frac{1}{k^{2}}\left[\left(\pi^{2}+k^{2}\right)^{3}+\pi^{2} T\right] \tag{12}
\end{equation*}
$$

where the Taylor number $T$ is $(f / \sigma)^{2}$ in nondimensional variables or $\left(f d^{2} / \nu\right)^{2}$ in dimensional variables.

The marginal curve $(\partial / \partial t=0)$ for $T=10,000$ is shown in Fig. 3 , and is labeled 'convection.' The remaining curves are for the marginal state leading to overstability $(\partial / \partial t=i \omega)$, and are labeled by Prandtl number $\sigma$. Note that all curves go to infinity for small $k$. Figure 4 shows that $R_{c}$ and $k_{c}$ increase with increasing rotation, as expected. The overstablility curves are for $\sigma=0.025$, which is the Prandtl number for mercury.

We have briefly reviewed linear Rayleigh-Benard convection theory, and now move on to the new problem of fixed flux boundaries in a rotating system.
i) Small $k$ Analysis

We linearize the system about $v, \theta=0$. The heat equation, eq. ( 0 ), becomes

$$
\begin{equation*}
\frac{\partial \theta}{\partial t}-w=\nabla^{2} \theta . \tag{13}
\end{equation*}
$$

We perform the stamdard operation of applying $\dot{z} \cdot \nabla \times$ and $\dot{z} \cdot \nabla \times \nabla \times$ to the momentum equation, eq. ( 8 ), which yichls

$$
\begin{gather*}
\frac{\partial C}{\partial t}-\int \frac{\partial w}{\partial z}=\sigma \nabla^{2} \zeta_{1}  \tag{14}\\
\frac{\partial}{\partial l} \nabla^{2} u=\sigma R \nabla_{A}^{2} \theta+\sigma \nabla^{4} w-\int \frac{\partial \zeta}{\partial z} \tag{15}
\end{gather*}
$$

where $\zeta \equiv \hat{z} \cdot \nabla \times v$. Nexl, we make a normal mode expansion will $0 / O \ell \rightarrow \Delta, 0 / 0=\equiv D$, and $\nabla^{2} \rightarrow D^{2}-k^{2}$. The $=$ dependenees of the three dependent variables $\theta, \zeta$, and $t=$ will be denoted $\theta(z), Z(z)$, and $W(=)$. The eqquations become:

$$
\begin{gather*}
\left(D^{2}-k^{2}-s\right) \theta=-W_{1}  \tag{16}\\
\left(D^{2}-k^{2}-\frac{1}{\sigma} s\right) Z=-T^{1 / 2} D W  \tag{1i}\\
\left(D^{2}-k^{2}\right)\left(D^{2}-k^{2}-\frac{1}{\sigma} s\right) W=I^{1 / 2} D Z+R k^{2} \theta \tag{18}
\end{gather*}
$$

We will do an asymptotic expansion with $k^{2}$ as the small parameter, for the $s=0$ (stationary convection) case. Expand in $k^{2}$ :

$$
\begin{gather*}
\theta=\theta_{0}+k^{2} \theta_{2}+k^{4} \theta_{4}+\ldots,  \tag{19a}\\
Z=k^{2} Z_{2}+k^{4} Z_{4}+\ldots,  \tag{196}\\
W=k^{2} W_{2}+k^{4} W_{4}+\ldots,  \tag{19c}\\
R=R_{0}+k^{2} R_{2}+\ldots \tag{19d}
\end{gather*}
$$

We leave out $W_{0}$, which may be seen to be zero for $\theta=O(1)$ by integrating eq. (16) from $z=-1 / 2$ to $+1 / 2$, and applying the boundary conditions. That $Z_{0}$ is zero follows from a similar argument.

We are seeking $R_{0}(T)$ and $R_{2}(T)$. The critical $T=T_{c}$ where $R_{2}$ goes negative will mark the strength of rotation necessary to move $k_{c}$ off of,zero. The boundary conditions have become: $D \Theta, D Z, W$, and $D^{2} W=0$, on $z= \pm 1 / 2$. The $O(1)$ problem is simply

$$
\begin{equation*}
D^{2} \Theta_{0}=0 \tag{20}
\end{equation*}
$$

Thus $D \Theta_{0}$ is a constant, which must be zero by the boundary conditions. This implies that $\theta_{0}$ is constant, which may be taken to be one without loss of generality:

$$
\begin{equation*}
\theta_{0}=1 . \tag{21}
\end{equation*}
$$

In a nonlinear amalysis we would find at this point $\theta_{0}=\theta_{0}(x, y, t)$, and proceed to determine the 'planform' equation for $\theta_{0}$. 'The $O\left(k^{2}\right)$ equations are:

$$
\begin{gather*}
D^{2} \theta_{2}-\theta_{0}+1 W_{2}=0  \tag{22}\\
D^{2} Z_{2}+I^{1 / 3} D W_{2}=0,  \tag{23}\\
D^{4} W_{2}-T^{1 / 2} D Z_{2}-n_{0} \theta_{0}=0 \tag{24}
\end{gather*}
$$

Equation (23) may be immediately integrated and used to eliminate $Z_{2}$ in eq. (24). 'I'lis leads to an equation for $W_{2}$ :

$$
\begin{equation*}
D^{i} W_{2}+T W_{2}=R_{0} \tag{25}
\end{equation*}
$$

This is solved by

$$
\begin{equation*}
W_{2}=\frac{R_{0}}{T}(1+E(z)) \tag{26}
\end{equation*}
$$

where $E$ solves the homogeneous probiem, and satisfics $E=-1$, and $D^{2} E=0$ on $==$ $\pm 1 / 2$. Define $\alpha^{4}=-I$, and note that $\operatorname{Rc}\left(\alpha^{2}\right)=0$. Solving for $E$ yields

$$
\begin{equation*}
E=-\operatorname{Rc}\left(\frac{\cosh (\alpha z)}{\cosh (\alpha / 2)}\right) . \tag{27}
\end{equation*}
$$

The $O\left(k^{2}\right)$ solvability condition on cq. (22) is obtained by integrating over $z$ :

$$
\int_{-1 / 2}^{1 / 2} W_{2} d z=1
$$

which inplies

$$
\frac{R_{0}}{T}\left(1+\int_{-1 / 2}^{1 / 2} E(z) d z\right)=1
$$

thus yiclding

$$
\begin{equation*}
R_{0}=\frac{T}{1-\operatorname{Re}\left(\frac{2}{\alpha} \tanh \left(\frac{\alpha}{2}\right)\right)} \tag{28}
\end{equation*}
$$

For $T=0$, this expression gives $R_{0}=5!=120$, which is the correct value for zero rotation. Figure 5 shows $R_{0}$ vs. $x \equiv\left(T^{1 / 2} / 2\right)^{1 / 2}$ ( $2 x$ is the inverse Ekman layer thickness). Included in the figure is eq. (28) expressed in terms of the real variable $x$.

The $O\left(k^{2}\right)$ solutions are as follows:

$$
\left.\begin{array}{c}
W_{2}=\frac{R_{0}}{T}\left(1-\operatorname{Rc}\left(\frac{\cosh (\alpha z)}{\cosh (\alpha / 2)}\right)\right), \\
\theta_{2}=\theta_{2}(0)+\frac{1}{2}\left(1-\frac{R_{0}}{T}\right)\left(z^{2}-\frac{1}{4}\right)+\frac{R_{0}}{T} \operatorname{Re}\left(\frac{1}{\alpha^{2}} \cosh (\alpha=)\right. \\
\cosh (c / 2) \tag{31}
\end{array}\right), ~=I^{-1 / 2} R_{0} R_{c}\left(\frac{1}{\alpha} \frac{\sinh (\alpha z)}{\alpha \cosh (\alpha / 2)}-=\right) .
$$

For small $A$,

$$
\begin{gather*}
\mathrm{V}_{2} \sim 5\left(z^{4}-3 / 2 z^{2}+5 / 16\right),  \tag{32}\\
Z_{2} \sim-T^{1 / 2}\left(z^{5}-5 / 2 z^{2}+25 / 16 z\right), \quad \text { etc. } \tag{33}
\end{gather*}
$$

To get $R_{2}$, we must go to the $O\left(k^{4}\right)$ equations:

$$
\begin{gather*}
D^{2} \theta_{4}-\theta_{2}+W_{4}=0,  \tag{34}\\
D^{2} Z_{4}-Z_{2}+T^{1 / 2} D W_{4}=0,  \tag{35}\\
D^{4} W_{4}-2 D^{2} W_{2}-T^{1 / 2} D Z_{4}-R_{0} \theta_{2}-R_{2} \theta_{0}=0 . \tag{36}
\end{gather*}
$$

We use the $O\left(k^{2}\right)$ solutions above and eqs. (35) and (36) to get an equation for $W_{4}$ :

$$
\begin{equation*}
D^{4} W_{4}+T W_{4}=2 D^{2} W_{2}+T^{1 / 2} \int_{-1 / 2}^{x} Z_{2} d z+R_{0} \theta_{2}+R_{2} \Theta_{0} \tag{37}
\end{equation*}
$$

The solution for $W_{4}$ is

$$
\begin{equation*}
W_{4}=\frac{R_{0}}{T}\left\{-\frac{1}{2} \frac{R_{0}}{T}\left(z^{2}-\frac{1}{4}\right)+\Theta_{0}(0)+\frac{R_{2}}{R_{0}}-\frac{1}{4}\left(3+\frac{R_{0}}{T}\right) \operatorname{Rc}\left(\frac{1}{\alpha} \frac{z \sinh (\alpha z)}{\cosh (\alpha / 2)}\right)+\xi\right\}, \tag{38}
\end{equation*}
$$

where $\xi$ satisfies the homogeneous problem and the boundary conditions on $\mathrm{W}_{4}$. Solving for $\xi$ yields

$$
\begin{gather*}
\xi=\xi\left( \pm \frac{1}{2}\right) \operatorname{Re}\left(\frac{\cosh (\alpha z)}{\cosh (\alpha / 2)}\right)+D^{2} \xi\left( \pm \frac{1}{2}\right) \frac{1}{T^{1 / 2}} \operatorname{Im}\left(\frac{\cosh (\alpha z)}{\cosh (\alpha / 2)}\right),  \tag{39a}\\
\xi\left( \pm \frac{1}{2}\right)=-\Theta_{2}(0)-\frac{R_{2}}{R_{0}}+\frac{1}{16}\left(2-3 \frac{T}{R_{0}}+\frac{R_{0}}{T}\right),  \tag{39b}\\
D^{2} \xi\left( \pm \frac{1}{2}\right)=\frac{R_{0}}{T}+\frac{1}{4}\left(3+\frac{R_{0}}{T}\right) \operatorname{Re}\left(2+\frac{1}{2} \alpha \tanh (\alpha / 2)\right) . \tag{39c}
\end{gather*}
$$

The $O\left(k^{4}\right)$ solvability condition on eq. (34) is obtained by integrating over :=

$$
\begin{equation*}
\int_{-\frac{1}{5}}^{\frac{1}{2}} W_{4} d==\int_{-\frac{1}{2}}^{\frac{1}{2}} \theta_{2} d= \tag{40}
\end{equation*}
$$

Evaluation of eq. (40) leads to our expression for $R_{2}$ :

$$
\begin{align*}
R_{2}= & R_{0}\left\{\operatorname{Rc}(\alpha \operatorname{lanh}(\alpha / 2))\left(-\frac{1}{2} \frac{R_{0}}{T^{2}}+\frac{1}{2} \frac{R_{0}^{2}}{T^{2}}-\frac{1}{8} \frac{R_{0}}{T}\left(3+\frac{R_{0}}{T}\right) \frac{1}{T^{1 / 2}} \operatorname{lm}\left(\frac{2}{\alpha} \tanh (\alpha / 2)\right)\right)\right.  \tag{41}\\
& \left.+\frac{1}{4 S}\left(11+\frac{n_{0}}{T}-7 \frac{n_{0}^{2}}{T^{2}}-9 \frac{T}{R_{0}}\right)-\frac{3}{2} \frac{R_{0}}{T}\left(\frac{R_{0}}{T}+1\right) \frac{1}{T^{1 / 2}} I m\left(\frac{2}{\alpha} \operatorname{lanh}(\alpha / 2)\right)\right\}
\end{align*}
$$

The liniting value for $T=0$ is $\frac{\frac{3.19 n}{3, \cdot 11}}{}=23.61$ (cf., Chapman and Proctor, 1080). ('d'lie n in the denominator comes from the 11 -th power term in the series expansion for the tanh functions of eq. (37)!) We plot $R_{0}\left({ }^{\prime}{ }^{\prime}\right)$ and $R_{2}(X)$ vs. I' in Fig.(6). 'Ihe critical value of $T$ for which $R_{2}$ goes negative, and hence $k_{c}$ moves off zero, is $T_{c}=180.15$. This value corresponds to an Ekman layer thickness of about 0.2 . The fact that the complicated expressions for $R_{0}$ and $R_{2}$ yield nenrly perfectly straight lines is :atriguing, and sugecsts a simple and accurate approximate analysis exists for the problem.

## ii) Variational Estimate

We tried a small $k$ analysis for the $s=i \omega$ case, without much success. Instead, we move on now to a variational estimate of the marginal stability curve $R(k)$. The furctionad expression for $R$ derived below can be shown to be stationary for the case $s=0$, but has not been shown to be so for $s=i \omega$. For this case we treat our expression as a useful first (and only) estimate of $R$, whose accuracy is to be validated later, perhaps numerically.

We multiply eq. (18) by ( $\left.D^{2}-k^{2}-\frac{1}{\sigma} s\right) W$, and integrate. After some integrations by parts, we obtain the expression:

$$
\begin{equation*}
R=\frac{\int\left[\left(D^{2}-k^{2}-\frac{1}{\sigma} s\right) D W\right]^{2}+k^{2} \int\left[\left(D^{2}-k^{2}-\frac{1}{\sigma} s\right) W\right]^{2}+T \int[D W]^{2}}{k^{2}\left(\int[W]^{2}-s\left(1-\frac{1}{\sigma}\right) \int W \Theta-\left.\Theta D W\right|_{-1 / 2} ^{1 / 2}\right)} . \tag{42}
\end{equation*}
$$

Our trial function for $W$ will be the exact solution for the fixed temperature case:

$$
\begin{equation*}
W=\cos (\pi z) . \tag{43}
\end{equation*}
$$

Next, we find trial functions for $Z$ and $Q$ which satisfy cqs. (10) and (17), and the boundary conditions:

$$
\begin{gather*}
Z=-\frac{\pi I^{1 / 2}}{\pi^{2}+k^{2}+\frac{1}{6} s^{2}} \sin (\pi z)  \tag{414}\\
\theta=\frac{1}{\pi^{2}+k^{2}+s} \cos (\pi=)+\frac{b \pi}{\pi^{2}+k^{2}+s} \frac{\cosh (k=)}{k \cdot \sinh (k / 2)} \tag{15}
\end{gather*}
$$

The variable $b$ is oue for our fixed flux ease and zero for the fixed temperature case, and conveniently illustrates the effect of the thermal boundary condition.

Evaluating eq. (38) with the above trial functions yields our estimate for $\boldsymbol{n}$ :

$$
\begin{equation*}
n \simeq \frac{\left(x^{2}+k^{2}\right)\left(\pi^{2}+k^{2}+\frac{1}{c} s\right)^{2}+\pi^{2} T}{k^{2}+\frac{1 \pi^{2} 2 k}{\pi^{2}+k^{2}+\rho}\left(b\left(1-\frac{2\left(1-\frac{1}{2}\right)}{\pi^{2}+k^{2}}\right) \operatorname{coth}(k / 2)-\frac{k}{4 \pi^{2}} s\left(1-\frac{1}{\sigma}\right)\right)} . \tag{46}
\end{equation*}
$$

This expression is exact for $b=0$ and any $s$, since the trial functions are exact soiutions to that problem. Compare eq. (46) with $b, s=0$ to cq . (12). For the case $s=0$, cq . (46) estimates $R_{0}\left(T^{\prime}=0\right)=120.17$ and $T_{c}=179.3$, to be compared with the correct values of 120 and 180.15 , respectively.

If we now let $s=i \omega$ and separate eq. (42) into real and imaginary parts, we may find an expression for $\omega^{2}\left(q^{2} \equiv\left(\pi^{2}+k^{2}\right)\right.$ ):

$$
\begin{equation*}
\omega^{2} \simeq \frac{4 \pi^{2} b \operatorname{coth}(k / 2)\left\{q^{4}(2 \sigma+1)+\frac{\pi^{2} \gamma}{\sigma^{2}}(2 \sigma-1)\right\}+k\left\{q^{4}(\sigma+1)+\pi^{2} T(\sigma-1)\right\}}{4 \pi^{2} b \operatorname{colh}(k / 2)\left(2-\frac{1}{\sigma^{2}}\right)-q^{2} k \cdot \frac{1}{\sigma}(\sigma+1)} . \tag{47}
\end{equation*}
$$

For $b=0$, we recover the exnct solution for the fixed temperature case (cf., Chandrasekhar, 1961). For $\sigma \rightarrow 0, k=0$,

$$
\begin{equation*}
\omega^{2} \sim \sigma^{2}\left(T-\pi^{4}\right), \tag{48}
\end{equation*}
$$

implying $T>\pi^{4}=97.4$ for overstability. Thus.overstability can come in while $k_{c}$ is still zero. Figure 7 shows marginal $R$ vs. $k$ carves from this analysis. The solid curves are for stationary convection, and the dotted curves are for overstability. It is interesting to note that the limiting overstability curve for $\sigma=0$, which is independent of $T$, is just twice the stationary curve for $T=0$. For instance, the minimum possible $R_{c}$ for the onset of overstability is $R_{c}=240$.
iii) Remark on Noshinecr Probem

Chapman and Proctor (1980) have examinec ue $\mathbf{Z}-\mathrm{D}$ nonlinear problem for the case of fixed flux boundaries without rotation. The approach is to exploit the small $k$ nature of
the system in a manner similar to our analysis in Sce. Vi). As in the linear problem, the temperature perturbation does not depend on $z$ to first order, ic., $\theta_{0}=\theta_{u}(x, i)$. Chapman and Proctor ierive the following planform equation for $\theta_{0}$ (primes denote $\partial / \partial x$ ):

$$
\begin{equation*}
\frac{\partial \Theta_{n}}{\partial t}=A_{1} \Theta_{0}^{\prime \prime}+A_{2} \theta_{0}^{\prime \prime \prime \prime}+A_{3}\left(\theta_{0}^{\prime 3}\right)^{\prime}+A_{1}\left(\Theta_{0}^{\prime} \Theta_{0}^{\prime \prime}\right)^{\prime} \tag{40}
\end{equation*}
$$

We lave begun to loak at this problem with rotation. We find no new terms:

$$
\begin{equation*}
\frac{\partial \Theta_{0}}{\partial t}=B_{1}\left(X^{\prime}\right) \Theta_{0}^{\prime \prime}+B_{2}\left(T^{\prime}\right) \Theta_{0}^{\prime \prime \prime \prime}+B_{3}\left(T^{\prime}\right)\left(\Theta_{0}^{3}\right)^{\prime}+B_{4}\left(T^{\prime}\right)\left(\Theta_{0}^{\prime} \Theta_{0}^{\prime \prime}\right)^{\prime} \tag{50}
\end{equation*}
$$

However, the expressisus for the $B_{i}\left(X^{\prime}\right)$ rival the expression for $R_{2}\left(I^{\prime}\right)$, eq. (41). A numerical attack on this problem will prove useful.
VI. Conclusions

We have studied the linear problem of Rayleigh-Bénard convection in a rotating system with fixed flux boundaries. We find two critical rotation strenglhs, at Taylor number $T \simeq 100$ and $T \simeq 180$. The first corresponds to the advent of overstability and the second to the juint where $k^{2}$ moves off of zero for stationary convection. In other words, for $0 \leq T<100$, the system allows stationary convection with $k_{c}=0$. For $100<T<180$, we get stationary convection with $k_{c}=0$, or overstability, depending on the Prandll number $\sigma$. For $T>180$, we get stalionary convection with $k_{c}>0$ or overstability. Ciiven $T$, overstability comes in with $k_{c}=0$ for small $\sigma$ and $k_{c}>0$ for large $\sigma$.

The small $k_{c}$ nature of fixed flux convection may help explain why convection in the Earth's troposphere tencls to occur with a horizontal scale much greater than the vertical scale. If the thermal boundary conditions of a real physical system can be expressed asing the parameter $b$, then eqs. (46) and (47) should yield important information about the onsel of convection.

As mentioned in the beginning, $k_{c}=0$ systems should get a non-Boussinesp treatment, which will be the next phase of this project. In the nonlinear problem, the new effect of overstability due to rotation should prove to be very interesting. Also, the effects of shear in fixed flux convection remain to be explored.
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Fig. 1. The sotating Rayleigh-Benard conrection problem with fixed heat fux boundaries. Consider a Doussinesy fuid with kinematic viscosity $\nu$, thermal difusivity $\kappa_{1}$, and coeflicient of thermal expansion $\alpha$, confined letween two hotizontal plane boundaries separated by a vestical distance d. The vertical coordinate is $=$, and gravity $g$ acts in the the $-=$ direction. The systenn is sotating about the $=$ axis with angular frequency $\Omega=\int / 2$. An adverse temperature gradient $d T / d z=-\beta$ is held fixed on the boundaries, e.g. the thermal boundary condition specifics fixed fux (insulating) boundaries as opposed to fixed emperature (conducling) boundaries.


Fig. 2. Dependence' of the condition of marginal stability on the thermal boundary condition. (for the case of rigid boundaries). The thermal diffusivities of the solid boundary and interior fluid are denoted by n s and $K_{F}$, respectively. [See note on themal diffusivity $\kappa$ versus thenmal conductivity $K$ in text.] Fixed tenuperature and tixed fux boundaries (our case) correspond to infuite and sero $\mathrm{ks}_{5} / \kappa_{5}$, respectively. (a) Marginal Rayleigh number $R$ vs. horisontal wavenumber $k_{1}$ for various values of $\kappa_{s} / \kappa_{p}$. For the case $\kappa_{s} / \kappa_{F}=0$, the onset of convection occurs at $k_{c}=0$ (eg., infinite horisontal wavelengelh). (b) The critical Rayleigh number for the onset of convection $R_{c}$, and the corresponding wavenumber $k_{c}$, vs. $\kappa_{s} / \kappa_{F}$. The liniting values for $\kappa_{s} / \kappa_{F}$ tending to sero are indicaled by the dotted lines (note the break in the abscissa). This figure is adapled from Illurle, Jakeman and Pike (1967).


Fig. 3. Marginal $R$ vs. $\boldsymbol{k}^{\mathbf{2}}$, for the case of fixed temperature, free slip boundaries in a rotating system. The strength of the rotation is denoted by the Taylor number $T=\left(f d^{2} / \nu\right)^{3}$, and is equal to 10,000 in this figure. The single curve marked 'convection' is the marginal curve for the onset of stationary convection. Rotation introduces inertial oscillations and the possibility of a second mode of convection, called overstability (or vibrational instability). The marginal curves for overstability are included aud labeled by the Prandil number $\sigma$. This figure is adapled from Chandrasekhar (1901).


Fig. 4. Dependence of the condition of marginal stability on the strength of rotation, for the case of fixed temperature, free slip boundaries. (a) $R_{c}$ vs. $T$ for stationary convection and overstability. (b) $k_{c}$ vs. $T$ as above. This figure is adapted from Chandracelhar (1961).


Fig. 5. Marginal Rayleigh number at $k=0, R_{0}$, vs. $x=\left(T^{1 / 2} / 2\right)^{1 / 2}$ for fixed nux, free slip boundaries. The expression for $R_{0}$ written in terins of the real variable $x$ is included.


Fig. 6. $R_{0}$ and $R_{2}$ v. $T$ for the cane of fixed fux, free alip boundaries. Note $R(k, T)=R_{0}(T)+k^{2} R_{2}(T)+$ $O\left(k^{4}\right)$. For rotation atronger than $T_{c}=180.15, R_{c}$ occurs at $k$ greater than zero. Although the solutions for $R_{0}$ and $R_{2}$ are complicated expressions, they produce curver which are virtually indistinguishable from straight lines (the zurves here are drawn straight, but difer from the actual solutions by about the line width).


Fig. 7. Marginal $R$ vs. $k$ for the case of fixed flux, free slip boundaries in a rolating system. (a) The solid curves are the marginal $R(k)$ for the oliset of stationary convection, and are.labeled by $T$. The dolted curves are the marginal $R(k)$ for overstability estimated by eq. (46), for the case $T=1,000$, and are labeled by the Prandll number $\sigma$. (b) Same as above for the additional case. $T=10,000$. Note the rescaled ordinate.

# Low Frequency Oscillations in a Coupled Atmosphere- Ocean Model 

by<br>Mathew Maltrud<br>Scripps Institution of Oceanography

## INTRODUCTION

This study is an attempt to look at low frequency oscillations (of the order of 1 cycle per year) in a coupled tropical ocean-atmosphere model. Previous studies of this sort have been motivated mostly by a desire to produce oscillations that resemble the El Nino-Southem Oscillation (ENSO) phenomenon. Models of all ranges of complexity have been explored, ranging from inieractions restriced to only oceanic and atmospheric Kelvin waves (Lau, 1981), to numerical simulations of the shallow water equations (Anderson and McCreary, 1985), to simulations of the primitive equations (Cane and Zebiak, 1983). All of these studies found eastward propagating waves at low frequencies. This work is different from the others due to the use of a new atmospheric model proposed by Emanuel (1987). In addition, we will confine this work 10 a linear analysis.

## THE MODEL

The model chosen to represent the atmosphere in this study is that introduced by Emanuel (1987). This model was developed in an attempt to explain the $30-60$ day oscillation in the tropical atmosphere, invoking a wind-evaporation feedback mechanism that can support (linear) waves whose amplitudes grow exponentially with time. The momentum equations for this model, linearized about a mean zonal wind $\left(U_{\mathbf{a}}\right)$ on an equatorial $\beta$-plane, are:
$\frac{\partial u_{a}}{\partial t}+U \frac{\partial u_{2}}{\partial x}=-\frac{\partial \phi}{\partial x}+B y v_{a}-\frac{2 C_{D}}{h}\left|U_{a}\right| u_{z}$
$\frac{\partial v_{z}}{\partial t}+U_{2} \frac{\partial v_{z}}{\partial x}=-\frac{\partial \phi}{\partial y}-B y u_{a}-\frac{C_{D}}{h}\left|U_{2}\right| v_{z}$
In these equations, $u_{\mathrm{a}}$ and $\mathrm{v}_{\mathrm{a}}$ are the perturbation zonal and meridional velocities, respectively; $\phi$ is the perturbation geopotential; $B$ is the gradient of the coriolis parameter, $h$ is a boundary layer
scale height, and $C_{D}$ is the drag cocfficient since a bulk acrodynamic stress relation is assumed. The relevant thermodynamic equation for this system, linearized about a mean state of radiniveconvective equilibrium, is:
$\frac{\partial s}{\partial t}+U_{i} \frac{\partial s}{\partial x}=-\frac{C_{H}}{H} U_{a}\left(s_{b}-s_{s}\right)+\frac{C_{p}}{H}\left(S_{s}-S_{b}\right) \operatorname{sgn}\left(U_{a}\right) U_{11}$
In this equation, $S$ and $s$ are the mean and fluctuating components of the moist entropy ( $s=c_{p} \ln \varnothing_{c}$, where $c_{p}$ is the specific heat at constant pressure, and $\varnothing_{c}$ is the equivalent potential (emperature), with the subscripts $b$ and $s$ denoting the to; of the boundary layer and the ocean surface, respectively; $H$ is a tropospheric scale height, and $\mathrm{C}_{\boldsymbol{\sigma}}$ is the bulk acrodynamic iransfer coefficient for the entropy flux. Perturbation radiative effects have been ignored. To close the system, it is assumed that moist entropy fluctuations in the boundary layer control the temperature structure in the troposphere (this is essentially a convection parameterization) so that the geopotential can be related to the entropy via the hydrostatic relation. For details, the reader is referred to Emanuel (1987).

The model ocean is chosen to be a reduced gravity, shallow water system representing the dynamically active thermocline on top of a semi-infinite decp layer that is static (Anderson and McCreary, 1985). The mementum and continuity equations, linearized about a mean zonal current $\left(U_{0}\right)$, are: $\frac{\partial u_{0}}{\partial t}+U \frac{\partial u_{0}}{\partial x}=-g \frac{\partial h_{0}}{\partial x}+B y v_{0}+\tau^{x}$
$\frac{\partial v_{0}}{\partial t}+U_{0} \frac{\partial v_{0}}{\partial x}=-g \frac{\partial h_{0}}{\partial y}-B y u_{0}+\tau^{y}$
$\frac{\partial h_{0}}{\partial x}+U_{0} \frac{\partial h_{0}}{\partial x}=-d\left(\frac{\partial u_{0}}{\partial x}+\frac{\partial v_{0}}{\partial y}\right)$
In these equations, $u_{0}$ and $v_{0}$ are the perturbation velocities, $d$ and $h_{0}$ are the mean and fluctuating layer depths, respectively; $g$ is the reduced gravity, and $\tau^{x}$ and $\tau^{y}$ are mechanical stresses.

To close the full set of equations, and to introduce coupling between the ocean and the atmosphere, some more relations are needed. The positive stresses on the ocean are balanced by the drag on the atmosphere,
$\tau^{x}=2 C_{D} \operatorname{IU} \operatorname{lu}_{2}\left(\frac{\rho_{x}}{\rho_{w} d}\right)$
$\tau^{y}=C_{D} U_{a} V_{a}\left(\frac{\rho_{a}}{\rho_{w} d}\right)$
where $\rho_{a}$ and $\rho_{w}$ are the densities of air and water. At the sea surface, it can be shown that $d s_{s}=c_{p}\left(\frac{\Gamma_{d}}{\Gamma_{m}}\right) d\left(\ln T_{\sigma}\right)$
where $\Gamma_{d}$ and $\Gamma_{m}$ are the dry and $n x i s t$ adiabatic lapse rates, $c_{p}$ is the specific heat of air, and $T_{c}$ is the sea surface temperature (SST). This relation introduces a thermodynamic coupling in addition to the mechanical stress coupling. Two possible expressions for the SST are:
$T_{0}=\alpha h_{0}$
$\frac{\partial T_{o}}{\partial t}+U_{0} \frac{\partial T_{o}}{\partial x}+u_{o} \frac{\partial T_{m}}{\partial x}=0$
The first of the above expressions is an attempt to model SST fluctuations as due to upwelling, i.e., a shallowing of the thermocline results in colder water being forced to the surface. The second expression models the temperature as a passive tracer with a mean zonal gradient, $\partial \mathrm{T}_{\mathrm{m}} \partial \mathrm{x}$. Thus our complete set of equations is:
$\frac{\partial u_{z}}{\partial t}+U \frac{\partial u_{z}}{\partial x}=T_{b} E v \frac{\partial s}{\partial x}+B y v_{z}-\frac{2 C_{D}}{h} U U_{z} u_{z}$
$\frac{\partial v_{2}}{\partial t}+U_{a} \frac{\partial v_{2}}{\partial x}=T_{b} \varepsilon v^{\partial s}-B y u_{2}-\frac{C_{D}}{h}\left|U_{2}\right| v_{2}$
$\frac{\partial s}{\partial t}+U_{a} \frac{\partial s}{\partial x}=-\frac{C_{s}}{H} U_{z} \operatorname{lv}\left(s-s_{s}\right)+\frac{C_{s}}{H}\left(S_{s}-S_{t}\right) \operatorname{sgn}\left(U_{2}\right) u_{a}$

$$
\begin{aligned}
& \frac{\partial u_{0}}{\partial x}+U_{0} \frac{\partial u_{0}}{\partial x}=-g \frac{\partial h_{0}}{\partial x}+B y v_{0}+2 C_{D} I U_{2} u_{2}\left(\frac{\rho_{A}}{P_{w} d}\right) \\
& \frac{\partial v_{u}}{\partial x}+U_{0} \frac{\partial v_{0}}{\partial x}=-g \frac{\partial h_{0}}{\partial y}-B y u_{0}+C_{D} I U_{a} v_{a}\left(\frac{\rho_{a}}{\rho_{w} d}\right) \\
& \frac{\partial h_{0}}{\partial x}+U_{0} \frac{\partial h_{0}}{\partial x}=-d\left(\frac{\partial u_{0}}{\partial x}+\frac{\partial v_{0}}{\partial y}\right)
\end{aligned}
$$

and cither
$T_{0}=\alpha h_{0} \quad$ or $\quad \frac{\partial T_{0}}{\partial t}+U_{0} \frac{\partial T_{0}}{\partial x}+u_{0} \frac{\partial T_{m}}{\partial x}=0$
The system is nondimensionalized using the following scaling for dimensional variables denoted with an asterisk:
$x^{\bullet}=n_{0} x$
$y^{*}=A^{\mu \mu_{0}} B^{1 / 2} a_{0}^{1 / 2} y$
$i=a_{0}^{1 / 2} \Lambda^{-1 / 2} t$
$u^{\circ}=A^{12} a_{0}^{1 / 2} u$
$v=A^{3 \mu} B^{-1 / 2} a_{0}^{-1 / \mu} v$
$s^{\bullet}=a_{0} H^{+1} C_{p}\left(S_{s} S_{\gamma}\right) T$
$h_{0}^{*}=a_{0} \mathrm{Ag}^{-1} h_{0}$
$T_{0}^{*}=a_{0} A g^{-1} T_{0}$ for $T_{0}=\alpha h_{0}$
or
$T_{0}^{\cdot}=a_{0}\left(\frac{\partial T_{m}}{\partial x}\right) T_{0} \quad$ for $\quad \frac{\partial T_{0}}{\partial t}+U_{0} \frac{\partial T_{0}}{\partial x}+u_{0} \frac{\partial T_{m}}{\partial x}=0$
where $\mathrm{a}_{0}$ is the radius of the earth, and $\mathrm{A} \equiv \varepsilon \vee \mathrm{T}_{\mathrm{b}} \mathrm{H}^{-1} \mathrm{C}_{\phi}\left(\mathrm{S}_{\mathrm{s}}-\mathrm{S}_{\mathrm{b}}\right)$. Also, v is an order unity constant and $\varepsilon$, the atmospheric thermodynamic efficiency, is of order 0.1.

Since this a linear system, we will assume solutions of the form:
$u_{a}(x, y, t)=u_{a}(y) e^{(\sigma 1+i k x)}$
where $\sigma$ is complex and there are similar expressions for all six of the variables. Afeer substitutinn into the (nondimensionalized) equations, the system takes the following form: $(D+2 F) u_{x}=i k T+y v_{x}$ $\left(D+M v_{x}=P\left[\frac{d I}{d y}-y u_{2}\right]\right.$
$\left(D+F^{\prime}\right) T=F \Gamma \Gamma_{0}+u_{a} \operatorname{sgn}\left(U_{2}\right)$
$D^{\prime} u_{0}=-i k h_{0}+y v_{0}+2 Q u_{2}$
$D^{\prime} v_{0}=-P\left[\frac{d h_{0}}{d y}+y u_{0}\right]+Q v_{x}$
$D^{\prime} h_{0}=-G\left[i k u_{0}+\frac{d v_{0}}{d y}\right]$
$T_{0}=\alpha h_{0}$ or $D T_{0}+u_{0}=0$
where $F=C_{D} I U_{i} h h_{0} h-1 ; P \equiv B A^{-1 / R_{0}} 3 A_{;} ; F \equiv F v C_{p} l / / C_{D} H ; Q \equiv F \rho_{2} h / \rho_{w} d ; G \equiv g d / a_{0} \Lambda ; D \equiv$ $\sigma+i k U_{a} ; D^{\prime} \equiv \sigma+i k U_{0}$, and
$\Gamma=c_{p} \operatorname{cg}^{-1}\left(\frac{T_{b}}{T_{0}}\right)\left(\frac{\Gamma_{d}}{\Gamma_{m}}\right)$ for $T_{0}=\alpha h_{0}$
$\Gamma \equiv c_{p} \varepsilon\left(\frac{T_{b}}{\Gamma_{0} A}\right)\left(\frac{\Gamma_{d}}{\Gamma_{m}}\right)\left(\frac{\partial T_{m}}{\partial x}\right)$ for $D T_{0}+u_{0}=0$
The overbar on $T_{0}$ denotes a constant mean SST. If $P$ is large, we can make the geostrophic approximation,
$\frac{d T}{d y}=y u_{a} ; \quad \frac{d T_{0}}{d y}=-y u_{0}$
All of the equations, except for the $u_{2}$ momentum equation, can then be combined to yie!d an ordinary differential equation for the meridional structure of the fields:
$D \cdot \frac{d^{3} T}{d y^{3}}+\left\{\frac{-4 D^{\prime}}{y}-y^{*} \operatorname{sgn}\left(U_{z}\right)\left[D^{\prime}\left(D+F^{\prime}\right)-2 Q F F^{\prime} \Gamma\right]\right\} \frac{d^{2} T}{d y^{2}}$

$$
+\left\{\frac{-y^{2} D^{\prime}}{G^{\prime}}+\frac{4 D^{\prime}}{y^{2}}+i k+2 * \operatorname{sgn}\left(U_{Q}\right)\left[D^{\prime}\left(D+F^{\prime}\right)+2 Q F^{\prime} \Gamma\right]\right\} \frac{d T}{d y}
$$

$$
+\left\{\frac{y^{3} D^{\prime}}{G}\left(D+F^{\prime}\right)-i k y\left(D+F^{\prime}\right)\right\} \operatorname{sgn}\left(U_{N^{\prime}} T=0\right.
$$

To further simplify the system, one nocre assumption is made. The ocean and atmosphere each have solutions for which $\mathrm{v}=0$ everywhere. For the ocean, these are simply Kelvin waves that have a (squared) phase speed $c_{k}{ }^{2}=G$ and a zero growth rate. Only the eastward propagating wave has an amplitude that decays away with latitude, and is thus the only physically realizable solution. For the atmosphere, the solutions can be linearly unstable, as discussed by Emanuel (1987). Well behaved solutions also propagate eastward and the mean zonal flow is required to be easterly. It is therefore assumed that the coupled system also has $v=0$ solutions, which reduces the system io:
( $\mathrm{D}+2 \mathrm{~F}$ ) $\mathrm{u}_{\mathrm{a}}=\mathrm{ikT}$
$\frac{d T}{d y}=y u_{n}$
$\left(D+F^{\prime}\right) T=F^{\prime} \Gamma T_{0}-u_{a}$
$D^{\prime} u_{0}=-i k h_{a}+2 Q u_{a}$
$\frac{d h_{0}}{d y}=-y u_{0}$
$D^{\prime} h_{0}=-$ Giku $_{0}$
$T_{0}=\alpha h_{0}$ or $D T_{0}=-u_{0}$
where it has been assumed that $\operatorname{sgn}\left(U_{a}\right)<0$, i.e., the mean zonal wind is easterly. The five algebraic equations can be combined to yield the dispersion relation:
$\left(D^{\prime 2}+G k^{2}\right)\left[(D+2 F)\left(D+F^{\prime}\right)+i k\right]=2 F^{\prime} \Gamma^{\prime} G^{2}$
where
$\Gamma^{\prime} \equiv \alpha \cos _{p} g^{-1}\left(\frac{T_{b}}{T_{0}}\right)\left(\frac{\Gamma_{d}}{\Gamma_{m}}\right)$ for $T_{o}=\alpha h_{o}$
$\Gamma^{\prime} \equiv \varepsilon c_{p}\left(\frac{T_{b}}{T_{0}}\right)\left(\frac{\Gamma_{d}}{\Gamma_{m}}\right)\left(\frac{\partial T_{m}}{\partial x}\right)\left(\frac{-i}{G k A}\right)$ for $D^{\prime} T_{0}=-u_{0}$

Note that if the coupling is surred off, e.g., $\Gamma^{\circ}=0$, then the dispersion relations for the occiun and the atmosphere separately are recovered:

$(D+2 F)\left(D+F^{\prime}\right)=-i k \quad$ for the atmosphere
The quartic dispersion relation is solved numerically using Newion's method.

## SOME SOLUTIONS

Consider the case where $\mathrm{T}_{0}=\alpha h_{0}$. From Philander, et. al. (1/84), $\alpha$ is chosen to be $1^{\circ} \mathrm{C} / 50 \mathrm{~m}$. In addition, we choose $\mathrm{d}=200 \mathrm{~m}, \mathrm{U}_{0}=0$, and $\mathrm{c}_{\mathrm{k}}^{2}=2 \mathrm{~m}^{2} / \mathrm{s}^{2}$ where $c_{k}$ is the free Kelvin wave speed in the ocean. The atmospheric parameters are the same as those used by Emanuel (1987).

The system is first solved in the absence of the wind-evaporation feedback mechanism in the atmosphere. i.c., the $u_{a} t e r m$ is removed from the $T$ equation. Of primary interest is the behaviour of the largest scale waves since we want to investigate a global scale ENSO phenomenon. It is found that all growing oceanic solutions (where an oceanic mode is identified by having a phase speed close to $c_{k}$ ) propagate toward the west, as seen in Fig. 1 and Fig. 2. Nole that the assumption that the solutions have the form e( $\sigma+i k x)$ leads to westward waves having positive phase speeds, contrary to the usual convention. The structure of one of these modes is seen in Fig.3. The ocean wave is seen to have a westward Kelvin wave structure, with the depth and velocity fields being $180^{\circ}$ out of phase. The atmosphere is characterized by a balance between friction and pressure gradient acceleration. We will find this to be true in all cases due to the low frequency of the motions of interest.

When the wind-evaporation feedback mechanism is enabled, growing modes are found to propagate both eastward and westward, depending on the strength of the mean zonal wind (Fig. 4 and Fig 5.). This is perhaps not too suprising since we know that this feedback drives eastward waves in the atmosphere. Figure 6 shows that an unstable mode that travels to the east in the ocean has the structure of an eastward Kelvin wave, with the depth and velocity fields in phase.

The structure of an unstable westward noode is almost identical to that of the corresponding nexle without wind-evaporation feedback, although its phase speed is somewhat slower.

The solutions tend to be sensitive to the chosen value of $\alpha$ assumed to relate fluctuations in thembeline depth to surface temperature fluctuations. While the shape of the dispersion relation remains essentially unchanged over an order of magnitude change in $\alpha$, the phase speed can change up to $50 \%$ and the growth rate can vary by an order of magnitude. It is also interesting it) note that the largest growth rates occur at wavenumbers significanily greater than unity. If El Nino is assumed to be a lowest wavenumber disturbance, these results may have limited applicability.

Next, consider the case of ocean temperature as a passive tracer, $\mathrm{D}^{\prime} \mathrm{T}_{0}=-u_{0}$. The magnitude of the mean zonal temperature gradient, $\partial \mathrm{T}_{\mathrm{m}} / \partial \mathrm{x}$, is chosen to be $10^{\circ} \mathrm{C} / 100^{\circ}$ longitude, with all other parameters remaining the same as in the previout case. It is found that the model gives only westward propagating unstable modes for the case where $\partial T_{m} \partial x<0$, with or without the windevaporation feedback mechanism. If the sign of the mean zonal temperature gradient is reversed, then eastward traveling unstable modes are found, again, with or without wind-evaporation feedback (Fig. 7 and Fig. 8). The structure of one of these modes is shown in Fig. 9. Note that the ocean wave is not exactly a Kelvin wave, implying significant forcing.

Again, the solutions are sensitive to the choice of the value of $\partial T_{m} / \partial x$, and are sensitive in a way that is similar to the previous case, with growth rates responding almost in direct proportion $t 0$ changes in the forcing constant. It is interesting to note, however, that the unstable modes have the largest growth rate for the smallest wavenumber in most cases, suggesting some possible relationship to an ENSO type of event. But it should also be noted that $\partial \mathrm{T}_{\mathrm{n}} \partial \mathrm{x}>0$ is probably not a realistic assumption ( $\partial \mathrm{T}_{\mathrm{m}} \partial \mathrm{x}<0$ in the tropical Pacific) but is necessary to get eastward propagating waves that grow with time.

It is possible that the temperature fluctuations in the ocean behave more like some combination of the effects described above. The effect of combining them in the model has yet to be investigated, though the linear nature of the model would seem to suggest that a superposition of
ench eflect would describe the toal response. It should also be noted that the time dependent occin in this model had an extremely small effect on the free modes of the atmosphere.

## COMMENTS

The solutions to the dispersion relation have some interesting characteristics, but it isn't yet clear when this dispersion relation is valid. The uncerainty rests on the assumption that $v=0$ everywhere, essentially resulting in an overdetermined system of six equations and four unknowns. The requirement that the $T$ and $h_{0}$ fields have the same neridional structure as given by the geostrophic relations leads to an extra constraint on the system in addition to the dispersion relation, namely that
$\frac{D^{\prime}}{G k}=\frac{k}{D+2 F}$
Although this extra constraint has yet to be extensively investigated, it seems that the best that can be hoped for is a $v=0$ solution for very special values of some of the external parameters, such as poorly known drag coefficients, while the worst case would be no possible solution.

Another possible range of validity of the solved dispersion relation is in the vicinity of the equator. It is casy to see that the equations for $y=0$ are identical to those for $v=0$ except for the $d v_{d} d y t e r m$ in the $h_{0}$ equation. Thus if $d v_{0} / d y \approx 0$ near the equator, we could expect our solutions to be approximately valid there. If $v_{0}$ is symmetric about $y=0$, then $\mathrm{dv} / \mathrm{dy}=0$ there by definition. However, the momentum equations imply that $\mathrm{v}_{0}$ is actually antisymmetric about the equator if $u_{0}$ and $h_{0}$ are symmetric, which must be true for non-trivial equations at the equator. - Thus, the validity of our dispersion relation seems to rely on the size of $d v /$ dy compared to the rest of the terms in the $h_{0}$ equation. It may be possible that an approximate expression for $d v / d y$ near the equator can be obtained from a small $y$ analysis of the full meridional structure equation, and hence the validity of the dispersion relation at the equator can be quantitatively dealt with. This analysis is planned for the near future.

Not knowing the meridional structure of the modes described above (c.g., Fig. 9) leads to another troubling question. Are these growing waves well behaved as $y \rightarrow \infty$ ? It is known that westward propagating free Kelvin wave solutions have an amplitude that diverges for large $y$, so the possibility that the westward modes found by this model do decay away as $y \rightarrow \infty$ must be treated with some skepticism. Again, it seems possible that an asymptotic analysis of the meridional structure equation in the large y limit could shed some light on which modes decaly as $y \rightarrow \infty$. Initial investigation indicates that some westward modes are, in fact, well behaved, but more work needs to be done in this case as well.

## CONCLUSION

The main conclusion of this study is that the given model system is capable of supporting growing disturbances of low frequency, though the relevance of these motions to ENSO remains to be seen. The presence of the wind-evaporation feedback mechanism can be quite importimt in amplifying eastward propagating modes and suppressing westward ones. However, the range of validity of the solutions of our dispersion relation remains in doubt until the question of the meridional mode structure is solved. This problem is slated for the near future.
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Figure 1. Growth rate and phase speed of the wavenmber $k=1$ unstable oceanic mode for various values of the atmospheric mean zonal wind in the absence of wind-evaporation feedback. Ocean temperature fluctuations are proportional to depth fluctuations.


Figure 2. Growth rate and phase speed of the unstable oceanic modes for an atmospheric mean easterly wind $\mathrm{U}_{\mathrm{a}}=2 \mathrm{~m} / \mathrm{s}$ (solid linc), $\mathrm{U}_{\mathrm{a}}=3 \mathrm{~m} / \mathrm{s}$ (dotted line), $\mathrm{U}_{\mathrm{a}}=6 \mathrm{~m} / \mathrm{s}$ (dashed line), and $U_{a}=8 \mathrm{~m} / \mathrm{s}$ (dot-dash line). Ocean temperature fluctuations are proportional to depth fluctuations and wind-cvaporation feedback is absent.


Figure 3. Zonal structure at the equator of an unstable oceanic mode with an atmospheric mean easterly wind $U_{a}=2 \mathrm{n} / \mathrm{s}$ and wavenumber $\mathrm{k}=1$. The growth rate and phase speed are $0.00231 /$ day and $1.17 \mathrm{~m} / \mathrm{s}$, as seen in Figure 1 and Figure 2. The atmospheric temperature (TA) and zonal velocity (UA) perturbations are drawn with solid lines, while occan temperature (TO) and zonal velocity (UO) perturbations are drawn as dotted lines. FI is the thermocline depth perturbation ( $\mathrm{h}_{0}$ ), which in this case is proportional to TO.
Amplitudes have all been nomalized to unity for visual convenience. Actual dimensional amplitudes are such that an atmospheric zonal wind anomaly of $1 \mathrm{~m} / \mathrm{s}$ will result in anomalies of $0.6^{\circ} \mathrm{C}, 12 \mathrm{~cm} / \mathrm{s}, 0.6^{\circ} \mathrm{C}$, and 33 m in the atmospheric temperature, oceanic speed, oceanic temperature, and thermocline depth, respectively.


Figure 4. Growth rate and phase speed of the two wavenmber $k=1$ oceanic modes for various values of the atmospheric mean zonal wind with the inclusion of wind-evaporation feedback. Note that the unstable modes propagate to the east for small values of $U_{a}$, and go west for large values of $U_{a}$. Ocean tenperature fluctuations are proportional to depth fluctuations.


Figure 5. Growth rate and phase speed of the unstable oceanic modes for an atmospheric mean easterly wind $U_{a}=3 \mathrm{~m} / \mathrm{s}$ (solid line), $U_{a}=4 \mathrm{~m} / \mathrm{s}$ (dotted line), $\mathrm{U}_{\mathrm{a}}=6 \mathrm{~m} / \mathrm{s}$ (dashed line, but not an unstable mode), and $\mathrm{U}_{\mathrm{a}}=8 \mathrm{~m} / \mathrm{s}$ (dot-dash line). Occan temperature fluctuations are proportional to depth fluctuations and wind-evaporation feedback is included.




Figure 6. Zonal structure at the equator of an unstable oceanic mode with an atmospheric mean easterly wind $U_{n}=4 \mathrm{~m} / \mathrm{s}$ and wavenumber $\mathrm{k}=1$. The growth rate and phase speed are $0.00281 /$ day and $-1.25 \mathrm{~m} / \mathrm{s}$, as seen in Figure 4 and Figure 5 . Plotted quantities are the same as those plotted in figure 3. In this case, actual dimensional amplitudes are such that an atmospheric zonal wind anomaly of $1 \mathrm{~m} / \mathrm{s}$ will result in anomalies of $1.2^{\circ} \mathrm{C}, 24 \mathrm{~cm} / \mathrm{s}$, $1.3^{\circ} \mathrm{C}$, and 65 m in the atmospheric temperature, oceanic speed, oceanic temperature, and thermocline depth, respectively.


Figure 7. Growth rate and phase speed of the wavenmber $k=1$ unstable oceanic mode for various values of the atmespheric mean zonal wind with the inclusion of wind-evaporation fecdback. Ocean temperature fluctuations are treated as a passive tracer, with the mean oceanic temperature incrensing toward the east.


Figare 8. Growth rate and phase speed of the unstable oceanic modes for an atmospheric mean easterly wind $\mathrm{U}_{\mathrm{a}}=4 \mathrm{~m} / \mathrm{s}$ (solid line), $\mathrm{U}_{\mathrm{a}}=6 \mathrm{~m} / \mathrm{s}$ (dotted line: this eastward mode is unstible for small waveliumbers), $\mathrm{U}_{\mathrm{a}}=6 \mathrm{~m} / \mathrm{s}$ (dashed line: this westward mode is unstable for large wavenumbers), and $\mathrm{U}_{\mathrm{a}}=8 \mathrm{~m} / \mathrm{s}$ (dot-dash linc). Ocean temperature fluctuntions are treated as a passive tracer, with the mean oce.anic temperature increasing toward the enst and wind-cvaporation feedback is included.

## PERTURBATION FIELDS FOR $K=1$ AT $Y=0$





Figure 9. Zonal structure at the equator of an unstable ocearic mode with an atmospheric mean casterly wind $U_{a}=6 \mathrm{n} / \mathrm{s}$ and wavenumber $k=1$. The growth rate and phase speed are $0.011 /$ day and $-1.26 \mathrm{n} / \mathrm{s}$, as seen in Figure 7 and Figure 8 . Plotted quantities are the same as those plotted in figure 3. In this case, actual dimensional amplitudes are such that an atmospheric zonal wind anomaly of $1 \mathrm{n} / \mathrm{s}$ will result in anomalies of $1.9^{\circ} \mathrm{C}, 26 \mathrm{~cm} / \mathrm{s}$, $1.1^{\circ} \mathrm{C}$, and 36 m in the atmospheric temperature, ne canic speed, oceanic temperature, and thermocline depth, respectively.

A ONE-DIMENSIONAL MODEL FOR MICROBURSTS
Steven T. Siems
University of Washington

## I. Introduction

In 1976 Fujita studied intense, short-lived downdrafts with respect to the downing of an aircraft. Eubsequently he defined a special class of these downdrafts known as microbursts. General characteristics of these downdrafts are a strong vertical velocity in the range of $10-20 \mathrm{~m} / \mathrm{s}$; a radius on the order of $500-$ 1000 meters; and a peak lifetimr 7if 5-10 minutes. Microbursts have been observed in a wide va. ety of locations. They commonly occur over the western plains st tes. Hjelmfelt [1987] also notes that Doppler Radar picks up a boundary layer convergence just below cloud base in connection with the occurence of microbursts. One can also detect a general. conical shape to the upper portion of these downdrafts as depicted by Hjelmfelt (figure 1.1). It is not hard to see the danger that these downdrafts can present to aircraft especially in the extreme cases of velocities of $30+\mathrm{m} / \mathrm{s}$ on a radius of over 2 kilometers. Also their lifetime has been found to extend up to 20 minutes in rare events.

As a consequence of the recent classification and interest in microbursts, scientific projects have arisen to help underistand the physical relations of the phenomena. Such programs include the Joint Airport Weathers Studies (JAWS, Colorado 1982) and Northern Illinios Meteorological Research on Downbursts (NIMROD, Illinois 1981). Further classifications have been made based on the newfound knowledge. Microbursts studied over the plains states have shown that the 'alling of rain into a dry planetary layer is fundamental in driving the microbursts by both evaporative cooling and liquid water loading. Typically, large regions of overlying cumulus clouds sink at velocities of 1.0 $2.0 \mathrm{~m} / \mathrm{s}$ into the dry lower layer while simultaneously raining into the layer. The drag induced by the rain together with the cooling of the air by evaporation creates the downdraft.

The recent classification of microbursts has also led to first-attempt models of the phenomena. The aim is primarily for understanding the complex interactions of the atmosphere, not a predictive model. One of the earlier models of downdrafts driven by evaporative cooling and liq! id water loadinfs [Kamboruva \& Ludlam 1966] shows that stronger downdraits are allowed as the underlying atmosphere approaches a dry adiabat. This is commonly observed to hold also. Many ene-dimensional models have been studied providing an insight into the relation between the velocity and the buoyancy generation. One reported feature is
that the stronger downdrafts are thought to occur with smaller raindrop composition because of the enhanced evaporation.

Srivastava [1985] produced a more complex one-dimensional model for microbursts providing information on the vertical velocity, water vapor mixing ratio, temperature, raindrop size distribution and cloud water mixing temperature differences which have been found to be in good general agreement. However, the model is limited in that it forces a fixed entrainment zate based on a constant radius for the microburst column. It has been noted that this is possibly a source of inconsistency (Mahoney \& Rodi, 1987].

## II. The Model

The problem will be approached as an ideal plume of the type described by Morton, Taylor, \& Turner [1954] with the adaitional complications of buoyancy sources from liquid water loading and evaporative cooling. Thus, we visualize the fully developed microburst as a steady-state, one dimensional plume descending through the neutrally stratified lower layer of the atmosphere. The deformation caused upon reaching the ground is not considered. This is an idealized local convective process. The evaporative cooling is handled by imagining a shower of monodispersed drops. These uniformily sized drops evaporate identically and fall at the same rate relative to the plume. This shower, or liquid water flux, is considered separate from the plume and does not directly interfere with the structure of the plume (figure 2.1). This is a crude method for the handing drops. A more appropriate method might be to discretize the raindrops distribution of Marshall and Palmer as in Srivastava. However, time prevented this. Srivastava notes that choosing an appropriate drop size in the mono-dispersed method was quite satisfactory when compared to the discrete Marshall-Palmer distribution results.

The conservation equations are developed in a similar manner to Emanuel [1982]. Conservation equation are developed over the radially averaged conserved quantities. It is assumed that plume remains radially symmetric at any depth. Emanuel notes the following assumptions for the plume:

1. Radial protiles of vertical velocity, buoyancy, vapor fluxes are geometrically similar at all heights.
2. The mean entrainment rate is proportional to the radially averaged vertical velocity. (This implicitiy prevents the occurence of detrainment from the plume.;

$$
\bar{u}=\alpha \bar{w}
$$

3. A Boussinesq fluid is idealized.
4. The Froude number is small. (This insures that aerodynamic effects are negligible.)
5. The plume is fully turbulent, ie. viscosity is negligible.
6. The environment moves at most with a uniform vertical velocity. In addition to this, the following assumptions are needed for the shower.
7. A mono-dispersed distribution of drops.
8. The fall velocity, $V$, of the drop relative to the plume is proportional to the root of the drop radius (Betti, 1981, based on Manton \& Cotton).

$$
V=2.13\left(f_{\rho} g r\right)^{1 / 2}
$$

9. The drop mass evaporates as a function of the radius and the vapor difference up to the wetbulb vapor content.

$$
\frac{d M}{d t}=\beta_{1} r\left(q_{v p}-q_{w}\right)
$$

This last equation is again an extreme oversimplification. As shown by Pruppacher \& Beard [1971], the actual coefficient is not a constant but varies with the Reynolds and Schmidt number. Also this general form only holds for a limited range of drop sizes. The vapor difference uses the wetbulb temperature as this is a fair approximation to the temperature of the falling drop. Assumption 3. is perhaps a great weakness of the model as the density of the atmosphere will vary considerably over 4 kilometers.

The conservation equations are now developed in the manner of Morton, Taylor, \& Turner. A cross-sectional disc of the plume is considered (figure 2.2). The fluxes of mass, momentum and heat must be conserved over this disc at all depths, 2 . In addition to the plume quantities, the fluxes of liquid water and vapor must be considered. The limit is then taken as the thickness of the disc approaches 0 .

Conservation of Mass Flux

$$
\begin{aligned}
& \frac{d}{d z}\left(\pi R_{\rho}^{2} w \rho\right)=2 \pi R_{p} \alpha w \rho-\frac{d}{d}\left(\pi R_{s}^{2}(w+v) l_{s} \rho\right) \\
& \rho-\text { density of the air } \\
& l_{s}-\text { liquid water content of the air }
\end{aligned}
$$

The right hand side of the equation contains the entrainment term as well as the evaporation term. All evaporated water is assumed to join the mass of the plume. Upon simplification one gets:

$$
\begin{aligned}
& \frac{d}{d z}\left(R_{p}^{2} w\right)=\cdots R_{p} \alpha w-\frac{d}{d z} f \\
& f=R_{j}^{2}\left(w+v!l_{s}\right.
\end{aligned}
$$

Conservation of Momentum Flux

$$
\begin{aligned}
& d_{d z}\left(\| R_{p}^{2} w_{p}^{2}\right)+\|_{d:}\left(\pi R_{s}^{2}\left(w+v_{T}\right)^{2} l_{s p}\right)=\eta(\Delta \rho)_{\pi} R_{p}^{2}+g \pi R_{s}^{2} Q_{s} \rho \\
& g(\Delta \rho) \text { - gravitational buoyancy effect of Boussincsq fluid }
\end{aligned}
$$

The right hand side contains the gravitational force on the plume and the rain drops. The left hand side is the net momentum flux of the plume and shower. The second term on the left was kept in the equations for all calculations even though it may be scaled out. The effect of neglecting this term has been seen to be negligible in the results of the computation. Upon simplification one gets:

$$
\begin{aligned}
& d\left(R_{p}^{2} w^{2}\right)-R_{p}^{2} B+g \frac{f}{w+v}+\frac{d}{d z}[f(w+v)] \\
& \text { Conservation of Heat Flux } B \equiv g \Delta \rho / \rho \\
& \frac{d}{d z}\left(\pi R_{p}^{2} w^{2} \rho c_{p} \theta_{p}\right)=Z_{\pi} R_{p} \alpha w c_{p} \theta_{e} \rho-L_{v} \frac{d}{d z}\left[\pi R_{s}^{2}\left(w+v_{p}\right) l_{s} p\right] \\
& \theta_{p} \text { - potential temperature of plume } \\
& \theta_{e} \text { - potential temperature of environment } \\
& L_{v} \text { - latent heat of vaporization } \\
& c_{p} \text { - heat capacity of an ideal gas }
\end{aligned}
$$

The right side is the entrained heat and the cooling effect of evaporation, respectively. One substitutes (3.1) back into this equation and reduces it to the buoyancy flux equation:

$$
\begin{aligned}
& \frac{d}{d z}\left(R_{p}^{2} w B\right)=-R_{p}^{2} w N^{2}-M \frac{d}{d z} f \\
& B=g \frac{\theta_{p}-\theta_{e}}{\theta}-\text { buoyancy } \\
& M=g\left(\frac{L_{v}}{c_{p} \theta}-1\right) \text {-buoyant effect of shower }
\end{aligned}
$$

$$
N^{2}=\frac{2}{\theta_{p}} \frac{d \theta_{2}}{d z} \text { - stratification of the environment }
$$

If it is assumed that the liquid water flux, $f$, is zero, the equations reduce to the closed ideal system of Morton, Taylor, \& Turner. One should then expect the earlier similarity behavior when the flux is completely evaporated. To close the system, an equation is needed for the evaporation. Upon noting that the flux is proportional to the drop size, one gets:

$$
\frac{d}{d z} f=3_{1} f^{1 / 3}\left(q_{v}-q_{w}\right)
$$

where $\beta_{1}$ depends on the number of drops in the shower.
In order to close the system now, one needs to find expressions for the vapor content of the plume, que, and the wot bulb vapor, $q$ w. The vapor of the plume may be found by a conservation law similar to the mass flux:

$$
\begin{aligned}
& \frac{d}{d z}\left(\pi R_{p}^{2} w ; q_{v p}\right)=2 \pi R_{p} \alpha w q_{v e}-\frac{d}{d z}\left[\pi R_{s}^{2}(w+v) R_{s} p\right] \\
& \text { or } \frac{d}{d z}\left(R_{p} w q_{v p}\right)=2 \alpha w q_{v e} R_{p} w-\frac{d}{d z} f \\
& \text { que - vapor content of environment }
\end{aligned}
$$

The wetbulb temperature and vapor pressure may not be found in such a straight forward manner. The point is found by iteratively solving the relation

$$
L_{v}\left(q_{v_{p}}-q_{w}\right)=c_{p}\left(T-T_{w}\right)
$$

where the wetbulb temperature is assumed to be saturated. Again, this is the temperature that a particle would have if it descended from its lifting condensation level along a moist adiabat. (fig. 2.3)

Finally, the fall velocity equation is brought in:

$$
V=\beta_{2} f^{1 / 6}
$$

Again we have assumed that the flux is directly depended on the radius of the drops. $\beta_{2}$ is found from initial conditions on the flux and fall speed which are assumed to be specified.

One next nondimensionalizes in terms of the initial fall speed, $V$ and the initial rain flux, $r_{0}$. With the substitution of variables and nondimensionalization, the final system is: $\Omega=R_{p}^{2} w \quad K=R_{p}^{7} w B \quad \psi=R_{p}^{2} w q_{v p} \quad \phi=R_{p} w \quad \Gamma-f \quad \cdot \equiv \frac{d}{d z}$
$\dot{\Omega}=2 \alpha \phi-\dot{\Gamma}$
$\dot{\phi^{4}}=2 \Omega k+\frac{20 \phi^{2} \Gamma}{\phi^{2} / \Omega+v}-2 \phi^{2}\left[\Gamma\left(\frac{\phi^{2}}{\Omega}+v\right)\right]$
$\dot{k}=-\eta^{2} \Omega$
$\dot{k}=-\eta^{2} \Omega-\mu \dot{r}$
$\dot{r}=\beta_{1} \Gamma^{1 / 3}\left(q_{v p}-q_{w}\right)\left(\phi^{2} / \Omega^{+v}\right)^{-1}$
$\dot{\psi}=2 \alpha q_{v e} \phi-\dot{r}$
( $\beta_{2}$ is reduced to one identically by the nondimensionalization.)

## III. Initial Conditions \& Solutions

In an effort to compare results with previous work, a sounding was selected from the literature [Hjelmfelt fig. 3.1]. The cloud base is at 550 mb , with a temperature of roughly 5 K . The underlying atmosphere is assumed to be well mixed lying along a dry adiabat with a constant vapor mixing ratio of $6 \mathrm{~g} / \mathrm{kg}$.

Initially, a sinking region of air, is assumed of a specified radius, temperature, rain water content, velocity and rain drop size (fall velocity). Base values were selected from the literature. The first solution below (fig 3.2) is shown with $R_{0}=500 \mathrm{~m}, w_{0}=2.0 \mathrm{~m} / \mathrm{s}, \quad V_{0}=10 . \mathrm{m} / \mathrm{s}, \Delta \mathrm{T}_{0}=0.0 \mathrm{~K}$, and $\mathrm{l}_{\mathrm{s}}=4 \mathrm{~g} / \mathrm{kg}$.

In addition to this, initial values for the parameters of the equations are entered with the dimensional values of :

$$
\begin{aligned}
& N^{2}=0 \quad \text { (atmosphere dry adiabatic) } \\
& M=777 \mathrm{~m}^{2} / \mathrm{s}
\end{aligned}
$$

Due to the gross simplification, values for $\beta_{1}$, are rather arbitrary. A value was used in order to produce a reasonable gross rain flux profile over its depth. The effect of the variable has been considered in the future analysis.

This system of equations has only approached numerically to date. A simple leapfrog method is used in space. The method is started with a forward difference method. Forward differencing is also used at the step when the flux completely evaporates as
well as when the step size is changed for computational efficiency. The results for the base run are shown figure (3.2 a-c). These are the profiles versus the depth of the lower layer. The graphs are inverted with the bottom being at the cloud base of 550 mb . and "rising" as the microburst would descend. The 850 mb level mark corresponds roughly to the ground level over the western plains. Profiles were run out further to allow for a better interpretation. The depth at 850 mb is roughly 4 kilometer below cloud base. The graphs plot variables versus depth not pressure. The outer line in (fig a) corresponds to the radius of the plume. This is not constant as suggested by Srivastava. Initially, the radius contracts greatly to accomodate the increasing velocity. It then begins to increase as entrainment becomes more prominant. The constriction of the radius is similar to that of a stream of water falling from a faucet. The high level entrainment should create a convergence as reported by Hjelmfelt. The next graph is of the fall velocity, plume velocity, and buoyancy versus depth. The vertical velocity increases to nearly its maximum value in a relatively short depth. The range of velocity values easily falls within the category of micro-bursts. The final graph is of the rain flux and plume vapor mixirg ratio versus depth. The rise in the vapor content has a great effect on the amount of evaporation as approaches 0 as approaches . Once heavy entrainment begins to occur, the plume vapor content begins to approach the environment's allowing evaporation to increase again.

The direct effect of the evaporation may be seen through the graph of the flux. Figure $3.3(\mathrm{a}-\mathrm{c})$ shows a similar run with the evaporation parameter increased by a factor of four. At such a high evaporation rate the rain flux does not last half the distance to the ground. When the flux runs out, the plume returns to the type idealized by Morton, Taylor, \& Turner. Similar growth in the variables are seen. The peak velocity occurs when the flux reaches zero if this is above ground level. By varying a wide range of evaporation conditions are considered. While the crudeness of the model prevents subtle changes in the profile of the flux, the general behavior is well handled. Graph 3.1 shows how the plume velocity and radius at 850 mb vary with evaporation constant. As the evaporation is shut off it is seen that the downdrafts become too weak to be classified as microbursts. Increasing the evaporation appears to be limited, as the vapor content in the plume will quickly approach saturation, cutting off further evaporation. The radius of the plume is found to be surprisingly constant throughout.

To better understand the effect of the governing parameters, graphs are presented of their effect on the ground plume velocity and radius of the microbursts. Again, the ground radius is seen to be rather constant throughout. Graph 3.2 shows the variations of the initial radius. A limiting case again appears to be present. Graph 3.3 is of the vapor content of the environment. clearly this is a weak relation, however, as expected, drier
well as when the step size is changed for computational efficiency. The results for the base run are shown figure (3.2 $\mathrm{a}-\mathrm{c})$. These are the profiles versus the depth of the lower layer. The graphs are inverted with the bottom being at the cloud base of 550 mb . and "rising" as the microburst would descend. The 850 mb level mark corresponds roughly to the ground level over the western plains. Profiles were run out further to allow for a better interpretation. The depth at 850 mb is roughly 4 kilometer below cloud base. The graphs plot variables versus depth not pressure. The outer line in (fig a) corresponds to the radius of the plume. This is not constant as suggested by Srivastava. Initially, the radius contracts greatly to accomodate the increasing velocity. It then begins to increase as entrainment becomes more prominant. The constriction of the radius is similar to that of a stream of water falling from a faucet. The high level entrainment should create a convergence as reported by Hjelmfelt. The next graph is of the fall velocity, plume velocity, and buoyancy versus depth. The vertical velocity increases to nearly its maximum value in a relatively short depth. The range of velocity values easily falls within the category of micro-bursts. The final graph is of the rain flux and plume vapor mixirg ratio versus depth. The rise in the vapor content has a great effect on the amount of evaporation as approaches os approaches ance heavy entrainment begins to occur, the plume vapor content begins to approach the environment's allowing evaporation to increase again.

The direct effect of the evaporation may be seen through the graph of the flux. Figure $3.3(\mathrm{a}-\mathrm{c})$ shows a similar run with the evaporation parameter increased by a factor of four. At such a high evaporation rate the rain flux does not last half the distance to the ground. When the flux runs out, the plume returns to the type idealized by Morton, Taylor, \& Turner. Similar growth in the variables are seen. The peak velocity occurs when the flux reaches zero if this is above ground level. By varying , a wide range of evaporation conditions are considered. While the crudeness of the model prevents subtle changes in the profile of the flux, the general behavior is well handled. Graph 3.1 shows how the plume velocity and radius at 850 mb vary with evaporation constant. As the evaporation is shut off it is seen that the downdrafts become too weak to be classified as microbursts. Increasing the evaporation appears to be limited, as the vapor content in the plume will quickly approach saturation, cutting off further evaporation. The radius of the plume is found to be surprisingly constant throughout.

To better understand the effect of the governing parameters, graphs are presented of their effect on the ground plume velocity and radius of the microbursts. Again, the ground radius is seen to be rather constant throughout. Graph 3.2 shows the variations of the initial radius. A limiting case again appears to be present. Graph 3.3 is of the vapor content of the environment. clearly this is a weak relation, however, as expected, drier
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# The 30-60 Day Oscillation in the Tropics -Wind-Evaporation Feedback and Up-Down Asymmetry 

John Thuburn Aug/27/1988

Dept. Atmospheric, Oceanic and Planetary Physics, Oxford, UK.

## 1 Introduction

Observations in the tropics of zonal wind, surface pressure and outgoing longwave radiation anomalies among other things have revealed signals which are baroclinic, (the wind in the uppe iroposphere is opposite in direction to that in the lower troposphere), global wavenuma ir predominantly 1 , and eastward propagating with period in the range 3060 days. There is some evidence that they are poleward phase propagating.

Whe will revi:- model of the phenomenon which relies on wind-evaporation feedback and . Shat it selects the shortest zonal scales. Here we extend this model by incorporating ; asymmetry between upwelling and downwelling regions and show that this can select a giobal wavenumber 1 .
$u P$
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Figure 1. Schematic illustration of the wind-evaporation feedback mechanism (based on fizure 1 of Emanuel (1987]). A positive surface heat fux anomaly ( +++ ) in the region of easterly wind anomaly produces a net warming to the east of the updraft while a negative surface heat flux anomaly ( -- ) in the region of westerly wind anomaly produces a net cooling there. The resulting pattern of geopotential perturbations causes the pattern to mropagate eastwards.

## 2 A Wind-Evaporation Feedback Model

Emanuel (1987) and independently Neelin et al. [1987] proposed wind-evaporation feedback in a mechanism for producing growing eastward propagating disturbances. Because the mean flow in the tropics is easterly and because the surface heat flux increases as $|\boldsymbol{y}|$ does at the top of the planetary boundary layer an easterly perturbation to the mean lower tropospheric wind will increase $|y|$ and hence increase the surface heat flux while a westerly perturbation will reduce $|y|$ and the surface heat flux. There is net heating to the east of the low level convergence tending to propagate the pattern eastwards. Sce figure 1.

Both Emanuel and Neelin et al. develop analytical models based on this mechanism. We will briefly review the medel of Neelin et al. - the equations are the same as those of Emanuel but the interpretation of some of the terms differs. For more details see those papers and also lecture 10 in this volume.

The model is a two-layer equatorial beta-plane model linearised about a zonal flow $\bar{u}$, in which all perturbations are assumed to be purely baroclinic. The thermodynamic equation is

$$
\begin{equation*}
\left(\partial_{t}+\bar{u} \partial_{x}+K_{T}\right) c_{p} T+\Delta s \frac{w}{D}=\frac{L P}{D}, \tag{1}
\end{equation*}
$$

where $T$ is a mid-tropospheric temperature, $\Delta s$ is the dry static energy difference between the two layers - a measure of the stratification, $K_{r}$ is a Newtonian cocling coefficient, $L$ is the latent heat of evnporation, $P$ is the rate of precipitation, $D$ is proportional to the depth of a model layer and the vertical velocity, $w$, is given by the horizontal convergence in the lower level:

$$
\begin{equation*}
\frac{w}{D}=-\left(u_{x}+v_{y}\right) . \tag{2}
\end{equation*}
$$

The precipitation, $P$, is obtained from the equation for the lower layer specific humidity; q. We assume that to a first approximation the trepical atmosphere is saturated so that $q=q_{\text {ant }}$ and that $\mathrm{y} . \nabla q$ is negligible compared with $q \nabla . y$.

$$
\begin{equation*}
-q_{\text {eat }} w=E-P \tag{3}
\end{equation*}
$$

The perturbation evaporation rate, $E$, is given by

$$
\begin{equation*}
E=-A u \tag{4}
\end{equation*}
$$

where $A$ is a positive constant when $\bar{u}$ is negative. Combining (1), (3) and (4) gives

$$
\begin{equation*}
\left(\partial_{t}+\bar{u} \partial_{x}+K_{T}\right) c_{p} T+\underset{U}{w} \Delta m=-\frac{A}{\bar{D}} \tag{3}
\end{equation*}
$$

where $\Delta m=\Delta s-L q_{g a t}$ is the moist static energy difference between the two layers. It is a small difference of two large quantities and we believe it is not important for the phenomenon we are trying to model, so we neglect this term.

The temperature perturbation is proportional to - 1 times the lower layer geopotential perturbation so, after non-dimensionalizing, we obtain

$$
\begin{equation*}
\left(\partial_{t}+\bar{u} \partial_{x}+r\right) \phi-a u=0, \tag{6}
\end{equation*}
$$

while the horizontal momentum equations are

$$
\begin{gather*}
\left(\partial_{t}+\bar{u} \partial_{x}+1\right) u-y v+\phi_{x}=0,  \tag{7}\\
\left(\partial_{t}+\bar{u} \partial_{x}+1\right) v+B\left(y u+\phi_{y}\right)=0 \tag{8}
\end{gather*}
$$

We have used a Rayleigh friction coefficient, $K_{i}$, to define a time scale and the circumference of the earth, $2 \pi R$, to define a zonal length scale. The non-dimensional coefficients are

$$
\begin{equation*}
a=\frac{A}{L K_{M}^{2}}, \quad B=\frac{2 \pi R \beta}{K_{M}}, \quad r=\frac{K_{T}}{K_{M}} \tag{9}
\end{equation*}
$$

and the meridional length scale is $2 \pi R B^{-1 / 2}$. $r$ and $a$ are of order unity but $B$ is very large, about 400.

If $\bar{u}$ is independent of $y$, apart from its implicit effect on $A$, it simply doppler shifts any possible solutions so we will drop the $\bar{u} \partial_{s}$ terms.

These equations support growing normal modes with $v=0$ cverywhere and

$$
\begin{equation*}
u \propto \operatorname{Re}\left\{\exp \left(i k(x-c t)+\sigma t-(\sigma-i k c) \frac{y^{2}}{2}\right)\right\} \tag{10}
\end{equation*}
$$

which are eastward propagatiuy and have phase increasing polewards. However waves with the largest zonal wavenumber soow the fastest; $\sigma \propto k^{1 / 2}$ for large $k$. This is the minjor shortcoming of this model.
(The model equations nlso support fast growing, fast propagnting modes with $v \neq 0$, which Emanuel calls 'non-geostrophic' moies, of the form

$$
\begin{equation*}
u \propto \operatorname{Re}\left\{y^{n} \operatorname{cxp}\left(i k(x-c t)+\sigma t-(\sigma-i k c) \frac{y^{2}}{2}\right)\right\} \tag{11}
\end{equation*}
$$

for positive integer $n$. The dispersion relation is approximately

$$
\begin{equation*}
\sigma-i k c \simeq(n B)^{1 / 3}(1 / 2 \pm i \sqrt{3} / 2) . \tag{i2}
\end{equation*}
$$

Note that the amplitude maximum is of the equator.)

## 3 Up-Down Asymmetry - A Possible Scale Selection Mechanism



Figure 2. Schematic showing deep precipitating convection in a region of upwelling and shallow non-precipitating convection in a region of downwelling.

### 3.1 The Model

Onc of the features which distinguishes moist convection from dry convection is the breaking of symmetry between upward motions and downward motions; an unsaturated air parcel moving upwards may cool adiabatically and become saturated causing water to condense and releasing latent heat which makes the air parcel more buoyant. In downward motion an unsaturated air parcel generally remains unsaturated.

The works of Lilly [1960] and Bretherton [1987] suggest that this up-down asymmetry may select a large horizontal length scale for the region of downward motion and a short length scale for the updraít region.

Here we extend the modei of Neelin et al. by allowing precipitation only where $w>0$. See figure 2. In these regions we have deep convection which distributes heat from the planetary boundary layer throughout the depth of the troposphere. In the terminology of Emanuel's model, the saturation moist entropy, $s^{*}$, of the troposphere, (a measure of the temperature), is controlled by the moist entropy, $s_{b}$, of the boundary layer:

$$
\begin{equation*}
s^{*}=s_{b} \tag{13}
\end{equation*}
$$

In regions of downwelling we have only shallow convection. This serves to dry out the boundary layer and maintain its moist entropy at the saturation moist entropy of the tropospheric air above:

$$
\begin{equation*}
s_{b}=s^{*} . \tag{14}
\end{equation*}
$$

In these downwelling regions we simply set $P=0$ in the thermodynamic equation (1). The stratification defines a dry Kelvin wave speed $c_{0}^{\circ}$.

Non-dimensionalizing gives the governing equations:

$$
\begin{gather*}
\left(\partial_{1}+: u-y u+\phi_{x}=0,\right.  \tag{15}\\
\left(\partial_{1}+1\right) u+B\left(y u+\phi_{y}\right)=0,  \tag{16}\\
\left(\partial_{1}+r\right) \dot{\phi}-a u=0 \text { where } w>0,  \tag{1ia}\\
\left(\partial_{1}+r\right) \phi+c_{0}^{2}\left(u_{x}+v_{y}\right)=0 \text { where } w<0 . \tag{1ib}
\end{gather*}
$$

$c_{0}{ }^{2}=c_{0}^{2} /\left(2 \pi R K_{M}\right)^{2}$ is the non-dimensional dry Kelvin wave speed. It is typically of order unity.

In any solutions we derive we must ensure that at the interface between the up and down regions the normal velocity is continuous and the geopotential is continuous to ensure conservation of mass and momentum.

Note that these equations are no longer strictly linear. For example we can no longer superpose solutions unless the regions of upflow in each coincide.


Figure 3. The periodic domain in which we seek 1-D solutions. (I) indicates the upwalling region and (II) the downarelling region. $L_{1}+L_{11}=1$.

### 3.2 1-D Modes

Although, as mentioned above, equations (15)-(1i) are no longer strictly linear, it is tempting to look for growing, propagating solutions of the form

$$
\begin{equation*}
u(x, t)=f(x-c t) c^{c t} . \tag{18}
\end{equation*}
$$

First we will look for solutions just on the equator with $v=0$. see figure 3.
(15) and (17) become

$$
\begin{gather*}
\left(\sigma-c \partial_{x}+1\right) u+\phi_{x}=0  \tag{19}\\
\left(\sigma-c \partial_{x}+r\right) \phi-a u=0 \text { in (I) }  \tag{20a}\\
\left(\sigma-c \partial_{x}+r\right) \phi+c_{0}^{2} u_{x}=0 \quad \text { in (II) } \tag{20b}
\end{gather*}
$$

The general solution can be written

$$
\begin{align*}
& f(x)=u_{2}^{1} e^{\lambda_{1}^{\prime} x}+u_{2}^{\mathrm{I}} e^{\lambda_{2}^{\prime} x} \quad \text { in (I) }  \tag{21a}\\
& f(x)=u_{1}^{I I} e^{\lambda_{1}^{\prime \prime} x}+u_{2}^{\mathrm{I}} e^{\lambda_{2}^{\prime I} x} \quad \text { in (II) } \tag{216}
\end{align*}
$$

where the $\lambda$ 's are related to $\sigma$ and $c$ through the dispersion relation in each region. (An exception occurs when in one region we have equal roots for $\lambda$. Then

$$
\begin{equation*}
\left.f(x)=u_{1}^{1} e^{\lambda^{l} x}+u_{2}^{1} x e^{\lambda^{1} x} \text { etc. }\right) \tag{22}
\end{equation*}
$$

We have four unkown coefficients, the $u$ 's, and the boundary conditions, continuity of $u$ and $\phi$ give four homogeneous equations so there is a solvability condition of the form

$$
\begin{equation*}
\operatorname{Det}(4 \times 4 \text { matrix })=0 \tag{23}
\end{equation*}
$$

This can be solved numerically. This one constraint gives us surfaces of solutions in ( $\sigma, c, L_{1}$ ) space. Having found a solution satisfying the boundary conditions we must check that it is consistent, i.c. that $w>0$ in (I) and $w<0$ in (II). This eliminates some of the solutions of (23).

However, there are still surfaces of consistent solutions. But note that for each pair ( $\sigma, c$ ) there exists only a discrete set of $L_{l}$ 's with a solution, not a contimum. This is relevint to $\S 3.3$.

### 3.3 2-D Modes

We now consider varintions in the $y$-direction but keep $v=0$ and again look for modes growing at rate $\sigma$ and propagating at speed $c$. The $y$-momentum equation,

$$
\begin{equation*}
y u+\phi_{y}=0, \tag{24}
\end{equation*}
$$

now determines the meridional structure and this imposes stronger constraints than in the 1-D problem.

Equations (19) and (20) now apply at every latitude and, since $\sigma$ and $c$ are are independent of $y, L_{1}$ must also be independent of $y$. This follows from the last point made in §3.2. The longitude of the boundaries between regions (I) and (II) may depend on $y_{1}$ lying at $x=X(y)+c t$ and $x=X(y)+L_{1}+c t$ say. See figure 4 .


Figure 4. Schematic showing the boundaries between upwelling and do mwelling regions in the 2-D problem.

So we must have the same :-D solution at each latitude except for a possible shift of longitude and a possitic senling factor:

$$
\begin{equation*}
u(x, y, t)=f(x-c t-X(y)) e^{\rho t} g(y) . \tag{25}
\end{equation*}
$$

Integrating (24) gives

$$
\begin{equation*}
g=\exp \left(M y^{2}\right) \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
M=\lambda_{1}^{!} x_{0}-\frac{1}{D_{1}^{!}}=\lambda_{2}^{!} x_{0}-\frac{1}{D_{2}^{!}}=\lambda_{1}^{!} x_{0}-\frac{1}{D_{1}^{!!}}=\lambda_{2}^{!!} X_{0}-\frac{1}{D_{2}^{!!}} \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
X(y)=X_{0} y^{2} \tag{28}
\end{equation*}
$$

i.e. the boundaries between regions of deep and shallow convection can only be parabolas, with $X_{0}$ to be determined, and

$$
\begin{equation*}
D_{1}^{l}=c-\frac{(\sigma+1)}{\lambda_{1}^{l}} \text { ctc. } \tag{29}
\end{equation*}
$$

The $D$ 's are constants relating the zonal $u$ structure to the zonal $\phi$ structure:

$$
\begin{equation*}
\phi_{1}^{!}=D_{1}^{1} u_{1}^{!} \quad \text { etc. } \tag{30}
\end{equation*}
$$

Now, for a given $M_{1}(27)$ combined with (29) gives the same quadratic equation for each $\lambda_{i}$ the four $\lambda^{\prime}$ 's can take on two possible values. We've already assumed $\lambda_{1}^{!} \neq \lambda_{2}^{!}$ and $\lambda_{1}^{I I} \neq \lambda_{2}^{I I}$ so either $\lambda_{1}^{!}=\lambda_{1}^{I I} \neq \lambda_{2}^{!}=\lambda_{2}^{I!}$ or $\lambda_{1}^{I}=\lambda_{2}^{I I} \neq \lambda_{2}^{!}=\lambda_{1}^{!!}$. In either case $\lambda_{1}^{I}+\lambda_{2}^{!}=\lambda_{1}^{I I}+\lambda_{2}^{I I}$ and $\lambda_{1}^{I} \lambda_{2}^{I}=\lambda_{1}^{I I} \lambda_{2}^{I I}$. These give us some constraints on the coefficients in the two dispersion relations which are functions of $\sigma$ and $c$. It turns out that the only solution is

$$
\begin{gather*}
\sigma=-r \\
u \equiv 0  \tag{31}\\
\phi=\operatorname{const}(x, y) c^{-a t},
\end{gather*}
$$

i.e. simply a constant temperature perturbation decaying at the Newtonian coolin/s rate.

There are many other special cases to check. We have already mentioned tha: if, for example $\lambda_{1}^{I}=\lambda_{2}^{I}$ the general solution to the 1-D problem is different. Also if one or more of the coefficients e.g. $u_{1}^{1}$ vanishes we can drop the corresponding constraints in (27) but
then the need to satisfy the boundary conditions gives us more constraints. It turns out that there are no non-trivial solutions of the form (25).

It is conceivable that there exist mode-like solutions with fixed propagation speed, $\varepsilon$, and growth rate, $\sigma$, with non-zero $v$. I think that it is more likely that an analysis similar to the above will show no solutions in this case too. If this is true it leads us to ask ourselves what will happen in the initial value problem, since the flow cannot evolve into a mode.

### 3.4 Numerical Solutions

In order to answer the initial value problem a numerical model was developed to integrate the equations (15), (16) and (17). The values of $u, v$ and $\phi$ are stored on a rectar pilar grid of points. For most of the integrations descibed here the resolution is 50 points in the zonal direction by 20 or 30 points in the meridional direction between the equator and some $y_{\text {max }}$. Centered differences are used to approximate spatial derivatives. Time stepping is done using centered differences ('lenpfrog') with implicit treatment of the Rayleigh $\epsilon^{\text {© }}$.ction and Newtonian cooling terms and lagged scale selective dissipation. A forward Euler step is used to start the integration and once every subsequent 100 steps to suppress the leapfrog computational mode.

The boundary conditions are that the solution is periodic in $x, u$ and $\phi$ are symunetric and $v$ antisymmetric about the equator and $v=0, u_{y}=0$ and $\phi_{y}=0$ at $y=y_{\text {max }}$. In the experiments described below $y_{\text {max }}=1.0$ or 1.5 corresponding to $20^{\circ}$ or $30^{\circ}$ respectively.

In choosing the initial conditions it is useful to have $u$ and $\phi$ in geosirophic balance to avoid s. large initial adjustment. For most of the experiments described here the initial conditions are

$$
\begin{gather*}
u=\sin (2 \pi x) e^{-4 y^{2}}, \\
\phi=\frac{1}{8} u,  \tag{32}\\
v=0 .
\end{gather*}
$$

For most of the runs the dimensionless parameters take the values

$$
\begin{equation*}
a=0.38, \quad B=395, \quad c_{0}^{2}=0.29, \quad r=0 . \tag{33}
\end{equation*}
$$

The domain integral of the kinetic energy, $\propto \frac{1}{2}\left(u^{2}+v^{2} / B\right)$, is used as a diagnostic of the disturbance amplitude.

### 3.4.1 Experiment 1

It was desirable to test the model first using equation (17n) cverywherc: Emanuel's and Neelin et al.'s problem.
n) First the model was run with parameters and initial conditions as described above except that no scale selective was used. Very soon waves of the shortest resolved zonal senle grow rapidly with nn e-fokling time of around 1 day. This agrees with the normal mode theory which predicts that the shortrst waves grow the fastest ( $\$ 2$ ). This suggests that in order to obtain some uscful results from the model we should introduce some scale selective dissipation, $\mu \nabla^{2}$, to damp the shortest seale waves. If $\nabla^{2}$ is intended to represent the divergence of a physical Fickian flux we should recall that $x$ and $y$ have been rescaled differently so

$$
\begin{equation*}
\nabla^{2} \rightarrow \partial_{x}^{2}+B \partial_{y}^{2} \tag{34a}
\end{equation*}
$$

If, on the other hand, it is intended merely as a numerical artifice we may prefer to use simply

$$
\begin{equation*}
\nabla^{2} \rightarrow \partial_{x}^{2}+\hat{\theta}_{y}^{\prime} \tag{34b}
\end{equation*}
$$

b) Experiment 1 a) was repeated with some scale selective dissipation, $\mu=2.5 \times 10^{-4}$, which was estimated to be about that required to neutralize the shortest zonal waves, and the form (34a) was used for $\nabla^{2}$. This time a mode of zonal wavenumber 1 grows with an efolding time of over 10 days. This is slower than the theoretical growth rate in the absence of scale selective dissipation and we can estimate that there is significant dissipation of the kinetic energy by the $\mu B\left(u_{y}\right)^{2}$ term.
c) The experiment was repeated with the same value of $\mu$ but using the form (34b) for $\nabla^{2}$. We see a growing disturbance which has zonal wavenumber 1 but has progressively wavier structure in the meridional direction as time goes on. See figure 5.

The amplitude peak lies off the equator and the meridional wavelength appears to become shorter as we begin to move away from the equator. Also the growth rate is faster than the theoretical value for the geostrophic mode and it increases as time goes on. Almost certainly we are seeing a succession of non-geostrophic modes of successively higher $n$ and higher growth rate (but all of zonal wavenumber 1 ).

The scale selective dissipation used here is that used in all the experiments described below.


Figure 5. Plot showing contours of vertical velocity for day 20 of experiment 1c). The stippled region indicates $w>0$. The horizontal axis corresponds to the equator and the vertical axis to an arbitrary meridion.

### 3.4.2 Experiment 2

The model was run for 20 days witis the full plysics: equation (17a) where $w>0$ and (17b) where $w<0$ using the wavenumber 1 initial conditions (32). A single dominant rainy region evolves with a very intense updraft on the equator. See figure 6. It moves castwards about $180^{\circ}$ in 20 days. Taking $\bar{u}$ into account this suggests a period around 45-55 days. It also leans westwards as we move off the equator by about $60^{\circ}$ of longitude in $30^{\circ}$ of latitude. There are some small scale features ahead of the main wave which may be gravity wave-like or, more likely, smaller versions of the main wave. They may be resolution dependent.

There is little growth of the kinetic energy during the run.
This experiment will be used as a control for comparison with those described below.


Figure 6. As in figure 5 for day 20 of experiment 2.

### 3.4.3 Experiment 3

Experiment 2 was repeated with different initial conditions; a zonal wavenumber 2 disturbane with a small amount of wavenumber 1 to break the symmetry;

$$
\begin{gather*}
u=\left(\sin (4 x x)+\frac{1}{20} \sin (2 \pi x)\right) c^{-4 y^{2}} \\
\phi=\frac{1}{8} u  \tag{35}\\
v=0
\end{gather*}
$$

Again the deep convection organises itself into a single main region on the equator which propagates at a similar speed to that in experiment 1. In addition, at higher latitudes a band of upward motion appears which encircles the globe. See figure 7. It gradually moves poleward from about $20^{\circ}$ at day 20 until it reaches the boundary at about $30^{\circ}$ around day 50 and peters out.

The mechanism by which this rainy band propagates is basically the same as that of the eastward propagating wave on the equator. There is downwelling between the updraft and the boundary at $y_{\text {max }}$ and a low level equatorward flow between the two with a return poleward flow in the upper level. The coriolis force deflects the low level flow westwards and so in this region we have enhanced evaporation tending to move the updraft polewards.

The inter-tropical convergence zone (ITCZ) sometimes appears as a pair of convergene zones, one each side of the equator, rather than a single zone on the equator. The

Figure 7. As in figure 5 for day 30 of experiment 3.
feature described above may partly explain this, especially if some low level equatorward mean flow balances the tendency to propagate polewards.



Figure 8. Normalized profiles along the equator of $u$ (solid line), $\phi$ (short dashes) and $w$ (longer dashes) for day 40 of experiment 4. The $u$ and $w$ profiles seem to be characteristic of the later stages of the waves evolution.

### 3.4.4 Experiment 4

Because there are discontinuities in the governing equations and because the dirst experiments have produced some small scale features it is prudent to test the sensitivity of the results to model resolution. Experiment 2 was repeated with the number of gridenints in the zonal direction increased to 80 . Up to day 20, (the limit of validity of experiment 2), the results were very similar to those of experiment 2 in the size and shape and speed of propagation of the region of deep convection, including the presence of small scale features ahead of the wave. However, beyond this time the updraft region continues to sharpen and the speed of propagation decreases; the deep convection region only moves about $70^{\circ}$ eastward between days 20 and 40.

The zonal velocity profile (figure 8) seems to take on a characteristic 'mature' shape at this stage and the small scale features ahead of the wave have disappeared. This leads us to speculate that the propagation speed of the wave is a function of the updraft width which may depend on i) scale selective dissipation; ii) model resolution (ultimately); iii) other physics not included in the model, which may tend to disrupt the wave and smear out the updraft region, such as atmosphere-ocean coupling, land-sea contrast and other zonal asymmetries; iv) a mean non-zero vertical velocity; v) a better criterion for deep convection based on the moist static stability.

Resolution does not appear to be the model's biggest defect.

### 3.4.5 Experiment 5

As a first step towards exploring the sensitivity of the results to variations in the dimensionless parameters experiment 2 was repented with the evaporation feedback parameter doubled: $n=0.77$. The results are agnin very similar to those of experiment 2 up to day 20 except that now the kinctic energy grows significantly implying an c-folding time of around 14-days. Later, in the 'mature' stage, the kinetic energy grows even faster suggesting that the wave is now in the most efficient form for extracting energy from the wind-eraporation feedback mechanism.

## 4 Conclusions

We have shown that by including asymmetry between upward and downward motions in a wind-eraporation feedback model we can reproduce baroclinic, eastward propagating, growing disturbances with phase increasing polewards, period about 40 days or more depending on the width of the updraft region and global zonal wavenumber predominantly 1.

We have also accidently discovered a possible explanation for the ITCZ appearing as a pair of deep convecting bands, one eacl: ide of the equator.

## 5 Future Work

We have only made a brief gesture towards testing the sensitivity of the model to the 'numerical' parnmeters; resolution (and scale selective dissipation), and the 'physical' parameters; $a, B, r$ and $c_{0}{ }^{2}$ (and scale selective dissipation). In particular we could allowin and the evaporation feedback parameter, $A$, to be functions of latitude, and we coukd follow Bretherton (10ST) and justify using a larger value of $\mu$ in the deep convecting region than in the downwelling regions because convection is a source of turbulence.

The criterion for deep convection in this model is that $w>0$. This could be improved upon by integrating equations both for saturation moist entropy; $s^{\circ}$, and depth-mean moist entropy, $\overline{5}$, and making a convective adjustment when the atmosphere is statically unstable; $3^{*}<\boldsymbol{s}$.

One important task is to understand the relntion between the size and shape of the updraft region on the equator and its propagation speed.

One possibility is to make the model fully nonlinear. If we make A largest on the equator we might hope to reproduce a Hadley cell type of mean circulation including mean low level easterlies on the equator because of the coriolis force. The mean low level equatorward flow may interact with the poleward propagation of the ITCZ-like bands of deep convection described in $\S 3.4 .3$. Also a mean upward velocity on the equator may mean that the region with $w>0$ is broader than in the quasi-linear model.

Having discovered the circumglobal convective bands in numerical simulations, (§5.4.3), it may be possible to go back and model these features analytically.
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# 3D INSTABILITY OF BOUNDED ELLIPTICAL FLOW 

Fabian Walefe
Massachusetts Institute of Technology

## INTRODUCTION

The basic flow under consideration has elliptical streamlines and is the superposition of a rigid body rotation and a potential how:
$\vec{v}=\gamma \overrightarrow{c_{:}} \times \overrightarrow{\vec{s}}-\boldsymbol{c}(x y)$

or in matrix notation:

$$
\vec{U}=\left(\begin{array}{ccc}
0 & -\gamma-c & 0 \\
\gamma-c & 0 & 0 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)
$$

where $2 \gamma$ is the vorticity, e the strain, and $|<|<|\gamma|$ for an elliptical flow.
This flow appears in many different situations. It comes up in the precession of an oblate spheroid ( 2 model for the earth) as was first discovered by Poincaré. In that context, violent instabilities were observed experimentally by Malkus. He noted that for sufficiently large precession angles, shear layers would appear at 30 degree latitude from the equator of the fluid. Shortly after these shear layers would seem to break down. Busse extended the mathematical analysis of this problem and studied the singularity in the boundary layer leading to shear layers. In a different paper, he studied the stability of a shear layer in a rotating fluid. Since then it was believed that the instabilities in precession came from that two step evolution: first an eruption of the Ekman boundary layer leading to shear layers, followed by an instability of those shear layers.

Elliptical vortices are also present in several shear flows. One can see them in Stuart's non-linear, inviscid solutions for a shear layer, or in Orszag
\& f'atera's 20 developed Poiscuille flow for instance.


It has been shown recently that these 2D Hows were violently (ie. on a convective time scale) unstable to 3D disturbances.

The similarity between the JD breakdown of these various solutions led Pierrehumbert to speculate that these instabilities were manifestations of the same phenomenon, namely, the instability of a single elliptical vortex. He showed numerically that a localized elliptical How was indeed 3D unstable. Bayly, Landman \& Saftman then considered an unbounded elliptical flow and confirmed Pierrehumbert's results by solving numerically a Floquet problem.

Their analysis can be done analytically, as shown by Waleffe, and this allows some interesting extensions.

All these investigations left aside some critical points. In particular it was not clear that this was relevant to more realistic bounded flows. If it did them the questions of where the energy came from, of the interaction of the growing disturbance with the mean flow and of its saturation were yet to be answered. It is well known that the rigid body rotation of a fluid is absolutely stable. That means stable to any disturbance, including finite amplitude ones. Many scientists then naturally thought that the elliptical instability would just slightly modify the elliptical flow to bring it back to solid rotation. This is the usual "Lenz's law". If the instability is due to the ellipticity, then it must act against it. That is how most physical systems usually react, they directly oppose to the cause which created them.

The following analysis provides an answer to these questions and, in particular, show's that for small ellipticity the mean low is not just slightly modified. In fact a lo of energy can be extracted from it.

## A simple exact non-linear solution:

Before getting into the study of a bounded domain, I will present a new exact non lifecar solution. leet w., it be the vorticity and velocity of the full now. As usual it is decomposed into the basic elliptical how and a perturbation.
One has: $\overline{\omega_{0}}=\bar{\Omega}+\bar{\omega}, \bar{v}=\bar{l}+\bar{u}, \bar{\Omega}=2 y \overline{c_{2}}$.
The vorticity equation is:

$$
D_{1} \bar{w}_{0}=\omega_{0} \bar{v}_{\bar{u}}+\mu \Gamma^{2} \bar{w}_{0}
$$

and thus for the pertubation one has:
where $D$ is the strain matrix of the basic how. Let us choose a perturbation which simply consists in a solid rolation around a horizontal axis:

$$
\bar{u}=\frac{1}{2} \bar{\omega} \times \bar{s}, \bar{\omega} \text { uniform, } \bar{s} \text { position vector. }
$$

one checks easily that: $\partial_{\mathrm{t}} \vec{\omega}=\mathrm{D} . \vec{\omega}$
or

$$
\begin{aligned}
& \dot{\omega}_{1}=-\omega_{2} \\
& \dot{\omega_{2}}=-\left(\omega_{1}\right.
\end{aligned}
$$

And we have exponential growth if $\omega_{1}=-\omega_{2}$ initially.
Thus we see that a rigid body rotation with vorticity in the plane of the ellipse and in the stretching direction, is an exponentially growing exact non-linear viscous solution of the problem. This is a 3D solution the vorticity of the perturbation being orthogonal to the original vorticity. This solution represents an ideal case were the tilting of the perturbation vorticity by the elliptical flow is exactly compensated by the tilting of the basic vorticity by the perturbation. The growth is due to vortex stretching.


This solution illustraies two points nicely. First it shows very simply the mechanism of the instability. Second it is a non-linear solution (as Bayly's, Landman \& Saffman's) and for that reason, does not interact with the mean

Now. Ils energy comes from the infinite reservoir permitted by the unbounded domain. One can legitimately ask whether this has any bearing on reality!

## Analysis in a bounded domain:



The volume delimited by a solid elliptical cylinder is a natural domain to choose. The elliptical now is possible in such a domain if the walls move adequately (as in Malkus' experiment where a rotating fiexible cylinder is deformed in the incrtial frame by fixed rollers), or if the fuid were inviscid. The effect of viscosity on the perturbation won't be considered in the following analysis. This is because the instability appears to be an inertial phenomenon raking place in the body of the Auid, on a time scale shorter than the spin-up time.

Previous studies (Bayly; Waleffe) suggest the use of elliptical polar coordinates.
These are defined by: $\left\{\begin{array}{c}x=\rho E \cos \theta \\ y=\rho \sin \theta\end{array}\right.$
$\rightarrow{\frac{y^{2}}{2}}^{2}+y^{2}=\rho^{2}$, and $\rho$ is constant along an ellipse.
One advantage of these coordinates is that the material derivative takes the simple form:

$$
\theta_{1}+\bar{U} \cdot \bar{\nabla}=\theta_{1}+\Omega \theta_{1}
$$

where $\Omega=\sqrt{\gamma^{2}-<^{2}}$ is the rotation period of a parcel of fluid. $E$ is the aspect ratio of the ellipse $(E>1)$. We will also use $\beta=\frac{1}{\gamma}=\frac{E^{2}-1}{\varepsilon^{2}+1}, 0<\beta<1$.
The gradient is given by: $\binom{\partial_{x}}{\partial_{y}}=\left(\begin{array}{cc}\operatorname{seq} \ell & -\frac{\sin \ell}{E} \\ \sin \theta & \cos \theta\end{array}\right)\binom{\partial_{\rho}}{\frac{1}{p} \partial_{\rho}}$
We still have to choose a system of dependent variables well suited to these coordinates. One of them should represent the velocity perpendicular to an ellipse, and then vanish along the elliptical wall.
Let then

$$
\left\{\begin{array}{l}
u=\frac{u_{2}}{E} \cos \theta+u_{y} \sin \theta  \tag{1}\\
v=-u_{x} \frac{z_{n} \ell}{E}+u_{y} \cos \theta
\end{array}\right.
$$

where $u_{x}, u_{y}$ are the cartesian velocities.
It can easily be checked that these choices lead to:

$$
\begin{gathered}
i . \nabla=u \partial_{\mu}+\frac{v}{\rho} \partial_{\rho}+w \partial_{2} \\
\nabla . \dot{v}=\partial_{\mu} u+\frac{u}{\rho}+\frac{1}{\rho} \partial_{\rho} v+\delta_{z} w
\end{gathered}
$$

These are exactly the same expressions as for circular cylindeical coordinates!

The (inviscid) Navier-Stokes equations read:
where $D_{1}=\partial_{1}+\vec{v} \cdot \vec{\nabla}$, and $\vec{v} . \bar{\nabla}$ and $\bar{\nabla} . \bar{v}$ are as given above.
The boundary conditions are $w=0$ at $z=0, L$ and $u=0$ at $\rho=\rho_{0}$.
The pressure and vertical variables have been rescaled according to:
$p^{\prime}=\frac{E^{2}+1}{2 t^{2}} p, x^{\prime}=\sqrt{\frac{E^{2}+1}{2 t^{2}}} x, w^{\prime}=\sqrt{\frac{p}{2}_{2}^{2}+1} w$. These new variables are thove appearing in the above equations with the primes dropped.
One will notice that the left hand side of these equations is identical to the Eule: equations written in circular cylindrical coordinates. The boundary conditions are identical too, especially, they do not depend on the ellipticity.

In these variables the basic elliptical flow is $U=W^{\prime}=0, V=\Omega \rho$ (and $P=\frac{\left(E^{2}+1\right)^{2} \Omega^{2} \rho^{2}}{4 E^{2}}(1+\beta \cos 2 \theta)$ ).

Linearizing around t ? state one gets:

$$
\begin{array}{r}
\partial_{t} u+L u+\nabla p=\frac{\beta}{2}\left[e^{i 20} N+e^{-i 2 t} N^{\bullet}\right] \nabla p  \tag{3}\\
\text { where } L=\left(\begin{array}{ccc}
\partial_{6} & -2 & 0 \\
2 & \partial_{0} & 0 \\
0 & 0 & \partial_{0}
\end{array}\right) \quad N=\left(\begin{array}{ccc}
1 & i & 0 \\
i & i^{2} & 0 \\
0 & 0 & 0
\end{array}\right)
\end{array}
$$

A (.) denotes a complex conjugate.
$t$ has been non-dimensionalized using $\$ 2$.
Let us look for a solution around $\beta=0$. For $\beta=0$ the modes correspond to the inertial waves on a solid rotation seen from the inertial frame. This
problem was solved by Leonard Jolinsson who looked at the precession of a circular cylinder. After some manipulations of his solutions, the inertial modes are given by $u=Q c^{i e t}$, where:

$$
\begin{aligned}
& Q=\frac{e^{i m l}}{2\left(4-(\sigma+m)^{2}\right)}\left[\begin{array}{c}
\left.i k j(\sigma+m+2) J_{m-1}(k \rho)-(\sigma+m-2) J_{m+1}(k p)\right] \cos l= \\
\left.-k!(\sigma+m+2) J_{m-1}(k \rho)+(\sigma+m-2) J_{m+1}(k \rho)\right] \cos l= \\
\frac{2 i j(\sigma+m) k^{2}}{f} J_{m}(k \rho) \sin l=
\end{array}\right] \\
& \text { with } \\
& p=-J_{m}\left(k_{\rho}\right) c^{i m \theta} \cos 1 z c^{i c t}, \\
& \begin{array}{l}
(\sigma+m+2) J_{m-1}\left(k \rho_{0}\right)=(\sigma+m-2) J_{m+1}\left(k \rho_{0}\right) \\
(\sigma+m)^{2}=\frac{41^{2}}{k^{2}+l^{2}}, I=\frac{n \pi}{L}, n=0, \pm 1, \pm 2, \ldots
\end{array}
\end{aligned}
$$

Now let

$$
\begin{gathered}
u=A\left(Q_{0}+\beta Q_{1}+\ldots\right)+\lambda^{-}\left(Q_{0}^{0}+\beta Q_{i}+\ldots\right) \\
p=\lambda\left(p_{0}+\beta p_{1}+\ldots\right)+\Lambda^{-}\left(p_{0}^{0}+\beta p_{i}^{0}+\ldots\right)
\end{gathered}
$$

where $i \sigma Q_{0}+L Q_{0}+\nabla_{p_{0}}=0$, i.e. $Q_{0,} p_{0}$ represent any of the inertial modes given above, $A=A(t)$.

Using this $\mathrm{c}_{\mathrm{i}}$ pansion in (3) above one gets:

$$
\begin{aligned}
& (\dot{A}-i \sigma A) Q_{0}+\beta\left[i \sigma Q_{1}+L Q_{1}+\nabla p_{1}\right] A+ \\
& \left(\dot{A}^{\bullet}+i \sigma A^{\bullet}\right) Q_{0}^{*}+\beta\left[-i \sigma Q_{i}^{0}+L Q_{i}^{i}+\nabla p_{i}^{*}\right] A^{\circ}= \\
& \quad \frac{\beta}{2}\left[c^{i 2 \theta} N+c^{-i 2 \theta} N^{\bullet}\right] \nabla\left(A p_{0}+A^{\bullet} p_{0}^{*}\right)+O\left(\beta^{2}\right)
\end{aligned}
$$

Proceeding as in Greenspan, one gets the solvability condition:

$$
(\dot{A}-i \sigma A) \int_{V} Q_{0}^{*} \cdot Q_{0} d V=\frac{\beta}{2} A^{*} \int_{V} Q_{0}^{*} \cdot N \cdot \nabla p_{0}^{*} e^{i 2 \theta} d V
$$

Where all the terms which would disappear by integration over $\theta$ for any $m$ have been discarded from the right hand side. The $\theta$-dependecy of this right hand side is in $e^{i 2(1-m)}$ and thus at first order in $\beta$, only $m=1$ contributes.

We have:

$$
N . \nabla p_{0}^{\circ}=\left[\begin{array}{cc}
1 & i \\
i & i^{2}
\end{array}\right]\left[\begin{array}{c}
\partial_{\rho} p_{0}^{\circ} \\
1 \\
\rho
\end{array} \partial_{0} p_{0}^{\circ}\right]=\left(\partial_{\rho} p_{0}^{\circ}+\frac{i}{\rho} \partial_{\theta} p_{0}^{\circ}\right)\left[\begin{array}{l}
1 \\
i
\end{array}\right]
$$

for $m=1_{1} p_{0}^{\circ}=-J_{1}\left(k_{\rho}\right) e^{-i \phi} \cos l z$, which yields:

$$
N \cdot \nabla p_{0}^{*}=-k e^{-i \rho} J_{0}(k \rho) \cos / x\left[\begin{array}{l}
1 \\
i
\end{array}\right]
$$

$Q_{0}$ is given by the conjugate of the expression for the incrial modes given above, with $m=1$.

Putting it all together leads to:

$$
\begin{aligned}
& e^{i 2 \rho} Q_{0}^{\cdot} \cdot N \cdot \nabla p_{0}^{\circ}=\frac{i k^{2}}{4-(\sigma+1)^{2}}(\sigma+3) J_{0}^{2}(l \cdot \rho) \cos ^{2} l z \\
& Q_{0}^{\circ} Q_{0}=\frac{k^{2}}{2\left(1-(\sigma+1)^{2}\right)^{2}}\left(\cos ^{2}!z\left[(\sigma+3)^{2} J_{0}^{2}(k \rho)+(\sigma-1)^{2} J_{2}^{2}(k \rho)\right]\right. \\
& \left.+\frac{2(\sigma+1)^{2} k^{2}}{l^{2}} J_{1}^{2}(k \rho) \sin ^{2} l=\right\} \\
& \text { alno: }(\sigma+1)^{2} \frac{1}{2}^{2}=4-(\sigma+1)^{2}
\end{aligned}
$$

The solvability condition then reads:

$$
\dot{A}=i \sigma A+i \beta \alpha A^{\bullet}
$$

where $\alpha$ is given by:

$$
\alpha=\frac{(1-\sigma)(3+\sigma)^{2} \int_{0}^{k \infty_{0}} x J_{0}^{2}(x) d x}{\int_{0}^{k \rho_{0}} x\left[(3+\sigma)^{2} J_{0}^{2}(x)+2(3+\sigma)(1-\sigma) J_{1}^{2}(x)+(1-\sigma)^{2} J_{2}^{2}\right] d x}
$$

Let $A=a+i b$ then: $\ddot{a}=\left(\beta^{2} \alpha^{2}-\sigma^{2}\right) a, \Rightarrow a=a_{0} \exp \left( \pm \sqrt{\beta^{2} \alpha^{2}-\sigma^{2}} t\right)$, $b=b_{0} \exp \left( \pm \sqrt{\beta^{2} \alpha^{2}-\sigma^{2}} t\right)$, for the growing mode one needs: $\frac{\alpha 0}{b_{0}}=\sqrt{\frac{b_{0}-\sigma}{\beta a+\sigma}}$. (remark: from $|\sigma+m|<2$ we get $-3<\sigma<1$ and thus $\alpha>0$ )

The maximum growth corresponds to $\sigma=0$ which implies $A=R e^{i \mp}$, where $R$ is real. The optimal mode is given by:

$$
Q^{o p t}=R\left[e^{i \frac{\pi}{4}} Q_{0}+e^{-i \frac{\pi}{\tau}} Q_{0}^{0}\right], \sigma=0, m=1
$$

That is:

$$
Q^{\text {opt }}=R\left[\begin{array}{c}
k\left(3 J_{0}(k \rho)+J_{2}(k \rho)\right) \cos l 2 \sin \left(\theta+\frac{\pi}{4}\right) \\
k\left(3 J_{0}(k \rho)-J_{2}(k \rho)\right) \cos l z \cos \left(\theta+\frac{\pi}{4}\right) \\
\frac{2 k^{2}}{T} J_{1}(k \rho) \sin l z \sin \left(\theta+\frac{\pi}{4}\right)
\end{array}\right]
$$

with $p^{\text {opt }}=6 R J_{1}(k \rho) \cos 12 \cos \left(\theta+\frac{\pi}{4}\right)$.
These optimal modes are only possible in some special containers; we need $\sigma=0$ and thus $3 J_{0}\left(k \rho_{0}\right)+J_{2}\left(k p_{0}\right)=0$ or $a J_{0}(a)+J_{1}(a)=0$ (using the recurrence relations between Bessel functions) where $a=k p_{0}$,
Also for $\sigma=0$ we need $k^{2}=31^{2}=3 \frac{n^{2} r^{2}}{L^{2}}$, and thus a "resonant" cylinder must obey:

$$
\frac{L}{2 \rho_{0}}=\frac{\sqrt{3} x}{2 a_{i}} n
$$

where $L$ is the length of the cylinder, $\rho_{0}$ its radius, $n$ is an integer and $a_{i}$ is a root of a $J_{0}(a)+J_{1}(a)=0$. $\left(a_{1} \simeq 2.735, a_{2} \simeq 3.695, \ldots\right)$

Near the vertical axis this optimal mode appears as a rotation around a horizontal axis oriented in the stretching direction, exactly as the exact non-linear solution in an unbounded domain presented earlier. For $a_{1}$ this corresponds to $\frac{l}{2 \rho 0} \simeq n$, i.e. the aspect ratio is an integer.


The nice simple picture is only valid near the axis. There is some significant distortion as one gets closer to the wall.

## Interaction with the mean flow

(I will look only at the optimal case of a resonant cylinder ( $\sigma=0$ ).)
The important next step is to look at the interaction of the growing mode with the mean flow. Let us decompose the full flow into a mean plus a perturbation: $\vec{v}=\bar{V}(\rho, t)+\vec{u}$. From the boundary conditions and the
co. inuity equation we get: $\bar{U}=\bar{W}=0, \bar{V}=\bar{V}(p, t)$. An overbar denotes an average over $=$ and $\theta$ (i.e. over elliptical cylinders).

In the case where the perturbation is assumed to be the optimal mode presented above, one gets from averaging the Euler equations (2) over $\theta$ and 2:

$$
\partial_{t} \bar{V}+\frac{1}{\rho^{2}} \partial_{\rho}\left(\rho^{2} \bar{u}\right)=-\beta\left(\sin 2 \theta \partial_{\rho} p+\frac{\cos 2 \theta}{\rho} \partial_{\rho} p\right)
$$

Doing things cleanly (that is eliminating the pressure from (2) by multiplying the equations by the inverse of the matrix acting on the pressure gradient, then integrating over 0 and $x$ ) one gets:

$$
\partial_{1} \bar{\nabla}=\beta \overline{\left(\sin 2 \theta\left(\partial_{\rho} u^{2}+\frac{u^{2}+v^{2}}{\rho}\right)+\cos 2 \theta \theta_{\rho} u v\right)}
$$

or

$$
\partial_{t} \bar{V}=\frac{3}{4} R^{2} \beta k^{2} \partial_{\rho}\left(3 J_{0}^{2}(k \rho)+J_{1}^{2}(k \rho)\right) e^{2 \rho a t}
$$

where $R$ is the amplitude of the mode. And then the mean flow is modified according to the following picture:


The center is despun, while a small layer near the wall is actually spun-up. If one looks at the total angular momentum of the fluid, one gets:

$$
\frac{d}{d t}\langle\rho \bar{V}\rangle=-\frac{9}{2} R^{2} \beta\left(\int_{0}^{k \infty} x J_{0}^{2}(x) d x\right) e^{2 \rho \alpha t}
$$

where $\langle\rho \bar{V}\rangle$ is the total angular momentum of the fluid. The righthand side is negative and angular momentum is exponentially taken away form the fluid.

## Energy Transfer:

For completeness, let us look at the total kinetic eiergy of the disturbance. The kinetic energy, computed from (1), is given by the following expression in elliptico-polar coordinates where $u, v, w$ are the variables appearing in (2):
$K . E .=\frac{1+E^{2}}{4}\left[u^{2}(1+\beta \cos 2 \theta)-2 \beta u v \sin 2 \theta+v^{2}(1-\beta \cos 2 \theta)\right]+\frac{E^{2}}{E^{2}+1} w^{2}$
The average total kinetic energy of the perturbation varies as:
$\frac{d}{d t}<K . E .>=\frac{1+F^{2}}{2} \beta \int_{0}^{\infty} \overline{\left[\cos 2 \theta u v\left(\frac{d \dot{V}}{d \rho}+\frac{\bar{V}}{\rho}\right)+\sin 2 \theta\left(u^{2} \frac{d \dot{V}}{d \rho}-v^{2} \frac{\tilde{V}}{\rho}\right)\right] \rho d \rho}$
That is for the basic flow, $\bar{V}=\Omega \rho$ :

$$
\frac{d}{d t}<K . E .>=\frac{E^{2}-1}{2} \Omega \int_{0}^{\infty} \overline{\left(2 \cos 2 \theta u v+\sin 2 \theta\left(u^{2}-v^{2}\right)\right)} \rho d \rho
$$

(This expression is valid for any perturbation)
For the optimal growing mode this is:

$$
\frac{d}{d t}<K . \bar{E} .>=\frac{E^{2}-1}{16} \Omega \int_{0}^{k \infty}\left[18 J_{0}^{2}(x)+12 J_{0} J_{2}-2 J_{2}^{2}\right] x d x \exp (2 \beta a t)
$$

and after some acrobatic juggling with the Bessel functions, this can be rewritten as:
$\frac{d}{d t}<K . E .>=\frac{E^{2}-1}{2} \Omega\left[1+\left(k^{2} \rho^{2}-1\right) J_{0}^{2}\left(k \rho_{0}\right)+\frac{1}{2} \int_{0}^{k \rho_{0}}\left(x J_{0}^{2}+\frac{2 J_{1}^{2}}{x}\right) d x\right] e^{2 \rho a \Omega t}$
and this expression is positive definite.

## Conclusions \& Speculations:

It has been demonstrated that there are indeed growing modes in a bounded geometry. Only modes with an $e^{i \theta}$ spatial structure can grow, and the growth is dependent on the aspect ratio of the container. Resonant cylinders correspond closely to an integer aspect ratio (length/diameter). Near the axis the unstable solutions apppear as a rigid body rotation around horizonta! preferred directions and of alternating sign as one moves a diameter
along the axis. The interaction with the mean flow shows that the Reynolds stresses correlate with the ellipticity to de-spin the center. This in an interesting result. It suggests that a weak departure from solid rotation is unistable to a disturbance which non linearly destroys the primary rotation and not the "weak departure". The disturbance could indeed "circularize" the flow, at least in the ceninr, whereas it actually stops the rotation there. streamlines:


In other words the ellipticity acts as a catalyst for the extraction of the energy from the rotation. One wonders if all the vertical angular momentum will disappear or if this process will saturate in some way. The amplitude equation should look like:

$$
\dot{A}=i \sigma A+i \beta \alpha A^{\bullet}+i K|A|^{2} A
$$

The question is, then what is $K$ ? and what is the nature of that cubic term? It is valuable at this point to note that this amplitude equation is identical to the on.e derived for the Faraday instability (Douady) or the physically simila: Mathieu pendulum. The Mathieu pendulum is a pendulum whose support oscillates vertically.


For infinitesimal oscillation this system is described by the Mathieu equation: $\ddot{x}+(p+q \cos 2 t) x=0$. For $p=1$ there are growing (unstable) solutions. If $q$ is finite this is true for some interval of values of $p$ around $l$. The difference between $p$ and 1 corresponds to $a$ "linear de-tuning" and limits the growth rate in the way $\sigma$ modified the growth rate in the previous discussion. The primary growing disturbance has a frequency equal to half that of the
excitation, exactly as the $2 \theta$ modulation due to the ellipticity gave rise to a growing $e^{i \theta}$ disturbance. This is a well-known fact in parametric instability. Note that we have a spatial forcing instead of a temporal forcing though. The saturation is easy to understand for the Mathieu pendulum. The natural frequency of the pendulum is a function of the amplitude of oscillation (This is a fairly general statement about waves). As the disturbance increases, its oscillation frequency drifts until the oscillator is sufficiently detuned that the instability is suppressed. This picture is appealing however its application to the elliptical instability is not necessarily straightforward. Looking back at the interaction with the mean flow, one distinguishes two distinct regions where the fluid is roughly in solid rotation, slower in the center, faster near the wall.


This is a centrifugally stable configuration. The outer layer is very stable in particular. Its dynamics is also much faster that that of the inner core. I would speculate that the effect of this radial distribution is to "bring in the walls". The outer layer acts as 2 wall for the inner core. This would be the way the system can "detune" itself, by effectively modifying the aspect-ratio. The concept of "non-linear detuniag" is in keeping with Greenspan's (1960) study. He looked at the non-linear interaction between an inertial wave and a geostrophic flow. Fie found that there were no resonant interactions and that the only effec: bould only consist in a change of the frequency of the inertial wave. Finally it seems fairly easy to include the effect of viscosity in the analysis, at least at lowest order. Most of the dissipation occurs in boundary layers near the wall. This is well-documented in the context of the theory of rotating fluids. In connection with this discussion, let me mention that while one can see evidence of the inviscid instability described above during the initial developements in Malkus' experiment, the latter behavior is quite interesting and raises many questions. So far it has not been possible to reach an equilibrated, steady solution. The initial growing mode eventually breaks down into small scale motions, leaving an inner core almost totally despun. The walls then proceed to spin up the fluid and a
similar evolutions takes place. The flow never seems to quite go back to the initial state and the initial growing disturbance.
Appendix: 'To avoid confusion I would like to stress the similitudes and differences between this problem and the one of precession of a cylinder (Johnsson 1967). In both cases the same inertial wave is excited. For the elliptical cylinder this is an instability (of parametric type) while it is a forced response for the precessing cylinder. In precession an extra body force appears due to the variation of the rotation vector (in addition to the Coriolis and centrifugal forces there is a $\dot{\bar{\Omega}} \times \bar{s}$ inertial force). In short precession corresponds to an equation of the type $\ddot{x}+x=c \cos t$, while the elliptical instability corresponds to $\ddot{x}+(1+c \cos 2 \ell) x=0$.
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#### Abstract

A simple model of the precipitating convection which gencrates squall lines is developed and analysed. This includes separate treatments of the region of rising, condensing, saturated air ahead of the squall line and the region of downwardly-displaced, unsaturnted air behind the squall line, into which the rain water falls and evaporates. Solutions, which grow from a quiescent state, are found in an unbounded domain. It is demonstrnted that the squall line propagates into the condensing region. It is also shown that such squall lines can only exist under certain atmospheric conditions, when the ratio of the ambient stable stratification is neither too small nor too large. These limits on the atmospheric stratification both become larger as the water loading increases. We discuss how these results may be extended to bounded domains.


## 1. Introduction.

A squall line is operationally defined as any line or narrow band of thunderstorms. In a squall line, the flow varies only slowly along the line, in contrast to its variation across the line and this suggests that the process is essentially two dimensional (Thorpe, Miller \& Moncrieff, 1982, Seiter $\&$ Kino, 1983). However, the mechanism by which squall lines develop and propagate has not been explained by a simple, consistent theory. In moist, precipitating convection there are sinks of buoyancy caused by the gravitational force excred on the nir by the rain distribution and the exnporntion which are uncoupled from the displacement of air parcels; this allows for the propagation which is impossible in the equivalent non-precipitating convective problem.

A number of two-dimensional numerical models of squall lines have been developed over the years, and these have indicated the qualitative nature of the flow across the squall line (c.g. Seitter \& Kiuo, 1983). From numerical results, a simple explanation of the basic mechanism of squall line propagation was proposed by Seitter $\mathbb{S}$ Kuo, (19S3). This may be readily understood from figure 1 which shows a sloping squall line propagating towards the region of upward-rising, saturated air. In the region of upward-rising air, water vapour condenses to produce liquid water. As the vapour condenses, it releases latent heat, providing the source of thermal buoyancy for the upward motion. The liquid water then generates a gravitional force on the air, which we refer to as the condensate or rain londing lie squall line moves, some of the rain crosses the line into the region of downward. .oving, unsaturated air. In this region, the downward motion is caused by both the evaporation of the rain, which cools the air, and the condensate loading. Thus the squall line is a region of strong shear and may be regarded as a sheet of negative vorticity, maintained by the temperature gradient across the interface.

Seitter \& Kuo (1983) proposed that it is the effect of the condensate loading which
causes the sequall line to propagate; in the condensing region of upward motion the fraction of liquid water increases as we approach the squall line, since the rain falls across the propagating squall line (figure 1). The liguid rain will therefore generate more negative vorticity just ahead of the line. In the region beyond the squall line, the liquid rain content decreases with distance behind the squall line, as it cvaporates, generating positive vorticity in this region of the air. The effect of this additional vorticity field, produced by the rain, is to move the point of minimum vorticity into the region of upward rising air away from the interface. In turn this causes the interface to move toward the region of upward motion, and so the squall line propagates.

In their numerical solutions, Seitter \& Kuo (1983) also identified a mechanism by which an applied shear maintains the slope of the line in a bounded domain. Since the rain falls downwards, the horizontal rain gradient increases with depth in the cloud and so the squall line tends to propagate faster at its base. The application of a wind shear blowing into the unsaturated region can oppose this effect and generate a fixed slope. If the slope becomes too large, the rain accumulates even more ahead of the line in the region of upward rising air, causing the line to propagate faster and its slope to decrease. If the slope becomes too small the wind shear dominates and increases the slope of the line.

In an attempt to understand the process more fully, Emanuel (1980) developed a simple linear model of precipitating convection in which the above mechanism of propagation obtains. In his model the upward and downward motions were treated identically. In the region of upward motion, the saturated air generates positive buoyancy by condensing out rain water, while in the region of downward motion the air is forced to remain saturated by condensing out 'negative rain'; thus generating negative buoyancy. Figure 2(i,ii) shows qualitatively the vorticity and rate of vorticity generation by rain water loading through a horizontal section as derived from the figures for the streamlines and rain contours given in Emanuel's paper, reproduced here in figures 2 (iii),(iv). From these figures, it is seen
that there is a phase lag between the vorticity feld and the rate of gencration of vorticity, and it is this that causes the propagation.

However, this is not a realistic model of 8 I lines in which there is an asymmetry between the upward and downward motions. In a squall line, in the region of downward motion, instead of the unphysical production of negative rain to keep the air saturated, the negative buoyancy is gencrated by the rain water cuaporation and loading. This produces both a spatial and a temporal asymmetry in the solution unlike Emanucl's model. However, we note that Emanuel's morlel is an appropriate model of the perturbation rain field in a different situation in which the basic state is one of uniform water distribution and so the nir may be kept saturated even in the region of downward motion; this may be regarded as a 'shower head' model.

The main purpose of this work is to develop and investigate a consistent analy "cal model of a squall line by modelling separately the different physical processes particular to both the region ahead of the squall line which for clarity we call the 'condensation region', and the region behind the squall line, which we call the 'evaporating region'. This model is able to demonstrate the importance of several new processes associated with squall-line dynamics. In section 2, we introduce the model of the cloud microphysics, the equations of motion, and conservation of buoyancy and rain for the two regions. We also discuss the matching conditions across the squall line which forms the interface between these two regions. We then develop a hierarchy of solutions of the system. In section 3, we consider stationary squall line solutions in an unbounded domain, which we generalise to solutions in which the squall line propagates in section 4. These solutions grow exponentially from a state of rest. We also present a simple argument which shows that the condensate loading is crucial for the existence of propagating squall line solutions. In section 5 , we discuss the more difficult problem of finding solutions in a bounded domain and introduce an initial attempt at tackling this problem. We also briefly consider how the physics of the problem
may be changed in order to introduce a natural vertical bound on the problem. We draw some conclusions about the present study in section 0.

## 2. The Physical Model

Throughout this paper, we consider motions of the system whese time scale is much longer than the condensation time senle so that the system remains in thermodynamic equilibrium.
(i) Cloud Microphysics.

A detailed study of the microphysics of clouds was carried out by Kessler (1969). In summary, the liquid water in a cloud may be divided into two categories which we call cloud water and rain water. The clond water is advected with the flow in the cloud, while the rain water (consisting of the larger drops of water) falls out under gravity, at approximately its terminal velocity.

For the present model, we assume that all the liquid water that forms in the condensation region is rain water and that it falls out at its terminal velocity as soon as it forms. This is an idealisation, but retains the essential physical ingredients of the problem (Scitter \& Kuo, 1983). We also assume that all the rain falls at a fixed terminal velocity, $V_{T}$, relative to the air.

This simple model of the micro physics gives rise to the linearised equation for the conservation of the liquid water

$$
\begin{equation*}
l_{t}-V_{T} l_{x}=L_{1} \tag{2.1}
\end{equation*}
$$

where $l$ is the liquid water content and $L$ represents a source or sink of liquid water corresponding to condensation or evaporation, with $z$ the upward vercical coordinate and $t$ the time.

In the condensation region, the water vapour condenses out according to the vertical gradient of the water vapour saturation mixing ratio, $q_{a}$, which represents the maximum
water vapour content of the air at a given pressure and temperature, giving

$$
\begin{equation*}
L=-w \frac{d q_{0}}{d z} \tag{2.2}
\end{equation*}
$$

where $w$ is the upward, vertical velocity. We assume that $\frac{d e}{d 2}$ is constant, except in section 5 where we consider vertically bounded domains. Note that everywhere in the condensntion region, $w>0$, in order that the air remains saturated.

In the evaporation region, we must assume some law for the evaporation of the rain. We follow Sietter \& liuo (1983) and assume a simple linear evaporation law $\mathcal{L}=-E l$, where $E$ is the evaporation rate, here asumed to be constant. In order that the air remains unsaturated in the evaporation region we require the vertical displacement of the arir from the time of entering this region, $t_{0}$, to be negative, i.t. $\int_{i_{0}}^{t}$ wdt $<0$. The problem of defining each of these regions and their boundaries is addresseci in the approach to finding a solution.
(ii) The Momentum Equations.

For simplicity, we assume that the flow is inviscid and we seek disturbances growing from the stationary state. This gives rise to the linearised, two dimensional momentum equations (Takeda, 1971, Emanucl, 1986)

$$
\begin{equation*}
w_{1}=B-g l-p_{2} \tag{2.2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t}=-p_{x} \tag{2.2.2}
\end{equation*}
$$

In equation (2.2.1) the term $B$ represents the force due to the buoyancy which is generated by condensation or evaporation combined with the background temperature gradient. The term $g l$ represents the condensate loading, with $g$ the acceleration due to gravity, and $p$ is the pressure field.

By continuity we can introduce a strenmfunction $\psi$ for the velocity field ( $u, w)=$ $\left(-\psi_{x}, \psi_{x}\right)$ and then combine (2.2.1) and (2.2.2) to give the vorticity equation

$$
\begin{equation*}
\nabla^{2} \psi_{t}=B_{x}-g l_{x} \tag{2.2.4}
\end{equation*}
$$

(iii) The Buoynncy Equations.

To complete our description of the physical system, we need to consider how the tempernture ficld varies in the two regions.

In the condensation region the release of latent heat on condensation produces an wastable stratification which we may denote by

$$
\begin{equation*}
N_{c}^{2}=-g \frac{\Gamma_{m}}{\Gamma_{\alpha}}\left(i a\left(\bar{\theta}_{c}\right)\right)_{z} \tag{2.3.1}
\end{equation*}
$$

where $\Gamma_{m}$ and $\Gamma_{d}$ and the moist and dry adiabatic lapse rates and $\theta_{c}$ is the mean state equivalent potential temperature. This represents the temperature the parcel would have if it were allowed to rise along a moist adiabat until all its water has condensed out and then returned to its initial pressure along a dry adiabat (Durran \& Klemp, 1982). This gives the buoyancy equation

$$
\begin{equation*}
B_{t}=N_{c}^{2} \psi_{x} \tag{2.3.2}
\end{equation*}
$$

In this paper we assume that $N_{c}^{2}$ is a constant except in section 5 , where we consider vertically bounded domains. Note that in the upward moving air, the amount of condensation produced is such as to keep the air just saturated.

In the evaporation region, there is a basic stable background temperature field (the dry adiabat) with buoyancy frequency $N_{e}^{2}$, which we also assume to be constant, but in addition the evaporation of the liquid water cools the air generating negative buoyancy. Thus the buoyancy equation in this region is

$$
\begin{equation*}
B_{t}=-N_{e}^{2} \psi_{x}-M E l \tag{2.3.3}
\end{equation*}
$$

where $M$ is the Stefan number of cvaporation, $M=\frac{h_{1}}{c_{r} T_{0}}$.
(iv) Non-Dimensionalisation.

We non-dimensionalise these equations using the natural length seale of the system $\dot{Y}_{X_{e}}$, and the time scale $\frac{1}{N_{e}}$. In addition we non-dimensionalise the water content by the change in the saturation water vapour mixing ratio over the natural length scale of the problem, $-\frac{d e n}{d_{2}} \frac{V_{2}}{N_{e}}$. This gives rise to a set of equations for each of the two regions:
I. Condensation Region:

$$
\begin{align*}
\nabla^{2} \psi_{t} & =B_{x}-A l_{x}  \tag{2.4.1a}\\
B_{1} & =\psi_{x}  \tag{2.4.16}\\
l_{t}-l_{z} & =\psi_{x}  \tag{2.4.1c}\\
\psi_{x} & \geq 0 \tag{2.4.1d}
\end{align*}
$$

II. Evaporation Region:

$$
\begin{align*}
\nabla^{2} \psi_{t} & =B_{x}-A l_{x}  \tag{2.4.2a}\\
B_{i} & =-N^{2} \psi_{x}-A M E l  \tag{2.4.2b}\\
l_{l}-l_{x} & =-E l  \tag{2.4.2c}\\
\int \psi_{x} d t & \leq 0 \tag{2.4.2d}
\end{align*}
$$

where $N^{2}$ is the ratio $N_{c}^{2} / N_{c}^{2}$.
Before proceding further, we pause to note the fundamental diff ie rivertween the structure of these two sets of equations.

In the condensation region we can solve for the liquid rain along lines $z+t=$ const to obtain

$$
\begin{equation*}
l=l_{0}+\int_{0}^{s} \psi_{x} d s ; \quad t=t_{0}+s ; \quad z=-s+z_{0} \tag{2.4.3}
\end{equation*}
$$

We deduce that the rain is a function of the vertical velocity in this region. Equation (2.4.1a) also demonstrates that the velocity field is a function of the rnin ficld everywhere in the condensation region.

In contrast, in the evaporation region, we may ow efor the rain field $l$ to obtnin

$$
\begin{equation*}
l=l_{0} c^{E_{x}} ; t=t_{0}+s ; z=z_{0}-s . \tag{2.4.4}
\end{equation*}
$$

Thus the rain evolves independently of the velocity field and is not influenced by the velocity ficld. However, (2.4.2a) again indicates that the velocity field is dependent upon the rain field, which is an inhomogenecus forcing term in the equation.

We deduce that the motion in the condensation region drives the motion in the exaporation region; this acts as an important constraint on the nature of the squall line.
(v) Boundary Conditions.

We now consider the matching conditions across the squall line. As a parcel of air passes through the propagating squall line, its velocity remnins continuous as there cannot be any impluses generated by the squall line. In order to be dynamically consistent, the pressure is also continuous. By similar arguments the rain and buoyancy fields are continuous. This yields five boundary conditions across the interface. Note that in the case of a non-propagating squall line, the velocity condition reduces to a condition on the normal velocity. Additionally we seek solutions which decay to zero away from the squall line.

## 3. Non-propagating growing modes in an unbounded domain.

Some of the simplest solutions admitted by the system are the non-propagating, growing modes in an unbounded domain. As an initial investigation we seck solutions of the form

$$
\begin{equation*}
f(x, z, t)=c^{c t} g(x-\gamma z) \tag{3.1}
\end{equation*}
$$

in which the velocity is everywhere parallel to the direction $\approx=x / \gamma$, and we choose the squall line to have this same slope, $\frac{1}{7}$. Without loss of generality we choose the squall line to be coincident with the line $x=\gamma z$ and the condensation region to be $x \leq \gamma \approx$.

If $\psi=e^{\sigma t+k(x-\gamma=)}$ in the condensation region, then at the interface $l=\frac{k}{\sigma+\gamma^{k}}$. Therefore in the evaporation region, the liquid water and streamfunction are given by

$$
\begin{align*}
& l=\left(\frac{k}{\sigma+\gamma^{k}}\right) e^{\sigma t-\frac{\alpha+2}{\gamma}\left(x-\gamma^{2}\right)}  \tag{3.2}\\
& \psi=l \tag{3.3}
\end{align*}
$$

We call this the 'rain wave solution'. In this solution $k>0$ in order that $\psi \rightarrow 0$ as $x-\gamma z \rightarrow-\infty$. For consistency this solution must satisfy the two dispersion relations

$$
\begin{equation*}
\sigma^{2}=\beta\left(1-\frac{A \sigma}{\sigma+\gamma k}\right) \tag{3.4}
\end{equation*}
$$

for the condensation region and

$$
\begin{equation*}
\sigma^{2}+N^{2} \beta=\left(\frac{\gamma}{E+\gamma}\right) A(M E+\sigma)\left(\frac{k}{\sigma+\gamma k}\right) \beta \tag{3.5}
\end{equation*}
$$

for the evaporation region, where

$$
\begin{equation*}
\beta=\frac{1}{1+\gamma^{2}} \tag{3.6}
\end{equation*}
$$

Note $\beta=0(\gamma=\infty)$ corresponds to a horizontal interface and $\beta=1(\gamma=0)$ to a vertical interface.

We deduce that $\sigma \leq 1$ and $\gamma^{k} \leq \sigma(A-1)$ and note that this solution satisfics the boundary conditions automatically. Figure 3 shows how the solutions $\sigma(\beta)$ erolve as the parameter $N^{2}$, which represents the ratio of the stratification in the stable layer to that in the unstable lnyer, is varied. As expected, the growth rate increnses as the slope of the squall line increases and as $N^{2}$ decrenses.

In the limit of a horizontal interface, $\beta \rightarrow 0, \sigma=\sigma_{0} \beta^{1 / 2}$ and $\gamma k=r_{0} \beta^{1 / 2}$ where

$$
\begin{equation*}
\sigma_{0}^{2}=1-\frac{A \sigma_{0}}{\sigma_{0}+r_{0}} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{0}^{2}+N^{2}=\frac{A M r_{0}}{\sigma_{0}+r_{0}} . \tag{3.8}
\end{equation*}
$$

Thus we have

$$
\begin{equation*}
\sigma_{0}^{2}=1-\frac{1}{M}\left(A M-\sigma_{0}^{2}-N^{2}\right) \tag{3.9}
\end{equation*}
$$

and so for $\sigma_{0}^{2}>0$ we require

$$
\begin{equation*}
N^{2}>M(A-1) \tag{3.10}
\end{equation*}
$$

and so

$$
\begin{equation*}
r_{0}=\frac{N^{2}-(A-1)}{(M-1)\left((M-1) A+(A-1)-N^{2}\right)} . \tag{3.11}
\end{equation*}
$$

We deduce that $N^{2}>A-1$ and $N^{2}<M A-1$ for a solution to exist. It was shown numerically that the upper bound of $N^{2}$ occurs as $\beta \rightarrow 0$ and that the lower bound for $N^{2}$ occurs as $\beta \rightarrow 1$. The results are shown in figure 4 , giving the range of atmospheric conditions which admit stationary squall line solutions. The region between the upper solid and lower dotted lines is the maximum range of solutions; in the region between the lower solid line and the dotted line no solutions with $\beta=0$ exist. This may be seen most readily by considering the bounds on $N^{2}$ as $\beta \rightarrow 0$ where $\sigma \rightarrow \sigma_{o} \beta^{1 / 2}$ and $\gamma^{k} \rightarrow r_{o} \beta^{1 / 2}$.

As $N^{2}$ decrenses, solutions exist for sloping squall lines $(\gamma \leq \infty)$ which do not exist for horizontal squall lines $(\gamma \rightarrow \infty)$. This is because the stepper the squall line, the less rain that falls out. Therefore, for the same water loading (A), as $\boldsymbol{\gamma}$ decreases the stabilising stratification required for the atmosphere to adjust to the rain forcing decreases. There is a maximum stabilising stratificntion above which no solutions exist since above this value the atmosphere is too stable and over-compensates for the rain disturbance. The ratio of the buoyancy frequencies of the stable stratification to the unstable stratifiention, $N^{2}$, attains its largest value when $\beta \rightarrow 0$, i.c. the interface is horizontal $(\beta=0)$; in this limiting case no rain forms and all the flow is horizontal.

## 4. Propagating, Growing Modes in an unbounded domain.

We now generalise the results of section 3 and seek the simplest form of propagating modes in an unbounded domain. We follow the approach of section 3 and look for solutions with parallel flow and a lincar squall linc $(x+u t=\gamma z)$

$$
\begin{equation*}
\psi=\operatorname{cxp}(\sigma t) \exp (k(x+u t-\gamma z)) . \tag{4.1}
\end{equation*}
$$

Before proceding with any detailed analysis we make several remarks about the above class of squall line solution.

First we note that $\partial_{:}=\gamma \partial_{x}$ and so the boundary conditions in a moving frame in which $\partial_{t} \rightarrow \partial_{t}+u \partial_{x}$ become

$$
\begin{equation*}
[\psi]=\left[\psi_{x}\right]=\left[\psi_{x x}\right]=0 . \tag{4.2}
\end{equation*}
$$

In the condensation region, $\psi_{x} \geq 0$, but at the squall line in the evaporation region, $\psi_{x} \leq 0$. Thus $\psi_{x}=0$ at the squall line and so there is no vertical flow there.

Secondly, we require both that the solution decay as $x+u t-\gamma z \rightarrow-\infty$ and that $\psi_{x} \geq 0$ everywhere in the condensation region. The simplest solution satisfying both of
these conditions is the sum of two exponentini decnying modes. We will use this result shortly to find the solution in the condensation region.

In the evaporation region, the forced rain wave solution is a single exponentially decaying mode forced from the rain distribution on the squall line (as in section 3). Therefore, we need some other mode in this region in order to sntisfy the boundary condition $\psi_{x}=0$ at the interface. The only other modes which can occur in the evaporative region are gravity wave modes, which represent the adjustment of the enviroment to the flow at the squall line in order to conserve the flow properties $B, l, u, p$ across the interfnce. Therefore, the solution in the eraporative region is a combination of the rain wave and a gravity wave.

It follows from (2.4.2) that the gravity wave mode satisfies

$$
\begin{equation*}
(\sigma+k u)^{2}=-\beta N^{2} \tag{4.3}
\end{equation*}
$$

giving

$$
\begin{equation*}
k=-\frac{\sigma}{u} \pm i \beta^{1 / 2} \frac{N}{u} . \tag{4.4}
\end{equation*}
$$

In order that this mode decays as $x+u t-\gamma z \rightarrow \infty$, we require $u>0$. This constraint implies that the squall line can only propagate into the condensation region. We investigate the mechanism of this propagation later in this section.

We also note that the modes in the condensation region, $x+u t<\gamma z$, satisfy

$$
\begin{equation*}
(\sigma+u k)^{2}=\beta\left(1-A \frac{\sigma+k u}{\sigma+k u+k \gamma}\right) \tag{4.5}
\end{equation*}
$$

and so in order that $\psi_{x} \geq 0$ and that the solution decays as $x+u t-\gamma z \rightarrow-\infty$, we require two positive roots for $k$. Therefore $k \gamma>(A-1)(\sigma+k u)$ and hence $\gamma>(A-1) u$. We deduce that if $A>1$ then the squall line must slope into the evaporation region and cannot be vertical. This is because the rain leaves the condensing region more rapidly when the squall line slopes. If the water loading exceeds the unstable stratification $(A>1)$ in the
condensing region then in order to mantain upward flow the density of the rain must be reduced; this is acheived by having a sloping squall line.

There exist two positive solutions for $k$ in both the cases $A>1$ and $A<1$. This is readily seen graphicnlly by plotting the dispersion relation (4.5) as shown in figure 5. We deduce that for $A<1$ there can only be two solutions of (4.5) if the value of $y(k)$, where

$$
\begin{equation*}
y(k)=\sqrt{(\beta)\left(1-A \frac{(\sigma+k: u)}{\sigma+k(u+\gamma)}\right)} \tag{4.6}
\end{equation*}
$$

excece's the Jue uk+ $\sigma$ at the point at which $\frac{d x}{d k}=u$. After some algebra, this condition may be shown to reduce to the condition $\gamma>24 \frac{1-\lambda}{\lambda}$. Hence when $A<1$ the squall line must also slope away from the vertical, and as $A \rightarrow 0$, the squall line becomes horizontal. We will show that such a solution is not possible when $N^{2}$ is too large because as $A \rightarrow 0$, the downward condensate londing is insufficient to bnlance the upward unstable motion produced by the latent heat release.

To simplify the solutions we will now work in the frame of reference moving with the squall line, $x^{\prime}=x+u t$. We choose the line $x^{\prime}=\gamma z$ to correspond to the position of the squall line. From now on we drop the prime.
(i) Solution in the Condensation Region. Analysis of the Mechanism of Propagation.

Following the above discussion, we can immediately write down the streamfunction in the condensation region, $(x<\gamma z)$, as

$$
\psi=\exp \left(\sigma t+k_{1}(x-\gamma z)\right)-\frac{k_{1}}{k_{2}} \exp \left(\sigma t+k_{2}(x-\gamma z)\right)
$$

where $k_{2}>k_{1}>0$ are the two solutions for $k$. This solution clearly satisfics the conditions $\psi_{x}=0$ at $x=\gamma z$ and $\psi_{x}>0$ for $x<\gamma z$. The rain field is found from (2.4.2) to be

$$
\begin{equation*}
l=\frac{k_{1}}{\sigma+k_{1}(u+\gamma)} \exp \left(k_{1}(x-\gamma z)\right)-\frac{k_{1}}{\sigma+k_{2}(u+\gamma)} \exp \left(k_{2}(x-\gamma z)\right) \tag{4.7}
\end{equation*}
$$

and the thermal ficld is

$$
\begin{equation*}
B=\frac{k_{1}}{\sigma+k_{1} u} \exp \left(k_{1}(x-\gamma=)\right)-\frac{k_{1}}{\sigma+k_{2} u} \exp \left(k_{2}(x-\gamma z)\right) . \tag{4.8}
\end{equation*}
$$

From these solutions we can understand the mechanism of propagation of the squal! line. The simplest mems of understanding the propagation mechanism is to follow the appronch of Seitter \&: Kino and examine the vorticity field and its generntion. Returning to the stationary frame, we have

$$
\begin{equation*}
\nabla^{2} \psi_{l}=B_{x}-A l_{x} \tag{4.9}
\end{equation*}
$$

Figure 6 shows the variation with distance from the squall line of the vorticity field, $\nabla^{2} \psi$, and the terms representing the rate of generation of vorticity due to the buoyancy field $\left(B_{s}\right)$, the rain loading ( $-A l_{x}$ ) and their sum.

Near the squall line the buoyancy generation term dominates which causes the vorticity field to decrease. Therefore the point of minimum vorticity and hence the squall line propagate to the left. In this region, the rain field weakiy opposes this buoyancy generation of negative vorticity. However, as we move some distance ahead of the squall line, the condensate loading also begins to generate negative vorticity and a little further ahead the vorticity generated by the rain-loading dominates the generation of vorticity caused by the buoyancy field. The rain loading controls the propagation to the left in this region ahead of the squall line, up to the point even further ahead of the interface where the sum of the vorticity generation terms becomes positive. Beyond this point the buoyancy generation of yorticity dominates the rain loading generation of vorticity again. In this very simple analytical solution there is a more complex mechanism of propagation than that suggested by Seitter \& Kuo (1983). We have determined that the phase difference between the rain field, buoyancy field and streamfunction cause the propagation of the squall line; however, this more complex mechanism also depends crucially on the presence of the water loading.
(ii) Non-existence of Propagating Modes when $A=0$.

In order to emphasize the importance of the presence of the water loading, parameterised by $A$, we now show that no propagnting modes exist when $A=0$. In this case the dispersion relation in the condensation region becomes

$$
\begin{equation*}
\left(\alpha+k_{c} u\right)^{2}=\beta \tag{4.10}
\end{equation*}
$$

and for the gravity mode in the evaporation region it becomes

$$
\begin{equation*}
\left(\sigma+k_{c} u\right)^{2}=-N^{2} \beta_{1} \tag{4.11}
\end{equation*}
$$

where $k_{\mathrm{c}}$ and $k_{\mathrm{c}}$ are the wavenumbers in each of the regions. Thus $k_{c}=-\frac{9}{4} \pm \frac{\frac{\beta}{}_{1 / 2}^{4}}{}$ and $k_{c}=-\frac{a}{u} \pm i \frac{\beta^{1 / 2}}{n}$. However we require two decaying modes in $x<\gamma=$ and so $u>0$. This implies that in $x>\gamma=$ the gravity mode grows as $x-\gamma=\rightarrow \infty$.

Hence no such propagating solutions exist. Essentially, tinis is because when $\dot{d}=0$ we have adjacent regions of unstable and stable flaid (Bretherton, 198i).
(iii) Solution in the evaporation region.

This solution consists of the rain wave produced by the rain moving across the squall line from the condensation region (section 3) and the gravity wave which is the response of the stable stratification to the forcing at the interface.

From the solution in the condensation region, (4.7), we have the value of the rain at the squall line

$$
\begin{equation*}
l=\frac{k_{1}}{\sigma+k_{1}(u+\gamma)}-\frac{k_{1}}{\sigma+k_{2}(u+\gamma)} \tag{4.12}
\end{equation*}
$$

and so the rain wave has the solution

$$
\begin{equation*}
\psi_{r}=a_{r} \exp \left[\sigma t-\left(\frac{\sigma+E}{u+\gamma}\right)(x-\gamma z)\right] \tag{4.13}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{r}=\frac{\beta A k_{1}\left(k_{2}-k_{1}\right)\left[\frac{(\mu+\gamma) M}{(\sigma+E)}+\frac{\left(\sigma \gamma-E_{u}\right)}{E(\varepsilon+\gamma)}\right]}{\left(N^{2}+k_{r}^{2}\right)\left(\sigma+k_{1}(u+\gamma)\right)\left(\sigma+k_{2}(u+\gamma)\right)} \tag{4.14}
\end{equation*}
$$

We may associnte the term in $M$ with the flow produced by the evaporative cooling while we associate the term in $\frac{1}{6}$ with the condensate loading. Therefore, in this region, cither of these mechanisms will suffice to produce the downward motion and the associnted positive vorticity generation.

The gravity wave mode has the form

$$
\psi_{g}=\operatorname{cxp}\left(\sigma t-\frac{(x-\gamma z) \sigma}{u}\right)\left(a_{1} \cos \left[\frac{\beta^{1 / 2} N}{u}(x-\gamma z)\right]+a_{2} \sin \left[\frac{\beta^{1 / 2} N}{u}(x-\gamma=)\right]\right)
$$

and we may determine $a_{1}$ and $a_{2}$ most readily from the boundary conditions $\psi_{g_{\varepsilon}}+\psi_{r_{k}}=0$, $\psi_{g}+\psi_{r}=\psi_{c}$ at $x=\gamma=$ where the subscripts $c_{1} r$ and $g$ denote the condensation region solution, the gravity wave and the rain wave.

The interfacial condition

$$
\psi_{g_{e x}}+\psi_{r_{x}}=\psi_{c x x}
$$

at $x=\gamma z$ then is used to determine the value of $\sigma$ for the given value of $k$ and $\gamma$.
(iv) Description of Full Solution.

Before considering how the solutions cvolve as the atmospheric conditions change, it is instructive to examine how the vertical velocity, $\psi_{x}$, the buoyancy, $B$ and the liquid water, $l$ vary from some distance ahead of the squal! line, through the squall line, to some distance behind the squall line. In figure 7, it may be seen that in the condensation region the vertical velocity $\left(\psi_{x}\right)$ has a maximum well ahead of the interface, while the buoyancy maximum occurs nearer to the squall line, and the liquid water maximum is even closer. It was shown earlier that this phase shift between the upward motion and the buoyancy and liquid water fields maintains the propagation of the squall line.

In the exaporation region the rain distribution decnys exponentially with distance from the squall line as it evaporntes. The temperature drops rapidly with distance behind the squall line. Near the squall line this is due primarily to the contimuity of temperature across the interfnce coupled with the exponential growth with time of the mode in the condensation region. However, further behind the line it is primarily due to the production of negative buoyancy by rainwater comporation.

Just behind the squall line, the velocity field is controlled dominantly by this production of negative buoyancy. However, further behind the line the gravity wave becomes more important in controlling the buoyancy distribution and the velocity field. However, the gencration of negative buoyancy by evaporation dominates the velocity field, maintnining the vertical position of all air parecls below their height on passing through the squall line so that the air remains unsaturated.
(v) Consistency conclition.

We now develop the consistency condition that once a parcel of air moves behind the squall line it should remain undersaturated and therefore below the height it had when passing through the squall line. We may formally express this condition as $\int_{-0}^{1} \psi_{x} d t<0$, where $x=\gamma z$ at $t=0$.

Substituting the full solution for the evaporating region into this expression and after some algebra, the condition reduces to

$$
\begin{equation*}
W \cos \left[\frac{\sqrt{( } \beta) N x}{u}+x\right]<Y^{\prime} \operatorname{cxp}\left[\left(\frac{\sigma}{u}-k_{r}\right) x\right]+Z \tag{4.15}
\end{equation*}
$$

where $W, X, Y, Z$ may be determined in terms of $a_{r}, a_{3}, a_{4}$ as

$$
\begin{gathered}
X=\tan ^{-1}\left(\frac{\left.a_{4} \sqrt{( } \beta\right) N-a_{3} \sigma}{a_{3} \sqrt{(\beta) N+\sigma a_{4}}}\right) \\
W=\left(i_{r}^{2} a_{r}^{2}+\frac{1}{u}^{2}\left(a_{3} \sqrt{\left.(\beta) N+\sigma a_{4}\right)^{2}}\right)^{\frac{1}{2}}\right.
\end{gathered}
$$

$$
Y=\frac{\sqrt{(\beta) N a_{r}(\sigma+E)}}{\left(\sigma-u k_{-}\right)(u+\gamma)}
$$

and

$$
Z=\frac{a_{3} \sqrt{(\beta) N}}{u}+\frac{\sigma a_{4}}{u}
$$

where

$$
k_{r}=\frac{\sigma+E}{u+\gamma} .
$$

W. an readily demonstrate that in principle some solutions can satisfy this condition. We consider two separate cases.
(a) if $x>0$ there are consistent solutions if

$$
Y \exp \left(\left(\frac{\sigma}{u}-k_{r}\right)(2 \pi-\xi)\right)+Z<W .
$$

This inequality expresses the condition that the exponential term can only equai the cosine term at $x=0$, as shown in figure $8(i)$, since the exponential term is constrained to increase faster than the cosine at $x=0$
(b) if $\chi<0$ then figure 8 (ii) shows that in this case there can be no further roots, since the exponential term is constrained to increase faster than the cosine at $x=0$ (i.e. $\psi_{x}<0$ ). (vi) Constraints on Atmospheric Conditions and Squall Line Velocity.

Solutions for the class of squall lines satisfying the conditions outlined above were found as follows. The two roots, $k_{1}$ and $k_{2}>0$, for the dispersion relation in the condensation region were found for given $\sigma$ and $\beta$ and then the value for $N^{2}$ which allowed the dispers:on relation in the stable region to be satisfied was determined. The consistency of the solution was then checked using the mostiod dexribed in section ( $v$ ) above.

This procedure generates the family $c$. olutious in $\left(\sigma, \beta, N^{2}\right)$ space for each value of $u$ and $A$. A typical set of such solutions is shown in figure 9 where the growth rate, $\sigma$
is shown as a function of $N^{2}$ for given $u$ and A. We note that this predicts a maximu:n and minimum for $N^{2}$ and a maximum value for $\sigma\left(N^{2}\right)$. In each of the solution curves, $\beta$ increases along the line and $N^{2}$ decreases along the line. $\sigma$ increases from one line to the next for given $\beta$ in the direction of increasing $N^{2}$. Therefore the solution of minimum $N^{2}$ corresponds to the solution with a relatively large value of $\beta$, i.e. a near vertical interface, but on the upper bound for $N^{2}$ decreanes, this value is less than the maximum value of $\beta$.

It is of in to plot the locus of maximum growtin rates as a function of $u$, the squall line speed am water loading. Figure $10(\mathrm{i})$ shows how the locus of the maximum growth rate, $\sigma_{1} \quad$ as $n$ function of $N^{2}$ and $u$ for given A. Figure 10 (ii) shows how the locus of maximum $\sigma$ varies as a function of $\beta$ and $u$ for given $A ;$ in these solutions $N^{2}$ is allowed to wary and these solutions correspond to those shown in figure $10(\mathrm{i})$.

As $u$ increases, the growth rate decreases but the value of $N^{2}$ for which the growth rate is a maximen increases with $u$. Also the range of solutions for $N^{2}$ decreases with $u_{\text {, }}$ implying that the faster the squall line the smaller the possible range of atmospheric conditions which can support such an event. The value of $\beta$ nt which $\sigma$ has its maxiraum is less than the maximum value of $\beta$ for the given values of $u$ and $A$.

Figure 11 shows how the locus of maximum growth rate, $\sigma$, varies for given $u$ as a function of $N^{2}$ and $A$. When $A<1, N^{2}>0$. However, for $A \geq 1$, the minimum stratification is greater than \%ero since the rain loading exceeds the unstable stratification causing the squall line to slope so that more rain falls into the evaporation region. In order that the environment can adjust to maich the flow properties at the boundary we now require finite stratification.

Figure 12 summarises the range of atmospheric conditions in which these squall lines can exist for different values of the squall line propagation speed. As $u$ increases the solution space collapses to a very small range of environmental conditions.

## 5. Solutions in a vertically bounded domain

In this section, we address the problem of finding squall line solutions in a vertically bounded domain. Figure 13 shows the qualitative nature of a propagating squall line, in the frame of reference moving with the squall line, in such a bounded domain. A finite region of rain of the shape shown follows the squall line. Behind this there is unsaturated air with no liquid water. The upper boundary is a streanline and a line of zero rain so that rain is not supplied from above. The lower boundary is also a strenmline. The shape of the squall line becomes an unknown to be determined as part of the solution. This may readily be seen by considering the equations governing the flow.

In the condensation region the coupling between the rain content and the motion gives rise to a fifth order equation for $\psi$ in $x$ in the moving frame

$$
\begin{equation*}
\left(\partial_{t}+u \partial_{x}\right)^{2}\left(\partial_{t}+u \partial_{x}-\partial_{x}\right) \nabla^{2} \psi=\left(\partial_{t}+u \partial_{x}-\partial_{x}\right) \psi_{x x}-A\left(\partial_{t}+u \partial_{x}\right) \psi_{x x} \tag{5.1}
\end{equation*}
$$

which requires five matching conditions across the interface. In the evaporation region the independence of the rain from the motion gives rise to a fourth order equation for the motion, with the rain field a forcing term in the equation

$$
\begin{equation*}
\left(\partial_{i}+u \partial_{x}\right)^{2} \nabla^{2} \psi=-N^{2} \psi_{x x}-A\left(M E+\left(\partial_{t}+u \partial_{x}\right)\right) l_{x} \tag{5.2}
\end{equation*}
$$

and the equation for the liquid water is

$$
\begin{equation*}
\left(\partial_{t}+u \partial_{x}-\partial_{x}\right)!=-E l . \tag{5.3}
\end{equation*}
$$

Tnis only requires four matching conditions for $\psi$ at the squall line, hence the squall line shape provides the extra degree of freedom to solve the problem. In the unbounded domain case, ihis degree of freedom was manifested as the slope of the squall line.
(i) Imposed horizontal boundaries.

As a first attempt to solve the problem we address the simplest problem which contains some of the new physics. We consider non-propagating squall lines, with no water londing in the cloud and seck solutions of the form $f(x, z, t)=e^{0 t} g(x, z)$. We obtain

$$
\begin{equation*}
\sigma^{2} \nabla^{2} \psi=\psi_{x x} \tag{5.4}
\end{equation*}
$$

in the condensation region and

$$
\begin{equation*}
\sigma^{2} \nabla^{2} \psi=-N^{2} \psi_{x x}+f(l) \tag{5.5}
\end{equation*}
$$

in the evaporation region, where $f(l)$ represents the generation of vorticity due te the evaporation of the liquid rain, together with the rain conservation equations. Since in the unbounded domain the growth rate is bounded by unity, we investigate modes with

$$
\sigma^{2}<1 .
$$

In the condensation zone, we have a simple hyperbolic equation

$$
\begin{equation*}
\sigma^{2} \psi_{x x}=\left(1-\sigma^{2}\right) \psi_{x x} \tag{5.6}
\end{equation*}
$$

with solution

$$
\begin{equation*}
\psi=\cos \left[z+\sigma x\left(1-\sigma^{2}\right)^{-1 / 2}\right]-\cos \left[z-\sigma x\left(1-\sigma^{2}\right)^{-1 / 2}\right] \tag{5.7}
\end{equation*}
$$

Given an interface shape, we can then solve for the flow in the evaporation zone numerically, using just one of the marching conditions across the interface, since it simply involves inverting an inhomogeneous elliptic equation. Note, however, that this is not a solution of the full system, since by assuming an interface shape we lose a degree of freedom and so cannot impose one of the boundary conditions. In the present study, the interface shape was essumed to be linear and the solution in the evaporation region was found using
the continuity of streamfunction boundary condition. The slope was then varied to find the slope for which the pressure was best matched across the interface. A typical numerical solution is shown in figure 14 showing (i) the streamfunction and (ii) the rain distribution.

It was found that as the slope of the squall line is reduced, the pressure across the interface matches more closely. In the limit, there is a pure horizontal flow and no rain forms. We conclude that a more complex interface shape is required. A closed form expression for this shape may be derived in a formal manner, however, it is a highly non-lincar ad complicated equation.
(ii) Natural vertical bounds of the system.

An alternative approach to generate bounded solutions is to allow the physical propertics of the system to vary with height. In practice, the gradient of the water vapour saturation mixing ratio may vary with height. This can impose a natural vertical scale on the system, and remove the need for an upper boundary to be imposed on the system. By imposing a variation of the saturation vapour mixing ratio on a scale much greater than the exponential decay scale of the present set of solutions, the present solutions can be continously changed with height and thus bounded.

To this end we seek solutions of the form

$$
\begin{equation*}
l(x, z, t)=l(z) \exp \left(f x+\int g(z) d z+\sigma t\right) \tag{5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(x, z, t)=\exp \left(f x+\int g(z) d z+\sigma t\right) \tag{5.9}
\end{equation*}
$$

for the flow in the condensation region, for $z>0$. In order that such solutions be vertically bounded we impose that

$$
\frac{d z}{d x} \rightarrow 0 \text { as } z \rightarrow H
$$

along the lines $f x+\int g(z) d z=$ const. Thus $g(z) \rightarrow \infty$ as $z \rightarrow H$.
With the solutions (5.8), (5.9), the equation for conservation of the liquid water becomes

$$
l(z)(f u+\sigma-g(z))=f s(z)
$$

where $s(z)$ is the vertical gradient of the water vapour saturation mixing ratio. $s(z)$ remains finite as $\boldsymbol{\sim} \rightarrow H$ and so

$$
g(z) \sim \lambda \frac{1}{l(z)} \text { as } z \rightarrow H
$$

where $\lambda=-f s(H)$.
Again using the solutions (5.8) and (5.9), the equation of motion in the condensation region becomes

$$
(u f+\sigma)^{2}\left(f^{2}+g^{\prime}+g^{2}\right)=\frac{N_{e}^{2}(z)}{N_{c}^{2}(0)} f^{2}-l(z) A f(u f+\sigma) .
$$

where the unstable stratification, $N_{e}^{2}$, has now become a function of 2 . As $z \rightarrow H$,

$$
g^{\prime}+g^{2} \sim 0
$$

and so $g(z) \sim-\frac{1}{(H-x)}$. Therefore

$$
\frac{1}{l(z)} \sim \frac{f s(H)}{H-z} \text { as } z \rightarrow H
$$

Using these asymptotic results, if we assume that $l(z)=\frac{H-z}{f s(H)}$ and $g(z)=\frac{1}{z-H}$ then we can readily deduce that

$$
s(z)=\left(\frac{(H-z)}{f^{2} s(H)}\right)\left(f u+\sigma-\frac{1}{z-H}\right)
$$

and

$$
N_{c}^{2}(z)=(u f+\sigma)\left(u f+\sigma+\frac{A(H-z)}{s(H)}\right)
$$

In this solution, the streamlines in the condensation region are parallel to the line $==$ $H(1-\operatorname{cxj}(-f x))$ and along such characteristics $l(=)=\frac{\| \operatorname{cxp}(-f x)}{f a(I I)}$. Note that in these solutions, the stramlines are bounded above by the line $==H$. Alternatively, from the asymptotic argumants we could have chosen $l(=)=\frac{\|-8}{f(2)}$ and $\frac{g(:)=1}{\|-5}$, which gives rise to a different functional dependance $s=s(z)$.

Only those solutions for which the water vapour saturation mixing ratio is zero at the point $==H$ are physically ndmissable, since if $q_{a}(H)>0$, then any further upward motion would generate more positive buoyancy, and thus more upward motion. This condition may be formally expressed as $\int_{0}^{H} s(z) d z-q_{s}(0)=0$. The rain distribution in the evaporation region is readily determined by integrating from the squall line along the lires $z=-x / a+$ const as oullined in section 2(iv). The flow solution in the eraporation region may then be found numerically verting the equation of motion, given tise rain distribution everywhere in the region. Figure 15 is a schematic of the qualitative nature of this solution.

This approach suggests a method of extending the results of section 4 to a more realistic class of vertically bounded squall line solutions and many of the features of those solutions are present in these bounded solutions. However, the problem of imposing a lower horizontal boundary on the squall line remains unsolved. Possibly, the present solutions may be matched at $z=0$ to a distinct region below the squall line, in which tine strong upfows may perhaps originate by mixing at the sea surface.

## 6. Conclusions

We have developed a realistic but simple model of the dynamics governing the propagation of a squall line in which we consider separntely the motion in the region of upwardmoving, saturated condensing air and the region of downward-displaced, unsaturated air. Simple growing and propagating squall line solutions of this system were found and they predict some very strong constraints on the motion of squall lines, as well as specifying the range of atmospheric conditions in which such solutions may exist. These solutions exist in the absence of wind shear.

They predict that

1. Squall lines only propagate into the region of tapard-moving, condensing air.
2. Squal! lines slope away from their direction of propagation. A significant amount of condensate thus falls into the region of unsaturated air behind the squall line.
3. Squaii lines can only propagate when the atmospheric stratification lies between an upper and lower bound, both of which increase as the water loading increases. These bounds are shown in figure 12.
4. As the speed of the squall line increases, the range of atmospheric conditions in which such solutions exist decreases.
5. The propagation of the squall line is caused by an interaction of the rain (liquid water) field and the buoyancy field, with the buoyancy field causing the propagation near to the squall line and far ahead of the squall line, while the rain (liquid water) loading causes the propagation in the region between these two extremes.

It has also been shown that a natural bound on the vertical extent of the squall line may be imposed by decreasing the gradient of the saturated vapour mixing ratio with height, so that the amount of condensate formed decreases as the parcel rises.
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Figure Captions

1. Schematic diagram of a squall line, showing wind velocity, rain contours and motion of the squall line.
2. (i) Vorticity and (ii) rate of vorticity generation by rainwater along a horizontal section of Emanuel's precipitating convection solutions. (iii) streamlines and (iv) rain contours as given in Emanuel (1086) figure $9(a, b)$, from which the present figures 2(i,ii) were derived (approximately).
3. Growth rate of non-propagating disturbances, $\sigma$ as a function of $\beta$, the slope parameter for various values of $\mathrm{N}^{2}$.
4. Upper and lower bounds for $N^{2}$ for non-proyagating squall lines.
5. Plots of the dispersion relation (4.5) for (i) $A>1$ nad (ii) $A<1$ showing the existence of two solutions for $k$, the wavenumber.
6. Plot of (i) the vorticity field, (ii) the total rate of generation of vorticity; (iii) the rate of generation of vorticity by buoyancy and (vi) the rate of generation of vorticity by rain loading. This shows the phase difference between the vorticity field and the rate of generation of vorticity whirh causes the propagation of the squall line.
7. Typical solution of the rain, buoyancy and vertical velocity distributions.
S. Demonstration of the consistency condition (section 4(v)) for the cases (i) $x>0$ and (ii) $x<0$.
8. Growth rate, $\sigma$, for a propagating disturbance as a function of $N^{2}$ for $u$ and $A$ fixed and variable $\beta$.
9. (i) Variation of the maximum value of $\sigma$ as a function of $N^{2}$ and $u$ for $A$ fixed and (ii) variation of the maximum value of $\sigma$ as a function of $\beta$ and $u$ for $A$ fixed.
10. Variation of the maximum valuc of $\sigma$ as a function of $N^{2}$ and $A$ for $u$ fixed.
11. Upper and lower bounds for $N^{2}$ as a function of $A$ for various values of $u$. This gives the range of atmospheric conditions for which such a growing, propagating squall line can exist. Note that these bounds were found for values of $\beta$ in the range ( $0.01,0.99$ ), and so do not include disturbances in which the squall line is cither vertical of horizontal.
12. Qualitative nature of the squall line, and the rain field, in a vertically bounded, propagating squall line.
13. (i) Streamfunction and (ii) rain distribution for a typical solution of the vertically bounded flow in which there is no propagation, the pressure is not matched across the interface and there is no rain loading. As the interface becomes horizontal the pressure is better matched for this interface shape.
14. Schematic of the squall line solution in which a vertical bound is incorporated into the problem by decreasing the saturation mixing ration with height.
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$$
\begin{aligned}
& k_{1} \text { and } k_{2} \text { are the roots of } \\
& \text { the dispersion rede tion. }
\end{aligned}
$$
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