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## Preface to Volume III

This volume contains two chapters, covering work with production systems in the areas of natural language processing and game playing. Chapter $V$ describes program that plays a simple class of chess endgames, and discusses the possibilities of using production systems for chess in general. Chapter VI describes a system that carrias on a dialog about a toy blocks world, and that solves a class of problems in that world similar to the capabilities of Winograd's system. Each chapler has an abstract and a defailed table of contents. It is assumed that the reader has some familiarity with Volume I of this report, which discusses the goals and conclusions of the thesis as whole, and which introduces the production system language in which the systems in this volume are implemented. The chapters have a similar organization, starting with a general description of the fask performed by the system, and proceeding to a description of the system and its behavior. There are sections that discuss issues with respect to the task itself and with respect to the use of production systems.


## Chapter V

## KPKEG

## A Production System for King-Pawn-King Chess Endgames

Abstract. KPKEG is a production system implementation of a program that plays chess endgames, restricted to king and pawn versus king. The program is described and several examples of its operation are discussed. The program's chess knowledge is given, and how this knowledge is expressed as productions is described. Experiments with KPKEG have brought out several features of the principle on which the search is based and the chess knowledge organized, the strategy hierarchy. Features of the productions and how they compare with a Lisp version of a similar program bring out the advantages of this implementation. The productions lend themselves readily to extension to more demanding chess tasks.
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## KPKEG

## A. Introduction

This chapter is concerned with a PS program, called KPKEG (king pawn ting endeame), for playing a restricted form of chess, namely, chess endgames in which a king and a lone pawn of one color are opposed by a lone king (hereafter, the subset of chess with king and pawn versus king will be abbreviated K-P-K). Although chess is a specialized area of $A L_{\text {, and }}$ is probably a suitable domain only for chess experts (which I am not), it will still be useful for the present thesis for the following reasons. As Berliner (1973) has argued, the classical heuristic search approach to chess has fundamental limitations, which have been observed empirically in performance and theoretically by Eerliner on the basis of eritical situations in which the search techniques appear to be hopelessly inappropriate. Consequently there has been a shift in emphasis towards bringing to bear more of the kinds of chess knowledge used by human players. Since PSs are being put forth as useful tools in encoding problem-solving knowledge, it is reasonable to do preliminary experiments along the lines here. In addition, even a restricted chess program provides an easy benchmark for comparison with other control structures, since a varioty of other programs exist, with a current effort using Lisp on a very similar chess domaín.

The central chess concepts behind KPKEG are provided by Fine's (1941) analysis of K-P-K endgames. In this problem area there are a reasonably small number of pieces of knowledge that prove to be adequate for correct analysis. That is, KPKEG rolies heavily on the use of patterns of chess pieces and much less on a search of possible move sequences leading to a win or draw. Patterns are used both to direct the program's attention to effective moves and to evaluate positions reached by the search. The search of possible variations of play is conducted under an executive scheme called a strateay hierarchy developed by Berliner (1975b) as appropriate (at least) to the K-P-K domain. The strategy hierarchy in KPKEG consists of seven levels (to be described in more detail presently), each of which has associated with it goals and move-generation procedures for aftempting to achieve the goals. The principle for constructing the hierarchy is that a lower strategy is never attempted in refuting a higher one. On the other hand, a move that attains the goal of a higher strategy is a good refutation of a move aimed at attaining the goal of a lower strategy, since a higher strategy is globally more valuable in the sense that it is more essential to achieving the best game outcome. The way that the hierarchy is used to generate a search tree of moves and replies is that at the top level a player starts by trying to achieve his highest strategy. When that fails, he decreases his strafegy level and tries to achieve a success at that level. The opponent, who moves at a lower depth, tries to refute the top strategy by first trying to achieve a strategy at the same lovel, and then when that fails, by trying moves at higher sirategic lovels. The search tree is generated as the players alternate in trying to refute plays at higher depths, until a position known to be a win or a draw occurs.

This chapter first presents KPKEG in detail, Section B, and describes several experiments that exhibit its behavior, Section C. Specific issues with respect to PSs are discussed in Section D. In Section E, KPKEG is compared to a similar program implemented in Lisp, with particular attention to the use of PSs to achieve the control structures of the Lisp version. Finally, we consider whether KPKEG can serve as a solid basis for further research, which is important because of the limited aims of the present work.

## KPKEG

## B. The KPKEC Program in Detall

The objectives of either player in a chess game with only two kings and a pawn are limited. The player with only a king must achieve stalement, capture the pawn, or block it from its promotion square, in order to obtain a draw. The player with the pawn must promote it safely while avoiding stalemate. To achieve these overall strategic objectives there are number of lesser considerations, such as controlling the square in front of the pawn, forcing the enemy king in some direction, gaining the opposition (a chess term to be defined below), and advancing the pawn. These objectives have been formuleted in KPKEG into seven levels, each assigned a corresponding numerical value.

7 Mate (White) or capture pawn (Black)
6 Queen the pawn or stalemate
5 Advance the pawn or occupy pawn's queaning square
4 Control the pawn's path
3 Dafend or attack the pawn
2 Restrict (force) the enemy king's move
1 Any other move (essentially away from pawn or enemy king)
The goal for the program then becomes to execute successfully move the hishest possible strategy level. In this section we first illustrate how such a move is arrived at in - particular example, and then proceed to a more defailed discussion of KPKEG.

## Q.1. A simple eximple of proxram behaviof

The position that we will examine is given in Figure B.1, and the complete program behavior trace is given in Appendix D. White starts out trying to achieve its hishest strategy, which is to move the pawn onto its queening square; this strategy is af lovel 6 in KPKEG's hierarchy. The queening square is E8 (using the program's algebraic notation, which is indicated in the figure) and the pawn is at E6, so this fails immediately. White then decreases its level to 5 , where the objective is to advance the pawn. Black's level-5 strategy is to intercept the pawn, preventing its advance. White advances the pawn to E7 and black responds C7-D7, af which position the black king is in control of the pawn and its queening square, and the white king is not within striking distance, so that White's advance-pawn strategy can make no further moves. Black's strategy succeads because White fails to respond, and this success is a refutation of White's top-level move. White has no other ways to implement its level-5 strategy, so advancing the pawn directly is abandoned. White starts over at the initial position with strategy level decreased to 4 , whose objective is to control with the king the path of the pawn's advance. Black's corresponding strategy is to occupy the pawn's path to its queening square (which is only elightly different from its level-5 strategy). White now moves its king E4-E5, Eleck responds C7-D8, White responds E5-D6, and black, D8-E8 (see Figure B.1).

Black's king is now on the pawn's queening square (E8) and it controls the square in front of the pawn (E7), so that White can go no further with its strategy to control the path to E8 from E6. Rather than giving up at this position, White increases its strategy level - Black has succeeded at level 4 but that may not be strong enough to refute some of the higher-level white strategies. White's attempt at level 5, moving the pawn from E6E7, does in fact lead to a winning position for White, since the black king is forced to move off the queening square, whereupon the white king can move to control it. The way the program actually behaves is that Black's strategies fail to generato any moves (as did



Figure B.l Starting and intermediate positions for TEST1; White to move

White's strategy at level 5 in the first segment of the trace) and E6-E7 thus succoeds. Black's move preceding E6-E7 fails, and the search proceeds by examining alfernatives at that point.

This has described about two-thirds of the first column of the behavior trace in Appendix $D$ (up to number 11), which is about one-fourth of the complefe search that KPKEG does before deciding that White's E4-E5 is a satisfactory move. The primary characteristic of the program's search has been illustrated: it searches in a very restricted fashion according to a predetermined ordering of strategies, ovaluating positions in the light of the strategic objectives currently in effect. That is, move attempts are generated only when they are deemed relevant to achieving success of a strategy, and the defermination of what strategy is in effect depends on the strategy behind the previous move or on maximizing the outcome of the position at the top level. We now proceed to give more detail on KPKEG's internal structure.

## B.2. An overview of the structure of KPKEG

The Ps of KPKEG are divided into six main groups: the strategy executive (Ps whose names start with S); Ps for updating the internal representation of the board (Q Ps), means for implementing move strategies (M Ps); strategies for White, or more generally the player who has the pawn (W Ps); strategies for Black (B Ps); and the initialization for oxample problems ( $X$ Ps). The strategy executive maintains information pertaining to the state of the tree search and the current strategy level. It also includes a set of Ps that recognize various patterns known to be wins or draws. The executive evokes the White and Black strategies, and uses the moves that they generate to carry the tree search forward. It uses the updating Ps to make the transition from one node in the tree to another. The strategy Ps generate move candidates directly or generate more abstract descriptions of what they intend, which are then converted to move candidates by the means Ps. We turn now to a more detailed look at the set of $\mathrm{Ps}_{\mathbf{s}}$ in which most of the program control is embodied, the strategy executive. Incidental details of the other Ps are brought out, but fuller detail is postponed until the following subsection.

The VAPs (very abstract Ps) of Figure B. 2 represent the main features of the strategy executive and of the other Ps as they appear to it. As the reader will recall from Chapter IV, underlining is used in VAPs to denote super-conditions and super-actions, which represent sets of condition or action elements, or the condensed result of many $P$

2 SE's: Strategy Executive VAPs; 55 actual Ps \%
SE1: findmove $\rightarrow$ initiglize a select-strategy-move \& check-strategy-result;
SE2: check-strategy-result \& strategies-exhausted \& not levels-exhausted $\rightarrow$ chence-strategy-lovel \& select-strategy-move \& check-strategy-result
503: check-strategy-result \& siratexies-exhusted \& levels-exhnurfed $\rightarrow$ record-position \& succeed-strategy-at-previous-depth;
SE4: best-move-candidate $\rightarrow$ make-move \& check-terminal-position \& check-move-results
5E5: check-terminal-position \& not terminal-position \& not meximum-depth
$\rightarrow$ select-strategy-move \& check-strategy-result;
SE6: check-terminal-position \& terminai-position-pattern $\rightarrow$ terminal-win;
SE7: chech-terminal-position \& maximum-depth \& not terminal-position $\rightarrow$ static-eval-strategy;
SE8: terminal-win(self) OR succeed-strategy $\rightarrow$ refute-strategy-at-previous-depths
SE9: terminal-win(opponent) $\rightarrow$ succeed-strategy-at-previous-depth;
SEIO: check-move-result \& refuted
$\rightarrow$ retract-move \& continue-to-try-move-candidates-and-stratexies;
SE11: check-move-result \& succeed \& not depth=1
$\rightarrow$ retract-move \& refute-strategy-at-previous-depth;
SE12: check-move-result \& succeed \& depthmil make-actual-play
5E13: record-position \& position-before-making-successtul-move
$\rightarrow$ build-P-to-recognize-as-terminal-position
a build-P-to-recommend-trying-move-if-position-pecurs-at -Ireater-depth-or-at-depth-1;
\% UE's: Updating Board for moves; 19 Ps \%
UE1: make-move \& move-type \& location's \& controls's $\rightarrow$ location's \& controis's;
UB2: retract-move \& move-type \& location's \& controls's $\rightarrow$ location's \& controls's;
Z MMC's: Moans to Move Candidates; 18 Ps $\%$
MMC1: means-signal properties-relevant-to-desired-moves $\rightarrow$ move-candidate'si
2 WES's: White and Black Strategies; 44 Ps \%
WES1: select-strategy-move \& board-pattern $\rightarrow$ means-signal's OR move-candidafe's;
WES2: select-strategy-move \& board-pattern $\rightarrow$ succeed-strategy
WBS3: static-eval-strategy \& board-pattern $\rightarrow$ terminal-wini
\& TX's: Test Examples; 5 Ps for 3 tests \%.
TX1: test-signal $\rightarrow$ initialize \& controls's \& location's;
Figure B. 2 VAPs for KPKEG
firings. Elements of VAPs that are not underlined correspond to actual program elemente, and behave similarly with respect to the way Psnist considers events to be ordered.

Using the VAPs we can follow the example in Section 8.1 in enough detail to see the way the program works. At the beginning of TEST1, the user asserts a signal that fires the equivalent of TXI, which sets up the board situation. Then another user signal, "findmove", fires SE1 which initializes the strategy executive and starts the search process
v-5
by asserting "select-strategy-move". As discussed above White starts out trying to achieve its highest-level strategy; the level of strategy being sought is set by the initialization in SE1. The VAPs that respond to "select-strategy-move" are the WBS's, which generate move candidates or recognize success based on board pattorne. In the present case none of the WBS's fires, since the level 6 strategy for White is to move its pawn onto the eighth rank. Nothing responds to "select-strategy-move", so that the "check-strategy-result" signal from SE1 is examined, according to the conditions in SE2 and SE3. The situation is that the strategies at level 6 are exhausted but that the other levels haven't been tried yet so that SE2 is true, causing the level to be decremented to 5 and again asserting the "select-strategy-move" signal.

This time the strategy is to advance the pawn, and a move-candidate (E6-E7) is assarted by an instance of WBSL. SE4 represents the selection of a move-candidate from a set of them. UB1 responds to the "make-move" signal from SE4, updating the board according to the nature of the move (i.e., whether a king or pawn is moving, and the direction of the move). The "check-terminal-position" from SE4 evokes the testing of the patterns represented by SE5, SE6, and SE7; those are patterns for the small number of known won or drawn positions for K-P-K endgames. In the present example, SE5 is appropriate, and sets up the strategy selection for Black, who must respond to White's pawn advance. The program goes through the sequence represented by WBSI, SE4, UB1, and SE5. Black has moved its king to D7, and White's advance-pawn and queen-pawn strategies (instances of WBS1) recognize that further moves are no good, so that SE2 fires, and then SE3 becomes true when no response to "select-strategy-move" is made. Notice that only strategies not less than level 5 are considered by White, in accord with the strategy hierarchy principle - trying a weaker strategy to refute a stronger one makes no sense.

SE3 first causes the position before Black's move to D7 to be recorded as a known success (via SE13). Then the strategy at the previous depth, namely the one that proposed the move to 07 , is made to succeed. The success is noted by SE11, which uses the "check-move-result" signal asserted by SE4 when the move was selected. SE11 takes back the successful move, evoking UB2 to restore the board, and signals that the move at the previous depth is refuted. SE1O responds to the "refuted" signal, using the "check-move-result" that was asserfed when E6-E7 (advancing the pawn) was selected by SE4. Generally, after a move is retracted by SE1O via UB2, other move candidates are tried (SE4), other strategies at the same level are tried (imagine a "select-strategy-move" reasserted by the super-action of SE10), or SE2 and SE3 take effect. In our example, White abandons the attempt to advance the pawn, its level is decreased to 4 , and the search continues in a similar fashion.

We now touch on a few points about the VAPs in Figure 8.2 that were not brought out by the above. The treatment of terminal patterns recognized by instances of SE6 is according to one of the two procedures represented by SE8 and SE9. Recall that "check-terminal-position" is examined immediately when a new position is created in the search, so that the "succeed" or "refuted" signal to the previous strategy will occur before any other strategies are attempted at that new position. The terminal positions recognized by SE6 are general, as opposed to successes of particular strategies as represented by WBS2 - the result in either case is similar, though. A different kind of terminal position leading to the "terminal-win" signal in some cases is the maximum depth condition. Presently the
maximum dapth is 9 , and when the search is 9 plies deep, SE7 fires (if the position is not terminal in any other sense), asserting "static-eval-strategy". If board conditions are right, in rather optimistic evaluation, an instance of W8S3 fires; otherwise nothing further is done and the strategy at the previous depth succeeds for lack of refutation. The maximum depth cutoff is intended to be used only rarely, since the domain is rich in specific knowledge, so the present mechanism is only a stopgap, even though it is successful in the experiments described below. Finally, the MMCI VAP represents a set of Ps that are evoked by WBS's to generate moves of desired classes, for instance moving toward a square. These means to generating move candidates are used whenover the desired move candidates cannot be easily constructed directly by the WAS's.

## B.3. Full detail on selected aspects of KPKEG

As we have seen in the preceding subsection, KPKEG's six groups of Ps form the following functional units: the strategy executive, the board-updating operations, the means to strategies, the strategies themselves (two groups), and initialization. This subsection will indicate subdivisions of each of these groups, except the last. In most cases, typical Ps will be given to illustrate how certain kinds of chess knowledge are represented. Descriptions of all of the chess knowledge in KPKEG will be included. For the $S P_{s}$, we will give more detailed, abstract $P_{s}$ which bring out issues of control. The listing for the actual program is in Appendix $A$, and a cross-reference is in Appendix B. Section 8.4 is essential for decoding the actual Ps.

There are 55 S Ps, subdivided functionally into 9 groups as follows:
SO-S1: initialization; 2 Ps. [SE1]
S3-S4, S15-S18: evocation of strategies, change of strategy levels; 6 Ps. [SE2-SE3]
55-S9: tree mechanics, ascending and descending in search tree; 8 Ps. [parts of SE4, SE10, SE11]
S21-S210: selection of a move from the set of candidates; 4 Ps. [SE4]
S11-S13, S23-S26N: checking the results of an atlempted move; 7 Ps. [SE10-SE12]
S30's, PN's, PW's, PV's (created by S60's): checking for ferminal positions; 13 or more Ps. [SE5-SE7]
S40's: controlling actions for terminal positions; 3 Ps. [SE8-SE9]
S50's: printing the board externally; 3 Ps. []
S60's: recording the winning (terminal) positions as Ps; 9 Ps. [SE13]
The basic control in the executive corresponds to the VAPs SE2-SE4, SE8-SE12, and the RHS of SE5 (i.e., the second through fifth and the seventh group of S Ps). Figure B. 3 gives abstract Ps (APs) that elaborate on those VAPs. Each AP has the VAPs and actual Ps to which it corresponds. Using the APs, we can get a more detailed picture of the control flow. The process of finding a move starts when the initialization asserts "select-strategy \& check-other-strategy" (the latter signal is synonymous with "check-strategy-result" in the VAPs). If a stralegy produces move-candidates, S2a will select one by using first a "max" metric, which takes the distance between two squares to be the maximum of the

- Square brackets enclose the names of the corresponding VAPs from Figure B.2.

SOa: [SE2, SE10; S3] check-other-strategy depth \& not select-strategy ant sucesed \& not move-candidate's \& not refuted
$\rightarrow$ select-strategy \& check-other-strategy;
SOb: [SE3; S4] check-other-strategy \& depth \& select-strategy-unresponded-io $\rightarrow$ change-level;
SOc: [SE4; 55-S6] descend(move) \& depth \& (current-level OR level-from-procedine-depth) \& current-mover
$\rightarrow$ make-move \& check-ferminal-position \& erase-check-terminal-position
\& increase-depth \& establish-level-at-new-depth \& mover-is-other-player;
SOd: [SE10, SE11; S7-S9] ascend(move) \& depth \& current-level \& current-mover $\rightarrow$ erase-strategy-tried's \& retract-move \& restore-captured-pieces
\& decrease-depth \& mover-is-other-player \& arase-strategy-signals-from-depth-being-ascended-from;

S1a: [SE11, SE12; S11-S13] succeed(move,depth) $\rightarrow$ ascend(move) \& refuted(previous depth) OR make-the-move-if-depth- $i_{1}$
S1b: [SE2, SE3; S15-S18] change-level \& depth \& current-level
-> select-strategy \& check-other-strategy
\& current-level(decreased if depth $=1$ OR increased if depth > 1)
OR depth [in case all levels have been tried];
S2a: [SE4; S21] move-candidate \& depth \& not check-move-result \& not move-offboard \& not move-onto-piece-of-own-color
\& not move-candidate-whose-destination-square-is-closer-to-pawn's-qusening-square-by-max-metric-or-same-by-max-metric-and-closer-by-min-metric
a not move-candidate-equal-by-previous-test-and-with-destination-square-lexically-less-or-destination-same-and-origin-square-lexically-less
$\rightarrow$-> descend \& check-move-result;
S2b: [SE3, SE11; S23, S26-S27] check-move-result \& not refuted \& depth(one deeper)
\& not move-candidate-at-depth-one-deeper
\& not other-strategies-to-be-checked-at-depth-one-deeper
$\rightarrow$ erase-move-candidates \& record-win \& succeed;
S2c: [SE8, SE11; S24] sicceed-strategy $\rightarrow$ refuted(previous depth);
S2d: [SE10; S25] check-mive-resull(depth) \& refuted \& depth(one deeper)
$\rightarrow$ ascond(refuted move);
S3a: [SE5; S38] erase-check-ferminal-position -> select-strategy \& check-other-strategy;
S4a: [SE8; 541] terminal-win(for mover) \& depth
$\rightarrow$ refuted(previous depth) \& not erase-check-terminal-position;
S4b: [SE9; S42-S43] terminal-win(for opponent) \& depth
$\rightarrow$ check-other-strategy \& all-levels-have-been-tried;
Figure B. 3 APs for control in the executive
absolute values of the differences between their corresponding numerical coordinates; for equals by the "max" metric, s2a applies a "min" metric, which is similar except that the minimum is taken into account; when there are still contending candidates after those tests, lexical order is used.
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SOc then carries out the bookkeeping involved in descending a ply, and evokes the Q Ps vie "make-move" to update the board for the move selected by 52e. In descending, the usual action is that the mover at the new ply inherits the strategy level from the preceding move that it makes in the current search variation, that is, trom two plies back. The level from one ply back is used in going from depth 1 to depth 2. This inheritance of levels injects some continuity into the search, since a player first tries to continue what he was trying on his preceding move. After the board is updated for the selected move, control returns from the Q's to examine the "check-terminal-position" signal asserted by SOc. Terminal positions are recognized by a set of Ps not shown (discussed below), and if nothing is recognized, S3a fires and the strategy selection is started at the new depth, as before.

There are three ways for the descent in the search tree to stop: the recognition of a terminal position, the recognition of the success of a strategy, and the exhaustion of all possibilities, which is a failure of a strategy. Terminal positions (including maximum search depth, which is terminal in weak sense only) are checked in response to the "check-terminal-position" signal, asserted only when a new position is first entered from a lesser depth (closer to the root of the tree) - not when a position is re-instated from a greater depth (descendent node). If a terminal position or explicit success occurs, "terminal-win" is asserted and processed by S4a and S4b. S4a specifically refutes the strategy at the pravious depth; the "refuted" signal is processed by S2d. 54b sats up an exhaustion condition so that S2b will get control, resulting in a success at the previous depth. 52b recognizes a failure of one strategy, implying the success of another, by noting that a move has not been refuted by the strategy of the descendent node (that strategy has tried all its possibilities with no success). The implied success is signalled by "succeed", which is picked up by Sle.

SOd carries out the bookkeeping of the actual ascent to the parent node in the search tree, evoking Q's with "retract-move" to update the board. After the ascent, control falls back to one of two places: to S2d if "refuted" is present (from S2la), which continues to propagate results back one more ply; or to S2a or SOe if there was a success at the descendant node that refuted the move made at the present depth (S2d). S2a selects from any move-candidates that are still available, but if none are there, SOa fires and strategy selection is ovoked again.

Strategy selection is driven by 50a and SOb. SOa evokes a strategy (to generate move-candidates) via "select-strategy" and at the same time asserts a signal to which SOu or SOb respond. A strategy consumes the "select-strategy" signal and also asserts a "strategy-tried" signal (not shown except that SOd erases all such during ascent) so that no duplication can occur. Some strategies do respond with move-candidates in several sets, iterating through SOa, but when no further response is possible, SOb fires and the strategy level is changed, via S1b. Levels are changed in two ways depending on depth: at depth 1 , which is the depth of the player trying to make an actual external move, the level starts out at the maximum (highest aspiration) and decreases when things don't work; at other depths, the level starts out at the level inherited from the ancestral (parent) node as explained above (SOc) and increases up to the maximum (in accord with the strategy hierarchy principle). When the maximum is reached, the action represented by the second half of SIb's RHS (affer the "OR") is taken, and the "depth" signal is picked up by S2b. When the minimum is reached (depth 1 only), the program has failed to find a move to make.

To summarize the discussion so far, there are two aspects of the stratogy executive: chess and PS control. There are several points with regard to the former. The executive does a fairly standard tree search, but it uses success or tailure of strategies to evaluate positions rather than a more conventional material criterion. Strategy levels are inherited from parent or ancestral nodes, so that some unity of play over various depths in the tree is evident. Strategy levels start high and decrease at depth one, and start at the inherited value and increase at the other depths. Recognition of terminal positions occurs when a position is examined for the first time.

PS control is primarily of a fall-back nature: a move is made, for instance, and a Working Memory instance records it; when it has been processed, control falls back to examining that record and proceeding accordingly. In addition to checking move results, this occurs when strategy levels are exhausted ("depth". from SIb), during ascent ("depth" from SOd - note that SOa and S2s have explicit exclusion conditions to determine the appropriate action), when strategies are tried ("check-other-strategy"), and when terminal positions are recognized ("erase-check-terminal-position", S3a). Another kind of control is used for generating move candidates and for selecting strategies: When a strategy fires, it asserts a signal that inhibits future firings in the same context. Move-candidates exist as a set in Working Memory, so that when S2a is examined, new one from the set is found (and erased). When there are no more candidates, control falls back to SOa and SOb.

Continuing now with more details of KPKEG, the Ps corresponding to VAP SE6 (Figure B.2), the $\mathbf{S 3 0}$ 's, encode conditions for recognizing ten terminal positions as follows:
a. A pawn on the eighth rank that cannot be captured by the enemy king; conditions i . and j . below are excluded; this is defined to be a win for White. (\$31)
b. No pawn on the board (it has been captured); this is a draw (which is considered a failure for White). (S32)
c. The black king stalemated. (\$33)
d. Checkmate. (S34)
e. The black king with the opposition and the white king not directly in front of the pawn; condition h. is an exception. (S35)
f. The white king on the same file as the pawn, two or more squares in front of it, and the black king not closer to the pawn than the white king. (S36)
g. The white king on the square in front of the pawn, with the opposition (to be defined below). (\$360)
h. The white king on the sixth rank, in front of the pawn somewhere and fairly close, and the black king not closer to the pawn. (S36R)
I. A special stalemate condition with the pawn just promoted at $\mathbf{C 8}$, black king at A7, and white king controlling B6. (S37L)
J. Similar to i ., but rellected to the right side of the board (F8, H7, G6). (S37R)
These may not be correct or powerful enough from the chess standpoint (see Fine, 1941) but they suffice for present first-approximation purposes. "Opposition" is an endgame term that is defined narrowly as a situation in which the kings are on the same file with one intervening square; the player not on the move has the opposition. This set of $\mathrm{Ps}_{\mathrm{s}}$ is augmented by specific patterns added as $\mathrm{Ps}_{\text {, }}$ which racognize specific board situations that have been determined during search to have a known eventual result.

An example of how one of these conditions is expressed is in Figure B.4. Rofer to Section B. 4 for predicate meanings.
S33: "WK FRONT2**: CHECK.TERM(D,P) \& NOT SATISFIES(D,D EQ 1) \& KPR:HASP(C1)
bind the kings and the pawn to variabloe:

- ISKING(A1) \& HASCOLOR(A1,C1) \& ISKING(A2) \& VNEO(A2,A1) I ISPAWHKA3)
eetcblish rank and fite for locatione of white king and pown; both on oump filb:
\& $\operatorname{LOC}(A 3, S 1) \& R F(S 1, R 1, F 1) \& \operatorname{LOC}(A 1, S 2) \& R F(S 2, R 2, F 1)$
white king two or mere in front of pown:
- SATISFIES2(R1,R2,R2 ?.GREAT R1.1)
location, rank, and fibe of bleck kint:
- LOC(A2,53) \& RF(S3,R3,F3)
bleck kine not closer to the pawn than the white king:
- NOT SATISFIES3(R2,R3,F3,MAX(ABS(R3-R1),ABS(F3-F1)) ?.LESS R2-R1)
$\rightarrow$ TERM:WINCCl',S36) NEGATE(1) \& NOT ERS:CHECK:TERM(D,P);
Figure B.4 Implementation of terminal position f.

The Ps corresponding to the UB (updating board) VAPs (Figure B.2), the Q's, are grouped as follows:

QO-QOc: print a move trace; 2 Ps.
Q1-Q2: initiate move retractions; $2 P_{s}$.
Q3-Q4: move pawn forward and backward; 2 Ps.
Q7: detect illegal king move, i.e., into check; 1 P.
Q8-09: bookkeepping for any capture move; 3 Ps.
Q10-Q19: king moves; 9 Ps.
A move is given as an origin square and a destination square. The Q's print a trace, detect the type of piece to be moved, determine the direction of the move, change the location of the piece, detect captures, save information about a captured piece so that it can be restored, and update the squares controlled by a piece as it moves.

Of the two types of moves in KPKEG, the king move is more typical of the majority of chess moves than is the pawn move. The actual move is done in two steps ( P firings), one to do the part common to all directions for the move and the other (one of 8 Ps) to do direction-specific updating. The split into two is largely for reasons of economy of expression. All eight directions are distinct because of the board representation, which uses different predicate to show the relation of aquare to each adjacent square. Figure $\mathbf{B} .5$ gives the common $P$ and one of the directional Ps.

The M Ps, corresponding to VAP MMC1, are divided into five groups: M1-M8: generate move candidates to move toward a squara; 8 Ps.
M9-M9N: special cases for moving toward; 3 Ps.
M11-M1 A: handle the delayed assertion of move-foward candidales; 5 Pe.
M16: generate candidate to move to square; 1 P.
M17: special case for moving to; 1 P.
The means to move candidates for strategies are quite important to reducing the number of necessary strategy Ps, since for moving in sight directions, different sets of move candidates are appropriate. There are three move candidates in the set for moving foward one square from another: one to a square approximately in the same direction as the target, and iwo that are adjacent to the first. Figure B.6 gives a typical means P.


```
fest that move ian't onto e controllod squme:
        - HOT( EXISTS(C1,C2,A2) & CONTROLS(A2,S2) & MOSCOLOR(A1,C1)
            & HASCOLOR(A2,C2) & VNEO(C1,C2) & NOT RETRACTME(S1,S2) )
chmek that the move inn't onto a piece of the same coler:
    * MOT( EXISTS(A2,C) & LOC(A2,S2) & MASCOLOR(A1,C) & MMSCOLOR(A2,C) )
mmere eure thet the equare is rosehmblo:
    - CONTROLS(Al,S2)
aignol for capture check and direction-specific component:
    ->CHECK:CAP(A1,S2) & MAKE:MOVE:K(A1,S1,S2)
and do the updating common to all hine moves:
    & LOC(A1,S2) & CONTROLS(ALS1) & NEGATE(1,2,7) & NOT RETRACTINGSS1,S2%
move the hing diagonelly left-forword:
    Q18; "K DIAGLF":: MAKE:MOVE:K(A1,S1,S2) & DIAGLF(S1,S2)
enteblish the equares whome controi will change:
    - DIAGRF(S1,S3) & CONTROLS(A1,S3) & DLAGRB(S1,S4)
    & CONTROLS(AL,S4) & RANKR(S1,S5) & CONTROLS(AL,S5) & FLLEBKS1,S6)
    * CONTROLS(A1,S6) & DIAGL8(S1,ST) & CONTROLS(AL,S7)
    & DIAGRF(S2,S8) & DIAGLF(S2,S9) & DLAGLB(S2,S10) & FILEF(S2,S11)
    - RANKL(S2,512)
mmive the chenges (2 controlied equeres stay conifoilod):
    #CONTROLS(A1,S9) CONTROLS(A1,S9) & CONTROLS(A1,S10) & CONTROLS(A1,S11)
        * CONTROLS(AL,S12) & NEGATE(1,4,8,8,10,12%
```

Figure B.5 Updating the board for a king move

M1, "MOVE TW ORB" :: MOVE:TOWARD(D,AS2) NOT CONTROLS(AS2) LOC(AS1)
determine that the direction in dingonally right-backward, using rank and fiof coordinelos: \& RF(SI,R1,F1) \& RF(S2,R2,F2) \& SATISFIES2(F1,F2,F1 PLLESS F2) \& SATISFIES2(R1,R2,R1 PGREAT R2)
leceto the appropriate thres equarse and ent up the maves: a RANKR(SI,S3) \& FLLEB(SI,S4) \& OIAGRE(S1,S5)
$\rightarrow$ MOVE:HOLD(D,S1,S3) \& MOVE:HOLD(0,S1,S4) \& MOVE:HOLD(0,S1,55) \& MECATE(1),
Figure B. 6 Means for moving toward a square

The bulk of the chess knowledge in KPKEG is in the strategy Ps, the Wrs and E's, corresponding to the WBS VAPs in Figure B.2. As indicated in the VAPs, the knowledge is represented three ways: one for move-candidate generation, one for recognizing Immediate success, and one for making a maximum-depth static evaluation. Since the three are somewhat similar, we consider details for the first only, in Figure B.7. Again, es for the terminal-position chess knowledge, no claim is made for correctness of these strategies in general. But they are adequate as a first approximation, and from the present limited success, we conclude that PSs are adequate for encoding whatever the correct knowledge is. The relation between the lest two columns in Figure 8.7 is that at the same level the strategies are (intended to be) opposites: success of one refutes the other. The levels are (intended to be) such that success of a strategy at a higher lovel refutes a move from a lower level, but not vice versa. A typical stratogy $P$ is siven in Figure B.8.

| Leval | Espous | White | Piek |
| :---: | :---: | :---: | :---: |
| 7. | 81 | Checkmate (impossible in $\mathrm{K}-\mathrm{P}-\mathrm{K}$ ) | Capture pawn |
| 6 | W2, 82 | Queen the pawn, move to 8th rank | Stalemate |
| 5 | W3, 83 | Advance pawn, move king off square in front of pawn | intercept pawn by moving toward pawn's queening square |
| 4 | W4, 84 | Control path of pawn by moving king toward the square two in front of the pawn | Block pawn by moving towerd any square in the pawris path |
| 3 | W5, 85 | Defond the pawn by moving toward it | Attack the pawn by movins towerd it |
| 2 | W6, 66 | Move toward the enemy king, to restrict its movement; always fails at depth 2; try to gain the opposition | Same as for White |
| 1 | both W7 | Any move not toward the enemy king and not toward the pawn; always fails at depth 2 | Same as for White |

Figure B. 7 Summary of chess knowledge in the strategy Ps

```
Wa, "CONTR P" : SELECT:STRAT(D,P)& KPK:HASP(P) & CUR:LEVEL(Q,L)& SATISFIES(LL EO 4)
    & NOT( EXISTS(X) & STRAT:TRIED(X,L,D) & SATISFIES(XXX EO 'W4) )
bind pawn and white hing:
    & ISPAWN(A1) & ISKING(A2) & HASCOLOR(A),C) & MASCOLOR(A2,C)
find the aquace two in front of the pown:
    & LOC(A1,S1)&FILEF(51,S2)&FILEF(S2,S3) & NOT CONTROLS(A2,S3)
evoke moene and indicate the stralegy has been tried:
    # MOVE:TOWARO(D,A2,S3) & STRAT:TRIED(W4,LD) & MECATE(1);
```

Figure 8.8 A typical strategy $P$

## B.4. Meanings for KPKEG predicates

Two sets of KPKEG predicates are central to the program and to the representation of the game, and are given here to provide an index into the following alphabetical list: Search: ASCEND, CHANGE:LEVEL, CHECK:MOVE:RESULT, CHECK:TERM, CHECK:OTHER:STRAT, CUR:LEVEL, DEPTH, DESCEND, MAKE:MOVE, MOVE:CAND, REFUTED, RETRACT:MOVE, SELECT:STRAT, SUCCEED. Board representation: CONTROLS, DIAGLB, DIAGLF, DIAGRE, DIAGRF, FILEB, FILEF, LOC, OFFBOARD, RANKL, RANKR, RF.

[^0]ASCEND(al, 22) ascond to a lower ply by retrecting the move from al to a2. (3)
CAPTURED (ge,d) at $d$, $i$ was captured and romoved from $s .(S, Q)$
CHANGE:LEVEL(d) change the atrotegy bual at d. ( 3 )
CHECKCAP( g, ) check if there are eny capturos by inoving onto a. (Q)
CHECK:MOVE:RESULT(d,al,a2) check the result of the move made from al to al at d (S)
CHECK.OTHER:STRAT ( $d, p$ ) chack for other atrategies for $p$ of d after at bout one atratagy hae beon tried (S)

CHECK:TERM( $d, p$ ) check if the current position (ot $d$ ) is e terminal omp; p2 is to move ( S , PNee
CONTROLLED( $\mathrm{d}, \mathrm{a}$ ) i controliod a (seoe CONTROLS) before it wes captured it the seerch at $\&(8, Q)$
CONTROLS(e) 2 contrales, in the sence that it can move directly onfo a (all but PN)
CONTROLS K(g) eat up the CONTROLS inatanoes for king e. (X)
CONTROLS:P(g) eot up the CONTROLS instancos for pawn e $(X)$
CUR:LEVEL(d, I) I is the eurrent stratogy leval of d ( $S, Q, W, B, P N$ )
DEPTH(d) die the curpent eaareh depth. (S, Q)
DESCEND(s1,s2) move one ply deaper by moving al to $\mathbf{2 2}$. (S)
DIAGLB(e 1, e2) e2 is diagonally loft and back from el. $(Q, M, W, X)$
DIAGLF(e1,e2) e2 is diagonally boft and forwerd from il ( $(Q, M, X)$
DIAGRB(s),s2) s2 in dingonally right and back fram al. $(Q, M, W, X)$
DIAGRF (ol,e2) $\quad 2$ ie diag onelly right and forward from al. $(Q, M, X)$
ERS.CHECK:TERM (d,p) orase the corroaponding CHECK:TERM; this signele complotion of the etweck $\boldsymbol{C S}^{(S,}$ PN)
ERS:MOVES(d) orane unenamined MOVE:CAND'p ot d (S)
Ensistrat:TRIED(d) orase STRAT:TRIED's at d (S)
FILEB(si,a2) a 2 is directily back atome the fith of sl. (oll but PM
FILEF(al,a2) 22 is directly forward olong the fito of al. (oll but PN)
FINDMOVE(p) find a mave for p; typed by ueor. (S)
MASCOLOR(ec) 2 has color $c(B$ or $W$ ). (sul but M)
[SKING(y) is a king. (ell but M)
(SPAWN(y) ia i pawn (oll but M)
KPK:HASP(p) this is a K-P-K game; p has the pawn (S, W, B, PN) KPKINIT( $x$ ) initialize for a K-P-K gome; $x$ io a dummy. $(S, X)$
LAST:PNK) production $x$ is the lost one adiad to the position-rof metulan (S)
LOC (, e) 2 is located on e . (all)
MAKE:MOVE( $\mathrm{s}, \mathrm{s} 2$ ) make the move from al to s2. (Q)
MAKE:MOVE:K(, el, s2) updato the boued (CONTROLS) top the king nowe of a from ol to e2. (Q)
MAKE:MOVE:T(ol, e2) print the trace mesesge for the move from ol to o2, thon signol MAKE:MOVE. ( $Q_{0}$ S)

MAXDEPTH(d) d is the maximum depth for the seserch. (S)
MAXSLEVEL( $p, 1$ ) is the meximum atrotegy leval for $p$. (S)
MEANS:EXAM(d) signol that MOVECAND'o are not to be generated by a meane (M Pa) at do but rether the potentiol mnves ate to be hald for oxeminetion (MOVE:EXAM). (M, W)
MEANS:MOLD(d) hotd the amiscion of MOVE CAND'e of d fram a meme (M Pe) until all pancbuntios are ready. ( $M, W, B$ )
MEANS:RELS(d) release the moves hold binck by MEANS:HOLD at d (M)
MINSLEVEL( $p, 1$ ) is the minimum atrategy loval for $p$. ( $(S)$
MOVECANO(d, el,o2) the move from al to $\mathbf{2} 2$ is o condidete of $(S, M, W, B)$

[^1] MEAMS:EXAM). (W, M)
 oxtornel dieploy only. (5)

MOVE:TO(d,a) senerato mover to gel a to e ot d (M, W, B)

MOVEA(p) $p$ is the coter to meve in the eurrent peaition (E)


OFFBOARO(s) is is off the boardi it exists as a dummy locetion to cimalify the beend motione (S, Q, M)
PLAYER(p) $p$ is a playor, ether $B$ or $W$. ( $(\$)$
PRINT:BOARD(x) print the board extermally $x$ is a dummy. (S)
PRINTED:8OARD( $x$ ) the boord hes boen printed; $x$ is a dummy; this to uned to prowent the beed diapluy twice with no intervenive chengen (S, Q)
RANKL ( $(1, s 2)=22$ ie directly to tho loft of st, some renk $(Q, M, W, X)$
$\operatorname{RANKR}(e 1, e 2)=2$ is directly to the right of el, esme rank $(Q, M, W, X)$
 recognize that at to a 2 is the koy move; d and 1 are the dopth and lovel at which the importance of the position ware determined and $n$ ie a liet that io the common part of the LHSs of the set of Pe. (S)
RECORD:DONE( $\alpha, x$ ) the $p$ whose $\operatorname{tag}$ (PN, PV, or PW) is a hee teen recerded. of it the RECORD:BLD process; thie provents duplication (S)
RECORD:FIN(d) the main part of the RECORD:BLD process is finioned at a (S)
RECORD:FIN2(d) finiah the RECORD:BLD procese by oracing verious informadigte dete (S)
 RECORD:BLD); $p$ is to move, end 23 , e4, and a5 give the pocitione of the pawn while king, and block king. (S)
RECORD:WIN(d,al,s2) record the lerminel position, oen RECORD:BLD, of d hay mow ol to e2. (S)
REFUTED(d) the stralagy it $d$ is refuled at heat with reepect to a mertieulive move (CHECK:MOVE:RESURT) (S, O)
RESTORECAP(d) restore the emptured pioce romoved by a eupture move (CAPTURED), of de. (3)
RESTORECON(ed) reotore the CONTROLS remond by a capture move (CONTROLLED) i wee enptured al d (S)
RETRACT:HOLD(s 1,02 ) hold the retrection (GETRACT:MOVE) of the move el to e2, edree 11 wee nover mede due to illogality. (O)
RETRACT:MOVE(el,42) retract the mowe from it to $\mathbf{- 2}$, rentoring the bowd stote to the movine condilion; the reveree of MAKE:MOVE. (Q, S)
 mover. (Q)
QF( $(0, r, f)$ han rank $r$ and file $f$, both numbers. $(S, M, W, B)$
SAVECON(Ed) rave the CONTROLS of E of d es CONTROLLED. (O)
sELECT:STATIC( $d, p$ ) at $d$ do a atatic atratagy estimetion for o. ( $W, 8, S$ )
 ( $\mathrm{S}, \mathrm{W}, \mathrm{B}$ )
sTATIC:EVAL(d,p) signal that STATIC:EVAL is appropriste in the eurront positionit thio offecte the direction of procosong affor CHECK:TERM. (S)
STRAT:TRIED $(x,(d)$ strataey $x$ (the name of a p) has been tried at dond $L(S, W, B)$
 known statically, without further mearch. $(S, W, 8)$
sLCCEED(d, 1,02 ) at d, the mave it to 22 hos auccooded, in the atrotagic comea. (s)
TERM:WIN(p,n) p has a torminal win (for White, a chess win for Block, odrewh, indieatod by P $x_{i}$ at maximum depth this ovaluation ie atotic med not as efrictly a win feee SELECT:STATIC). (S, W, B, PN)
TEST $n(x)$ initiate the teci problem $n, n=1,2,3$; typed entormally by the user. ( $X$ )
TRACING( $x$ ) © dunnmy proditete. used to show the printing of en entornel frece ( 8,0 )

#  MEANSEXAM; WOW is a atetic estimetor (SELECT:STATIC) that umes simply the exialonce of ont of a chose of moves. (W) <br> W7:RES:ERS(d) erace the resulte of the W7:RES:EKAM procese. (W) <br>  dosives moves that ere not gemeratod by the manese (W) <br> W7W:RES:EXAM(d) vimibr to W6W:RES:EXAM (W) <br>  different depth; see RECORD-ELD. (S, PN) 

## KPKEG

## C. Results of Experiments with KPKEQ

KPKEG has been tested on three simple problems, called Test1, Test2, and Test3. These are not intended to be representative of the class of all K-P-K positions, but KPKEG's behavior does demonstrate that it is an adequate basis for a more completo program. Testl is discussed in detail in Section B, and is exhibited in Figure B.1. Appendix D examines KPKEG's behavior on Test1 in detail, exhibiting: the program trace, showing search behavior in the tree of chess moves; the state of Working Memory after the run, which includes the internal board representation; the trace of P firings corresponding to the program trace, broken into distinguishable corresponding segments; and a control flow summary trace, which breaks $P$ firings into groups. Appendix $E$ contains four more program traces, two for some experimental options on Test1, and one each for Test2 and Test3.

Testl is a good test because it requires more searching than the typical K-P-K position. This searching exercises KPKEG's executive Ps and results in the evaluation of a variely of terminal positions. It also allows meaningful comparison of effects of various options on the search. KPKEG's behavior on Testl has been described in some detail in Section B.1. The traces on Test1 in Appendix E are of primary interest here. Two search options explored with Test1: (1) The procedure of decrementing strategy levels from the maximum at depth 1 , but passing down strategy levels to other depths, and incrementing from those to the maximum. (2) The storing of winning positions for future use in the search. The standard version of KPKEG, with both of these options turned on, finds a move for Testl by searching 40 nodes. A version with the strategy level changed to decrements at all levels searches 80 nodes (the first trace in Appendix E), and a version without the position storing searches 60 nodes (the second trace in Appendix E). The combination with both options in their non-standard setting was not tried. This is good evidence, at least as far as a single test position can provide, that the standard varsion has the proper options.

The most significant change in KPKEG's behavior on Testl results from an experiment not shown: if the carrying down of strategy levels from two plies back is not done (Ps S5 and S6 become S5 modified to work at all depths so that the level from one ply back is used), the search goes on for hundreds of nodes and fails to find a satisfactory move for White. One critical point is the situation at node 35 (please refer to Appendix D), where Black is at level 5 but White responds at level 4 , as in the sequence leading to node 23 (which happens to be caught by the position net, $\mathrm{PN}-5$ ); in the alternate version, White is forced to be at level 5 , and only tries to advance the pawn, failing to refute Black's move and eventually failing at depth 1 with the move E4-E5. This demonstratos that the alternative is detrimental to the evaluative effectiveness of the program.

Test2 and Test3 (Figure C.1) are rather similar as starting positions, but have some interesting differences in their search. Their shared traits are more important than their differences. Both tests show the application of the kind of specific knowledge that is typically applied in K-P-K positions. In particular, White searches very few nodes, four or less, in finding a winning move. Black, on the other hand, searches many more in its futile ettempts (it would probably be more reasonable for the program to resign in situations
C.



Figure C. 1 Test2 and Test3 initial positions; White to move
whose value is known). For illustrative purposes, the search is useful because it exercises some more of the terminal-position recognizers, and makes use of strategy Ps (Ws and B's) for the lower levels (TestI only got as low as level 4).

## KPKEG

## D. Procuction-System-Related Features of the Implementation

KPKEG's organization makes programming by gradually adding Ps easy. There is a clear division into the strategy executive, the strategies, the means, the terminal patterns, and the board-updating process. KPKEG was built up by leaving strategies and terminal patterns unspecified until the executive was in good shape. The action of the unspecified parts was easily filled in by manual intervention at pre-arranged points. The executive developed from an initial approximation by adding Ps to represent new cases of necessary action and by modifying the existing $\mathrm{Ps}_{\mathrm{s}}$ to be more discriminating. For instance, there are many ways that a move can be refuted or allowed to succeed (APs SI'a, S1b, S2b, S2c, S2d, S4a, and S4b in Figure B.3), and these ways developed gradually as tests were tried. When the executive was in good shape, strategy Ps and terminal patterns were added, resulting in more executive modifications as still more was found out in doing tree search over wider range of positions. The options for the executive discussed in Section C were not tried until all the gaps were filled in. Two features of this mode of programming are very dependent on using PSs: each P does a relatively small manipulation to a global Working Memory (half a dozen or fewer changes), and the action of the unspecified modules is usually the firing of just one $P$, even in their final form.

Several kinds of control are exhibited in KPKEG: iterating through sets of things to be tried, evoking some process and at the same time asserting a second signal to which control will fall back, and factoring a complex selection or decision process into a cascade of $\mathbf{P}$ firings. The executive iterates over strategies by repeatedly evoking the strategy Ps to get move candidates. The strategy Ps each assert a Working Nemory item that prevents repetitions at the same depth, amounting to a simple way of keeping the context of the generation. Within each strategy the order in which Ps fire is indeterminate, but there could easily be more control, with nothing added to the executive. Another form of Iteration through a generated set is in using the move candidates asserted by aingle strategy. Each time control falls back to P S21 (AP S2a), it selects (with one firing) one of the candidates, and erases it so it won't be considered again.

The RHS of AP SOc illustrates the way control can be arranged to fall back to process signals stacked up in Psnist's :SMPX. First, it evokes the Q's with a "make-move" signal, and control falls back to the stacked "check-terminal-position" signal (the second conjunct in SOc's RHS). This, results in evoking the terminal position patterns (S30's) and if none fires, control flows to a $P$ that responds to "erase-check-terminal-position", also asserted by SOc (see AP S3a). When an exhaustion of strategies occurs (all levels tried at some depth), control falls back to the appropriate place by re-asserting the DEPTH instance (AP SIb). The "new" DEPTH is then examined in connection with instances at the previous depth that recorded what was being tried when the descent occurred, in order to check the results. A new DEPTH is also responded to when an ascent occurs (a more specific signal is not used), and the response varies according to whether move candidates and untried strategies exist ( $\mathrm{AP}_{5} \mathrm{SOd}_{\mathrm{S}} \mathrm{SOa}_{\mathrm{a}} \mathrm{SOb}_{\mathbf{2}} \mathrm{S2a}$ ) - here the response is selected from - range of possibitites, illustrating the potential for openness of control.

Control through the factoring out of cases is evident in two places as a result of the board representation, which distinguishes eight inter-square relations. The king-move $\mathrm{Ps}_{\mathbf{s}}$
D.
(Q10's) consist of one $P$ that fires for all king moves plus a set of eight, one of which fires to finish the move. The means Ps for moving toward some square are also eight in number. A strategy $P$ decides what it is to move toward and a means $P$ fires to produce that actual move candidates. This cascading of selections from among sets of $P s$ is the essence of PS control: action sequences alternate with complex selections of what is to occur next, which allow potentially the application of large amounts of knowledge. As more knowledge is applied in directing control flow, more intelligence will result in the overall process.

Most of the chess knowledre in KPKEG is encoded in the S30's, the Wrs, and the B's, whose content was discussed in Section B.3. The knowledge is exclusively in the form of patterns for recognition (LHSs), with relatively simple actions (RHSs). The patterns consist of testing: locations and controlled squares for the chess pieces, inter-square relations, numerical rank and file properties, inter-piece distance, and relations of pieces with each other and with the edges of the board. The actions are "terminal-win" signals, move candidates, or signals to evoke means to move candidates. This simplicity is due to the simplicity of chess knowledge (at least in K-P-K), the condition-action nature of PSs, and the organization of KPKEG into executive, strategies, etc. Note that even though the Ps representing chess knowledge are not independent of the containing strategic control, and thus include control signals, the control is minimal and uniform over functionally similar Ps. The design philosophy is to establish a flexible matrix into which specialized knowledge is added. It is not necessary to limit added knowledge to single-P packages, as is illustrated in several places (e.g. the W7 Ps). The general properties of KPKEG allow easy encoding of chess knowledge, but the syntactic features could stand improvement, as we will discuss in the next paragraph.

Several features of the PS architecture are especially awkward or inefficient for the chess task in particular. (1) The primary inefficiency in KPKEG is in finding one match among aset of $P_{s}$ that are constructed such that only one match (or perhaps a small number) in a given situation is likely. This is the case for most of the chess knowledge, i.e., the strategies and the terminal-position patterns. The opportunity for savings is that failing one match from the set might be used to reject some set of Ps from consideration. A simple and effective remedy is to store (and perhaps represent externally) the $P_{s}$ as a tree of tests, where rejecting some branch in the tree amounts to rejecting the set of Ps whose RHSs correspond to that subtree's terminal nodes. (2) A related problem is a certain repetitiveness of bindings in the patterns. For instance, many of the patterns start out by binding variables to the locations of the kings and the pawn. This problem can be remedied in the same way as the preceding one. (3) The Working Memory for the board representation predicates is heavily loaded, probably resulting in high costs for patterns that access number of board relations. Since, at present, the instances of each predicate are implemented simply as a list, there is room for improvement. The match routine could be modified to evoke functions to compute relations, perhaps resulting in a significant cost saving over the present access of a long list. (4) There are probably number of recurring patiern expressions of a chess-specific nature that could be made more easily expressible by syntactic conventions. These could be obtained by detailed study of existing Ps and by analysis of chess knowledge. Further defail on this is beyond the present scope, since it appears applicable only to chess tasks.

## KPKEG

## E. A Comparison to a Similar Program in Lisp

KPKEG can be compared in detail to a similar program in Lisp, developed by Perdue (1975). Perdue's program, CP, can presently do tasks similar to KPKEG's, but is intended to develop into much broader class of chess endgames. This section will first compare the overall organization in the two programs. Differences in chess knowledge content and in approach to the problem give rise to behavior diflerences, to be discussed second. Considering superficial aspects, such as conciseness and efficiency, also gives rise to contrasts, discussed third. Differences in the delails of representations and processing will be discussed last.

The control organizations of KPKEG and CP are quite similar, ignoring for the moment that the means to: implementing control are radically different. The main function in $\mathbf{C P}$ is Findamv (find-a-move), which controls the tree search, and calls other procedures to recognize terminal positions, to try making moves, and to do tree bookkeeping. Findamv is an iterative (as opposed to recursive) alpha-beta minimax procedure, looping over a body of code that either descends or ascends in the tree according to results of subordinate function calls. This corresponds roughly to the control parts of the S P group (i.e., excluding the S30's), which in effect loop by re-examining the "check-otherstrategies" signal. The tree-bookkeeping functions correspond to S5-S7, and the functions called by Findamv to recognize terminal patterns correspond to the S30's. The major action of Findamv is to call the function Tryamv (try-a-move), which results in a new board position. Tryamv calls several functions in turn, the most important of which are More!Moves and Move2. Move2 actually executes chess moves and corresponds to the $Q$ Ps. Nore!Moves has a producer-consumer relationship to the strategy function RG (recognize), and calls Genmvs (generate-moves) with the results of RG. It is "producerconsumer" because More! Moves calls RG repeatedly, each time obtaining something new, in much the same way as the S Ps repeatedly evoke the W's and B's. RG and its subordinate functions examine the board and propose strategies in correspondence with KPKEG's W and B Ps, except that RG produces an instantiated strategy descriptor rather than actual move candidates. More!Moves takes RG's output and passes it to Genmvs, which executes (Evals) the instantiated strategy descriptor to produce actual move candidates. Genmvs thus corresponds to the move-candidate assertion by the $W$ and $B P_{5}$, and also to the $M$ Ps.

In summary, the overall form of control organization is quite simitar in the two programs. KPKEG maintains its control with explicit Working Memory items and by responding to new items in Working Memory, whereas CP uses the conventional Lisp control stack. But Ps in KPKEG group naturally into sets that functionally correspond to Lisp functions in CP.

KPKEG and CP differ markedly in behavior, even though the control organization can be put into the above correspondence. CP is not strongly based on the strategy hierarchy principle, but $r$ ather does a mini-max alpha-beta search using more conventional evaluation procedures. Because of this and because of differences in the chess knowledge <e.g. the

[^2]patterns tested in CP's RG don't correspond exactly to KPKEG's W Ps), CP's search is shorter, covering around 10 nodes on KPKEG's Testl as opposed to 40. CP is designed so that strategies tend to generate very few moves at each node, whereas KPKEG aims to make the strategies generate all conceivable moves that might lead to the strategic objectives at the particular strategy levels. In addition, CP doesn't search through alternatives when backing up, but refurns all the way to the initial starting position and try new move sequences from there. Even though these differences give rise to different behavior, I maintain that they are non-essential, in the sense that they could easily be brought into line without changing the characteristics of the two programs on which the following comparisons are based.

There are a number of differences between KPKEG and CP that are primarily attributable to differences between Psnist and Lisp, and secondarily perhaps to the difference in programmers. KPKEG has 140 Ps , with a listing of about 900 lines, whereas CP has about 270 functions with a listing of about 2640 lines. By these (very crude) measures, KPKEG is much more concise, a factor of 2 in elementary program units and a factor of 3 in size of program listing. In run-time efficiency, KPKEG is somewhat worse than CP, using 20 seconds per node (which turns out to be 20 P firings) as opposed to about 6 seconds. Section $D$ contains a discussion of some possible causes for inefficiency in the PS, and suggests some modifications. In addition, it should be pointed out that the present PS is done by interpretation, rather than by compiling the Ps into some kind of optimal network, which would have the pctential of speeding up the recognize-act cycle by avoiding duplication in condition testing (see Chapter VII).

The most marked contrasts between KPKEG and CP are in the relatively low-level details of how things are represented and processed. Where KPKEG uses Working Memory relations to represent the chess board, CP uses a two-dimensional array, accessing squares by their coordinates. The KPKEG representation is actually dual: one way expresses the eight intersquare relations (e.g., C3 to 02 is the DIAGRE direction), and the second way associates coordinates to the square names (e.g., $\operatorname{RF}(F 4,4,6)$ ). The dual representation is in part forced by a peculiarity of Psnlst, which doesn't allow constants to be expressed directly in the LHS match; using the coordinates as constants indirectly would force a search through 64 pairs of variable bindings. This becomes intolerable when one is testing for two squares' having some relation between them, requiring a search through $64 \times 64$ binding pairs to find the right set satisfying, say, some arithmetic predicate. (Even without the peculiar limitation, convenience in programming and readability of $\mathrm{P}_{\mathrm{s}}$ might recommend the dual representation.)

A related feature is KPKEG's use of Working Memory for CONTROLS relations, where $\mathbf{C P}$ recomputes them each time they're necessary. CONTROLS is used to indicate that a piece can move directly onto a square, and is involved in testing, e.g., whether the pawn is safe on some square. For the king, for instance, $C P$ tests control of a square by testing whether the king is on one of the eight adjacent squares, and that in turn is tested by simple arithmetic on the square's co-ordinates. To do this test by co-ordinates in KPKEG would not be combinatorial as mentioned above, but would be cumbersome, requiring testing of eight numerical predicates between the king's coordinates and the square's. In Lisp the cumbersomeness can be packaged into one function, but to do this "subroutining" in PSs would force breaking a single match into three, one to set up the test, one to do the test (one of eight Ps might fire), and one to finish matching the condition that included
the test. Some clumsiness is still inherent in the PS implementation of CONTROLS, as is illustrated by the king-move $Q$ Ps. There, eight $P_{s}$ are required to do the CONTROLS updating when a king move is made, one $P$ for each potential king-move direction. Note that these eight are coded once, for each chess piece, so that there need be no concern along these lines in dynamic augmentation situations. But the use of extensive Working Memory relations like CONTROLS (as opposed to intensive recomputed relations) is a mechanism that is essential when relations become more complex, as they certainly do in chess, and the mechanism is provided by PSs as an essential architectural feature.

Both programs represent the board as a global structure that is updated and downdated as moves in the search are made and retracted. CP records necessary contextual information for the board at each depth in stack that is correspondingly pushed and popped, whereas KPKEG uses a depth argument that is aftached to predicates that store essential information such as captured piece locations.

CP keeps its strategies and move candidates in a similar structure, context list whose head (Car) is a list of untried ones and whose tail (Cdr) is the list of old, tried ones. KPKEG's Working Memory only stores, for move candidates, the untried ones, and for strategies, the ones that have been tried (STRAT:TRIED). Each strategy $P$ includes a condition to ensure that no STRAT:TRIED exists for it, to avoid duplication, whereas movecandidates are simply erased on use (this doesn't guarantee that different strategies or different Ps of the same strategy don't generate the same moves, which are then tried). For each entry in CP's board-context stack, there is that pair of lists, where KPKEG marks the elements with a depth argument. The way CP handles generation of candidates for these lists is to generate a full list and then test whether the elements of that list are on the appropriate context list. Under this regime, for instance, in the producer-consumer iteration between More! Moves and RG, a list might be produced, only to discover that all its elements had already been added to the context list. In practice, for the sizes of lists encountered in CP, this is apparently not prohibitively costly.

Finally, we examine the parts of CP where PS-like patterns are tested. CP uses uniform database procedures constructed for storing properties, whereas KPKEG uses the existing Working Memory. CP has two functions, FORALL and EX (Exists), which perform iteration over lists and selections from lists according to specifiable Lisp COND's, operations that are included in the PS match. CP's patterns also make more use of function calls to test various conditions than do the Ps in KPKEG. In CP, all of the patfern testing is under strict control and is embedded in variable-binding contexts that establish the data for the patterns. This is less true of KPKEG, although sets of Ps are under control of explicit Working Momory items asserted at specific points in the control flow. Figure E. 1 gives a pattern roughly comparable to Figure 8.4, illustrating the functioncalling style of the Lisp patterns.

In PSs, control of which matches are done is potentially more flexible and efficient: In KPKEG, selection is from an unordered set of P conditions, whereas a Lisp function containing a set of tests is executed in a fixed pre-determined order. The order of testing of $\mathbf{P}$ conditions could thus be rearranged dynamically as different Working Memory stafes
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Figure E. 1 Fragment of Estim function of CP
occur. It is conceivable to code Lisp pattern matcher that has desirable efficiency properties as long as patterns to be matched are not allowed to become too arbitrary. Efficiency could also be maintained in more arbitrary patferns by including heuristic information in patterns, to guide the matcher. This would make adding patterns more difficult, however. The PS approach is to adopt specific and perhaps stringent conventions which allow a general procedure to compute an optimal matching strategy. This is not to say that such a procedure has been developed yet, but there is some indication that the problem is tractable.

## F. Extending KPKEG

This section will consider the forseeable problems in extending KPKEG to amore complete chess program. First, we consider some topics having to do with the executive and with the strategy hierarchy principle. Then, we consider how KPKEG might be extended to more complex domains. These will require a number of extensions to KPKEG's representational capabilities, such as more complex inter-piece relations and descriptions of dynamic situations. In the following, the emphasis will not be on details of such extensions, but on their demands on the capabilities of PSs.

In the course of the preliminary experiments with KPKEG already described, several features of the strategy hierarchy principle and the executive have come to light. In a past try of Test 1 in which KPKEG arbitrarily chose to try E4-D5 as its first move at level 4, KPKEG didn't see an opportunity to take the opposition and achieve its strategic objectives because its strategy level was too high, above the level for the opposition strategy. In general, it seems to be the case that two things are not quite right: the present ordering in the hierarchy may not be correct, requiring experiments with alternative orderings; and the whole level-oriented focus may be too narrow, requiring opening it up somehow to allow strategies to take over that look much closer to being successful, rather than sticking to a strategy that requires more search and whose success is not strongly indicated in the present situation. With respect to re-ordering the strategy hierarchy, it would be easy to change the appropriate Ps to different levels by substituting a different level constant. But attention must also be given to whether the principle is itself unattainable with the fine distinctions between levols at present. Perhaps fewer than seven levels is more aproprimte for K-P-K, or perhaps no ordering is correct in all situations.

With respect to the narrowness of focus, perhaps the most promising approach would be to set up a few specialized patterns that would match and redirect the program's aftention when the board is changed, before the ordinary strategies are evoked. For instance, it might be useful to recognize situations where king moves result in having the black king move out of the square so that the pawn is clear to advance; or situations where the pawn is left open to attack in the course of some other strategic maneuvers. A more radical change to KPKEG would be to reorganize the strategies to be much more bottom-up, analyzing the board in terms of what looks possible, rather than fop-down as at present, sefting up goals to try particular things in a predefined order. This would probably require much better descriptive capabilities as described below.

Finally, with respect to the strategy hierarchy, on the tests tried there appears to be no need for the standard alpha-beta minimax procedure; i.e., the search always stays in the region above "alpha", converging on the best available move from above. A proof or refutation of this property may emerge as the principle is exercised on chess tesks that arent as limited as $K-P-K$.

[^4]There are simple variations on the present task domain that introduce now complexities and that may force major changes in the basic descriptive eloments that the Ps.work with. The tests used for KPKEG deal with relatively localized situations, as opposed to ones requiring many moves to bring the pieces together for the localized pules to apply. Such a situation is illustrated in Figure F.1.


Figure F.1 A non-localized K-P-K position

This class of situation requires at least the use of special strategies that generate fewer alternative move candidates, and candidates that are more specifically directed towerd particular distant squares, than the present move-towards means. It also requires that the maximum search depth be increased (from its present setting of 9) or allowed to be changed as the situation demands. (Perhaps maximum depth is the wrong approach, but there will. probably remain the idea that at some point the situation requires a static evaluation such as the one done now when the maximum depth is reached.)

Tasks with more than one pawn introduce considerable complexity. A typical situation is given in Figure F.2. Some salient features of such tasks aro: the neciessity for the white king, as well as the black, to broaden its strategy to stop enemy pawn advances; the necessity to divide the board into two or more sectors of activity that are to some extent independent of other such sectors; and the necessity to describe relations between such sectors, with particular attention to the ways in which individual pieces can perform functions in more than one sector.


Figure F. 2 A task presently beyond KPKEG's capabilities

As we have pointed out several times above, advances in KPKEG's power depend on enriching its board representation. Three levels of descriptive organization can be
distinguished: relations, which are computed directly from the board, for insfance, CONTROLS in KPKEG; chunks, which combine several relations, usually labelling commonly pecurring or important combinations; and board sectors, which are the semi-independent units of analysis described above in connection with more complex endgame tasks. For KPKEG, which already has relations to a limited extent as Working Memory items, it is feasible to have relations, chunks, and even sector divisions computed when the board is updated, by Ps that recognize conditions that make or break the descriptive units. These Ps would not need to be specifically evoked, but would work in a bottom-up fashion (the considerations of efficiency discussed in Section D would apply here). Note that in already having some relations, and in the proposed updating capability, KPKEG is superior to CP, where additional ad hoc procedures and calling conventions would be required. $\mathbf{C P}$ and other similar program structures would probably find it difficult to direct their activity in a recognition-oriented boftom-up mode, since the structure lends itself so easily to the contrary top-down mode. It is envisioned that having better descriptive capabilites would prove advantageous in expressing strategy Ps and similar patterns, in changing KPKEG to be more bottom-up as just described, and in allowing patierns such as those constructed by KPKEG itself to recognize terminal position classes instead of specific positions.

Several specific features of KPKEG are troublesome with respect to more ambitious applications to chess. One is the problem of using the present Ps for age in which Black has the pawn. The Ps do not mention Black or White, using a Working Memory instance (KPK:HASP) to determine which color the pawn is. But Ps that test board configurations rely heavily on the orientation of the board: "forward" is always towards White's eighth rank (Black's home row). A solution might be to transform the entire board representation so that it would be reversed with respect to the external game but would internally match the white-pawn assumption. Another feature of KPKEG is the repetitiveness of the search. The specific strategies may be at fault for generating duplicate moves; the strategy hierarchy, or its implementation as seven levels, may be af fault; or it may simply be necessary to implement a more general mechanism to prune duplicates. The general mechanism might consist of $P_{s}$ that would record the results of specific moves in specific situations so that all future searches could take advantage of past effort. This, of course, has benefits beyond simply preventing duplicates. It also raises an issue that is pertinent even to the present, limited P-building scheme. That is, how can the number of Ps added be ultimately controlled, so that the set of Ps converges to more-or-less stable size, or at least somehow avoids all possible board placements for each pattern? Perhaps the convergence will occur when more powerful descriptive devices are used, e.8., the chunks mentioned above. Using more abstract descriplors of the board in this way would result in $P_{5}$ with greater generality, and in fewer distinct $P_{5}$ overall. An alternative is a scheme of generalization that might collapse a set of existing Ps into one according to a general procedure. At present, only indications of the need for further research can be put forward.

Finally, we briefly consider some requirements for improved chess programs as put forward by Berliner ( 1973,1975 a). The basis for the improvements to be considered is the idea of a causality facility whose purpose is to determine why asearch fell short of aspirations. It must differentiate between failure for superficial reasons (a particular move, for instance) or for deep ones (inherent features of the situation). The first specific improvement comes from the idea of building a refutation deseription as result of a search that failed strategically. The refutation description includes features of the position
and of the search that the causality facility proposes as essential to the failure. It is used by move generators that try to counter those teatures, thus giving the program a way of restricting available move choices. For K-P-K, the implementation of this idea would result in searches with fewer branches than in KPKEG, but with the option of generating specific extra branches to meet specific demands. Since move-generators are Ps in KPKEG, the immediate approach to try would be to build specific Ps sensitive to elements of a rofutation description in Working Memory. The second improvement comes from the idea of lemmes. Lemmas are the followup of a causality analysis, functioning to rajoct lines of play on the basis of a description of a difficulty that is known to be fatal to all such lines of play. The PS approach to this involves building a $P$ to act as a "demon" to recognize such situations and immediately refute moves that don't surmount the difficulty.

We can now review the progress KPKEG has made toward its aim of establishing PSs as a viable architecture for chess programming, especially in comparison with Lisp and other conventional architectures. The standard variety of search in a tree of moves has been readily implemented, using knowledge in Ps to significantly reduce the amount of search. Modular sets of Ps cooperate smoothly to achieve an overall organization similar to a subroutine hierarchy, but with more flexibility and openness than subroutines. PSs are a concise and easily augmentable way of representing strategic knowledge in chess. PSs are also appropriate for complex selections and behavior that frequently requires complex choices. The present implementation has been useful as a pilot sludy of the K-P$K$ task, lending itself to explorations of various options and to development of control knowledge incrementally. Explorations of options take place usually by simple modifications in RHSs of $P_{s}$ and by splitting an existing $P$ into two or more finer discriminations, for action alternatives. The PS approach shows signiticant promise for bottom-up action, i.e., action intimately connected to the immediate problem-solving situation, which seams desirable in comparison to top-down hierarchically-controlled direction of action. There is the possibility of syntactic modifications to improve efficiency and $\$$ moothness of expressión of chess patterns. Finally, approaches to more complex chess tasks are well within current PS capabilities, with natural and immediato application to several proposed mechanisms for improving the state of chess programming technology.
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## Chapter VI

MiliPS/WBlox
A Natural Language Input Toy Blocks Problem Solver

Abstract. The MiliPS/WBlox production system is a combination of two major systems, one for processing a simple subset of natural language and the other for solving problems in a simple toy blocks domain. The emphasis of the natural language part is to study some problems of ambiguity and to illustrate a direct, non-syntactic-parsing approach to understanding natural language. The blocks problem solver deals with simple blocks manipulations, but deals with then in a general way. It features a simple goal-subgoal mechanism and conventions that allow choicepoints for a backtracking search. The blocks manipulations are a close imitation of Winograd's Planner system.
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## MiliPS/WBlox

## A. Iniroduction

MiliPS is a production system (PS)e implementation of an extension of MLLISY (minilinguistic system), a mini-program used to illustrate natural language processing in the CMU Al course. MILISY takes in facts about a toy blocks scene in restricted natural language, builds up a database of those facts, and answers queries about them. This chapter presents MiliPS in two versions. The first version, consisting of MiliPS alone, augments the language-processing aspects of MILISY, while the second, consisting of further augmentation of MiliPS plus another system, WBlox (W for Winograd), emphasizes blockmanipulation problem-solving aspects.

MiliPS aims to make the language processing more completo than MILISY, in being able to give information on and query more features of the blocks scene. The language that MiliPS understands is composed of descriptive attribute values (adjectives), nouns, main sentence function words, prepositional phrases representating relations between objects, and subordinate clauses that can be used to further refine descriptions of objects. This language can be expressed as an ambiguous context-free grammar, but MiliPS does not proceed by extracting the grammatical structure of its input as a parse tree. Ambiguities are resolved by flexible use of features of the scene, essentially as soon in the process of scanning the input as is logically possible.

The blocks manipulations that constitute WBlox are based closely on the problemsolving part of Winograd's SHRDLU program (Winograd, 1972). That subsystem of SHROLU was coded in Micro-Planner (Sussman and Winograd, 1970; henceforth, referred to as Planner), a language specifically designed to make certain heuristic search operations automatic. WBlox moves single objects (rectangular blocks and pyramids) between locations in the scene without spatial rotation, finds locations to put them, builds stacks of them, and packs them compactly into a space if necessary. WBlox uses a hierarchical goalsubgoal structure to break big operations down into more primitive ones, with aset of Indivisible primitives consisting of moving the hand to specific locations, grasping objects, and letting go of objects. At certain key points in the problem solution process, arbitrary choices are made, requiring WBlox to record its choice and the context, so that corrections are possible later in response to unforeseen difficulties. The particular approach to the search through the space of choices in WBlox is intended to imitate the Plenner approach, not to represent the best scheme for PSs, which it certainly isn't.

The toy blocks domain has features that are abstractions of a much more general domain of discourse. It is composed of objects that have certain non-changeable ettributes, and that enter into relations with other objects. This certainly models (abstractly) the physical world in which humans move, but it also goes much further, representing important aspects of human sociocultural organization, of economic systems, and of numerous more abstract formal (or informal) disciplines such as computer programming. (A piece of a computer program has attributes, e.g. what it is intended to do, and relations, e.g. dependence on other code for its inputs; there can be several pieces of code competing for the same space within a "block" of computer storage, etc.) Ot

[^5]course, how relationships and attributes are structured in real domains does not correspond to how they are treated in toy blocks, but it is to be hoped that some of the more general techniques that work with a blocks domain might carpy over, requiring only modification of the detailed semantics of specific relations and attributes.

That correspondence to more important problems provides some motivation for pursuing the prosent study. More motivation comes from the desire to develop a flexible PS-based approach to natural language processing, and to test its feasibility on a significant and classical Al task. WBlox also provides the opportunity to compare as program to a functionally similar one written in Planner. It may also provide future comparisons to other Al programming systems and proposals, and act as a benchmark.

For those familiar with Winograd's (1972) program, I will summarize the primary differences between the MiliPS/WBlox system and SHRDLU. The blocks part of SHRDLU has direct analogs in WBlox, except that WBlox doesn't do quite all of the bookkeeping and memory functions (such as remembering all the steps of a plan so they can be "executed" at the end of planning). This only means that MilipS can't answer questions about why it did various steps in performing a particular command, and when it did them. The language understanding part of SHRDLU is much more capable than MiliPS. The internal representation is not as rich in MiliPS, especially in semantic attributes, e.g. "manipulable", and the language doesn't give full access to featues of the representation that it does have, like size and location. It recognizes only the imperative form of verbs, and can't deal with other more descriptive references to the commands that it can do. It doesn't interact to resolve ambiguities as SHROLU did, but simply gives an error message and waits for a corrected version of the sentence. It is unable to dynamically define new words as SHRDLU was apparently able to do. Finally, there is very little in the way of language generation. Its replies are mostly fixed, and the ones that aren't fixed are deseriptive, giving (stupidly) all the attributes' values for an object or all the relations it has with other objects, in order to tell the user about the object. On the other hand, it is quite capable of handing most of the ambiguities and reference problems that SHRDLU did, except references to objects in other sentences of a conversation, using, e.g., pronouns. It has captured many desirable features that go with a problem-solving system such as WBlox, and is a satisfactory first approximation.

The approach here has been in a way opposite to Winograd's. MiliPS started out as a comparison of PSs to MILISY, a program with very modest aspirations and serious deficiencies in dealing with its model of the blocks scene. Milips first overcame those deficiencies, and went rather far beyond any conceivable extensions of MILISY within its own control structure, which was a more traditional phrase-structure transformational one. Any comparison of PSs with that structure is not possible now becsuse it would require either large extrapolations in MILISY's abilities or actually trying to extend the implementation to compare with MiliPS. After MiliPS had supposedy been retined to o stable version, the blocks manipulation task came along, and the urge to use MiliPS as an Interface to a blocks problem solver was irresistable. But only a minimal sort of extension to MiliPS could be justified since the blocks manipulations were more central to the goals of investigating the properties of PSs. Thus the language is only a convenience in the final MiliPS/WBlox system. Winograd on the other hand concentrated on linguistic issues, and tacked on the blocks program as an easy means toward illustrating the power of his Ilnguistic understanding system.

The structure of this chapter reflects the dual history and forced juxtaposition of two lines of research. Section B and Section C are devoted solely to describing MiliPS: its overall structure, the input language, how the language deals with describing all the desired features of the limited blocks scene, and the system it uses to disambiguale complex descriptions. The latter section gives more complete details of the actual PS structure. Section $D$ and Section $E$ do corresponding things for the WBlox system, touching only in passing the nature of the extensions to Milips that were required. Near the beginnings of both descriptions, some typical sentences and behaviors are discussed.

## B. Overview of MiliPS

This section gives ageneral overview of MiliPS, postponing defails until the next section. Section B. 1 first discusses a fow of the tests given to the program, with only vague descriptions of the processing done. It then gives a precise description of the task domain, including a grammar for the input language and a systematic presentation of semantic capabilities. Section B. 2 uses very abstract Ps to describe the way the program works and outlines the processing of an input. Several lovels of semantic processing are distinguished. Section B. 3 discusses PS control and organization, lowlovel PS features, representation, and the expected extensibility of the prosent approach to syntax and semantics.

## B.1. Features of the task

MiliPS has been tested on a set of 25 sentences, forming a continuous conversation about a single growing scene. The full dialog is given in Appendix C, along with trace information that will be explained in Section C. The following sentences will give the reader some idea of its capabilities.

MilipS starts out with no initial scene, building up everything from descriptions of a scene by the user.

INPUT 1: (A LARGE GREEN BLOCK IS ON A TABLE)
In response to the first part of 1, MiliPS creates a block, adds "size large" and "color green" to its internal representation. It creates a table after scanning the rest of the input, and adds "color red" to its representation. Finally, it notes the relation "on" between the two new objects.

REPLY 1: (OKAY)
MiliPS indicates with the first reply that it has used everything in the input and hasn't noticed any unresolved ambiguities, inconsistencies, etc.

In three test sentences (not shown) MilipS has been fold about a ball on the block, and is able to determine that the description in 5 refers to that particular ball.

INPUT 5: (THE BALL ON THE BLOCK IS SMALL)
The relation "on the block" is necessary because there is a second ball in the scene. The effect here is to add "size small" to the intersal representation for the ball.

REPLY 5: (OKAY)
The first five inputs describe a scene, and the next five primarily ask questions on that scene.

INPUT 7: (WHAT IS BLUE)
The query asks for all objects that have the color blue. MiliPS processes "what" by forming a set of all the objects in the scene; "what" is essentially a very ambigous noun phrase. Then it applies any further predicates in the sentence as rostrictions to that sel, and if anything is leff when the end of the sentence is reached, it describes it as its answer.

REPLY 7: (THE BLUE BALL) (THE SMALL BLUE BALL)
In describing objects, it uses whatever attributes it knows about that object, which happen
to be size and color, taken in that fixed order. Note that its iwo descriptions are not necessarily unambiguous, and in this case would be insufficient as references in an input. That is, in order to refer to the first ball, an input would have to include some relation that didn't also hold for the second (which relation may in fact not exist).

INPUT 10: (IS THE BOX ON THE TABLE NEAR THE BLOCK)
MiliPS's scene is sufficient to detormine that aftor "box" the question is about a particular object, the only box in the scene. The relation "on the table" is already true of the box, so it is redundant; if the question ended after "table", MiliPS would answer "yes". NMiliPS notes the redundancy and continues on, willing to abandon that answer if something negative comes along. The second relation, "near the block", is in fact inconsistent with both preceding objects, i.e., it can't be referring to either the table or the box. Inconsistency can mean that the system has definite information to the contrary, or it can mean, as in this case, that no information exists one way or the other.

REPLY 10: (NO INFORMATION ON RELATION NEAR)
It really means "on the relation near between those two objects". Note that it can do no deduction on other information that it has about the objects. For instance, it might reasonably deduce that nearness held if the block were in the box.

Once again, some declarative inputs will be skipped, to got to a sentence with new peatures.

INPUT 22: (WHERE IS THE BALL IN THE BOX ON THE RED FLOOR THAT IS RED)
"The ball" is ambiguous to start with, as is "the box". A unique box is determined because the floor is unique as described. When the floor is found, the system knows that there is an unused relation, "on", and backs up in a list of the current objects to resolve the box ambiguity. The same process applies to the "in", but the ball remains ambiguous. The scan through the sentence continues, and "that is red" is found to be redundant with respect to the floor (the program only checks semantic redundance, not the superticial redundance that "red" has already been used to describe the floor). The redundance leads the program to look back in the list of current objects for something that redness can apply to, and finds the main subject, the ball. The end of the sentence is reached, so a reply is constructed.

REPLY 22: (THE LARGE GREEN BALL IS NEAR IT) (THE SMALL RED BALL IS IN THE UNRED BOX)
A "where" sentence prompts MiliPS to give the relations that an object has with others, and also the relations that other objects have with it. In the first reply above, "it" refers to the small red ball (the program doesn't keep track of the proper order of its replies, though it easily could). The "un-red box" is one that Milips has only been informed of as being not red. Making the reply use a subordinate clause was not considered important enough to warrant the further necessary $\mathrm{Ps}_{\mathrm{s}}$, so the "un-" form was adopted.

A final query exercises the ability to extract questions and use relations that are separated from the objects to which they refer.

INPUT 25: (IS THE BALL NEAR THE GREEN BALL IN THE BOX THAT IS NOT ON THE RED TABLE BLACK)
Here the box is not disambiguated until the end of the clause that follows it, and the subject ball is not disambiguated until the box is. The "in the box" relation restricts the subject ball, and "near the green ball" stands by itself and also restricts the subject ball. (It was somewhat troublesome to construct such a test.)

REPLY 25: (NO INFORMATION ON COLOR BLACK)

The final word in 25 expresses the question. MilipS knows the ball is red, but cannot deduce that it is thus not bleck, and instead says it doesn't have positive or negotive information.

The tests given to MiliPS are all expressed in a language with fairly rigid form, which can be described with a context-free grammar. Since grammar was not deemed of primary importance, a simple form with adequate power for the task at hand was proferred. The language is adequate in the sense of being able to express descriptions of objects, their relations, and their attributes, and it is sufficiently ambiguous to offer significant problems of referent determination. As others have pointed out, strictly grammatical approach to processing natural language cannot suffice to explain or understand ordinary language use by humans, so the actual approach taken on the given grammar is one that perhaps will work in a situation where the language's apparent grammar is much more complex, but where grammar is largely disregarded and understanding is driven by semantics and pragmatics. MiliPS puts each word scanned into a word class, and simply checks the word class of the preceding word to see if the grammar would allow such an adjacency. No more global context (phrase structure or parse tree) is used in this simple error checking, except that in a couple of cases the main sentence type is used to help determine the exact word class. Almost complete reliance for detecting anomalies is thus on the semantic phase of the analysis. For more detail on the structure built to represent the input, and to verify that it isn't a parse tree, see Section B.2.

The input language for MiliPS is given in Figure B.1. There are six major types of sentences ( $\langle S>$ 's), which are given in the first line of the syntax. $\langle S D>$ is a simple declarative sentence, <SE> tells MiliPS of the existence of a new object, <SQD> is a query about a definite object, <SQE> is a query for the existence of some object as described, <SQW> is a query that seeks an object (or all such) satisfying a description, and <SQWR> esks the relative location of an object.

The two main subcomponents of the grammar are object descriptors, <OBJ-DESCR>, and predicates or relations of objects, <REL-PRED>. "Predicates" are attributes inherent in an object, while "relations" place the object in the toy scene, giving adjacency, containment, etc. relations. A glance at the last few lines of the syntax gives a good idea of the limitations of the domain of discourse.

Needless to say, this grammar is highly ambiguous, in particular with regard to the referent of a <RELPHR> or <RELCL>. The universe of discourse consists of a "scene" with five kinds of objects, which have attributes size or color, and which can be in certain celations to one another. Any object can usually be described fully using the appropriate combination of attributes and relations. Exceptions can easily be generated by describing duplicates of some objects, but these are ambiguous in this context anyway. MILISY doesn't have the property that an object with a unique description can be described in its input language (it doesn't have subordinate clauses or the ability to conjoin relational phrases). MiliPS corrects this defect, while introducing possibility for ambiguity.

Ambiguities are resolved in "natural" way. A phrase applies to the object immediafely preceding it, unless it is inconsistent with it, in which case it applies to the

| [3) |  |
| :---: | :---: |
| <SD, | $:=$ <OBJ-DESCR> $15 \times R E L$-PRED> |
| <SE> | : $¢$ THERE <COP> <INOEF-OBJ-DESCR> |
| <SOD> | : $=15$ <DEF-OBJ-DESCR> <REL-PRED> |
| <SOE, | :- IS THERE <INOEF-OQ4-DESCR> <REL-RELCL? |
| <SQW, | : WHAT <OPT-RELCL> <COP> <REL-PRED |
| <SOWR> | : WHERE IS <OEF-OBL-DESCR> |
| <OBJ-DESCR> |  |
| <COP> | - IS \| IS NOT |
| <REL-PRED> | -> <RELPHR> \| < AV> |
| <REL-RELCL> | - \llRELPHR> 1 <RELCL> |
| <OPT-RELCL> | :* <RELCL> 1 ampty |
| <INOEF-OBL-DESCR> | $:$ A <AVPHR> <N> <NMOD-SEQ> |
| <DEF-OBJ-DESCR> | : $=$ THE <AVPHR> < ${ }^{\text {c }}$ > <MOD-SEO> |
| <MOD-SEO> | $:=$ <RELPHR> <MOD-SEO $>1$ <RELCL> <MOO-SEO> $\mid$ omply |
| <AVPHR> | : $\ll A V><A V P H R>10 \mathrm{mply}$ |
| <RELPHR> | : \llREL> <OBJ-DESCR> |
| <RELCL> | :- <RELPRON> <COP> <REL-PRED> |
| <N> | - BALL \| BLOCK | BOX | FLOOR | TABLE |
| <AV, | $:=$ LARGE \| MEDIUM | SMALL | RED | GREEN | BLUE | BLACK |
| <REL> | - IN \| ON | NEAR | UNOER |
| <RELPRON> | - Which I that |

Abbroviationa in grammer namen: S - mentence; $\mathbf{D}$ - decluretive; $\mathbf{E}$ - existential; $\mathbf{Q}$ - query; W - what; WR - where; OB - object; DESCR - deecriptor; REL - relation or relative; PRED - predicate; CL - clauco; OPT = optional; COP - copula; DEF - dafinita; INOEF - indefinita; MOD - modifier; SEQ - sequence; AV - altributo-vake (vatum of an eftrbute, i.e. of size or color); PHR - phrace; $N$ - neun; PRON - pronoun;

Figure B. 1 The input language for MiliPS
preceding object, and so on. 0 This "backup" occurs only past objects whose referents have been uniquely determined. Also, a phrase that is consistent with an already-uniquely determined object is said to be redundant, and may be used to restrict the referents of a previous object (more precisely, the most recent one that satisties the following condition), If the phrase is consistent with it and if that previous object is not uniquely determined. Ambiguities for referents in <SQW> and <SQD> are handled somewhat differently, since an inconsistency might be the purpose of the query, that is, to determine if some property or rolation holds. These will be discussed in detail below. Note that several consecutive prepositional phrases or subordinate clauses can apply to the same object, without a separating "and" where it would ordinarily occur in human communication.

The database consists of a simple record of properties and relations of objects described in input sentences. It is stored as a particular set of Working Memory pradicate instances, which set is left intact across sentences. In declarative sentences, <SD> and <SE>, using the indefinite "a" determiner causes creation of new objects. No attempt is

[^6]made to keep the database consistent, and no inference is done to answer queries; only a simple lookup of the facts specified is done in this case, and also in the case of the processing of relations and properties for ambiguity resolution. In particular, negations of any sort are recognized only if explicit (following MILISY conventions here). There is no inherent reason why a more sophisticated data-base regime could not be implemented, but the focus of the current work is on certain of the language-processing aspects.

MiliPS's first reaction to an input is to scan across it, left to right, noting word classes and, near the beginning, assigning atype to the sentence. The sentence types, which correspond directly to the main grammatical classes descendent from < $\delta$ >, are used in minor ways to guide the classification of words. In particular, how "a" is treated depends on sentence type: in a declarative sentence, it is indefinite, and results in creating - now object to which it then refers; in ${ }^{\text {a }}$ <SQE> query, "a" really means "any", and is treated as if it were "the", which turns out to be the right way. Sentence type is used in a more significant way in treating unusual semantic occurrences, namely, inconsistencies, redundancies, unresolved ambiguities, and phrases that have no referents.

For declarative sentences, of type <SD> and <SE>, the response to the whole input is to add to the subject of the sentence the relation or attribute-value that follows the "is" or "is not". For these, it is known that at some point new (and thus inconsistent) information is to appear, so it doesn't treat it as an error. The presence of the inconsistency actually is a helpful cue to the processing, allowing it to be done bottom-up, rather than doing a more directed, top-down search for something new. If there is no inconsistency, there is either a redundancy, which is accepted without comment, or an ambiguity, which is an error.

Queries of type <SQD> and <SQE> ask definite questions, namely specific relations or attributes of a particular object. For these, inconsistency becomes a definite "no" or "no information", and can sometimes be detected before the end of the sentence is reached. Redundancy can be turned into either a positive or negative answer, depending on whether the redundancy holds with respect to the subject or with respect to lesser object and is at the same time inconsistent with the subject. Ambiguities or null referents In these are errors.

For <SQWR>, which asks "where?", MilifS simply outputs a list of of all the relations that pertain to the subject. No "unusual" occurrences are allowed. A sentence of type <SQW> desires ambiguities or null references, since it asks for which set of objects in the scene satisfy some description. It starts by assuming the full set of scene objects, when it recognizes "what", and as each relation or attribute-value in the sentence applies, the set is narrowed down. If the result of the restrictions is the emply set, "nothing" is answered. Otherwise, the object or objects in the set are "described" by adding the full list of known attribute-values to a corresponding noun.

There seem to be six kinds of completeness that are desirable in a system like MiliPS: completeness of relerence, completeness of description, completeness of query logic, complete ability to manipulate the model, and complete symmetry of input-output behavior. Completeness of reference means that any object that ee describable uniquely using the attributes and relations given, can be described in the language. MilifS has this kind of completeness, although the particular set of relations it has could be augmented so
that scenes that are presently relationally equivalent could be further distinguished. MiliPS also lacks certain kinds of reference to which humans are accustomed, such as being oble to refer to the time recency of an object, as in "the third ball" or "the block mentioned before the red one". Completeness of description means the ability to describe a now object sufficiently so that it will be unique with respect to later attempts at describing it, i.e., so that it can be the unique referent of some phrase. NiliPS has this kind of completeness also - it allows descriptive relational phrases to be strung together indefinitely, e.g., in <SD> type sentences.

Completeness of query logic can best be described in terms of possible arrangements of definite and indefinito items in an abstract notation as follows: having an object $x$ related to object $y$ by relation $R$ will be denoted $x R y$; similarly, $x$ has a value $v$ for attribute $A$ is represented $x A v$. A query logically can have a "?" in one or more of the three positions of either the $x$ Ry or $x A v$ triples, plus the forms $x R y$ ? and $x A v$ ? are allowed, to give a total of eight possibitities for each form of triple. For the $x R y$ form, they are (using $x$ and $y$ as definite objects, and "on" as a particular typical relation): $x R$ ? (what is $x$ on top of), $x$ ? $y$ (how is $x$ related to $y$ ), ?Ry (what is on $y$ ), ??y (what has any relation to $y$ ), PRP (what is on anything), $x$ ?? (where is $x$ ), ??? (what relations do you know), and $x R y$ ? (is $x$ on $y$ ). For the $x A v$ form, they are (using color as a typical $A$, red as a typical $v$, and $x$ as a typical object): $x A$ ? (what is $x$ 's color), $x$ ? $v$ (what of $x$ is red), ?Av (what has color red), P? (what is red), ?A? (what has color), $x$ ? (what are the properties of $x$ ), $P$ ? (what does everything look like), and XAv? (does $x$ have color red). For the present, we ignore the further complications of numerical and other forms of quantification, keeping the logic within a propositional system.

MiliPS does not have all of those forms of query completeness, but some are included in more general cases, as the following enumerates. The forms $x R y$ ? and $x A v$ ? are gotten with <SQD> or <SQE>; note that here and in most cases, if a " $v$ " is given, the " $A$ " is implicit, for instance, "is $x$ red" rather than "does $x$ have color red". Thus <SQD> and <SQE> include $x$ ?V. The <SQW> sentence type gets queries of the forms ?Ry and PAV, and also, because of the $1-1$ mapping between v's and A's, ??V. <SQWR> answers the relational variety of x??, and includes, but gives much more than is required, for x?? (for Av), xRP, $\times A$ ?, and ??y. MiliPS has ??? for xAv variety, by giving it "what is" (not allowed, by the sirict grammar above, but the program accepts without specific modication), and this also answers but gives extra, for ?A?. ??? for xRy and ?R? can be obtained by asking "what is" and then "where is $x$ " for each thing that it gives as its reply; this gives a lot more information than is desired by the exact query. Thus, a user of MiliPS can find out everything about the scene, but only in sometimes cumbersome ways, and only if he or she does the computing necessary to reduce voluminous answers.

For MiliPS, completeness of manipulation involves being able to make changes to blocks configurations after they have been described. This would include being able to undo the effects of mistaken inputs, e.g., to remove a newly created object. MiliPS doesn't have manipulation capability at all. Completeness in symmetry of input-output behavior means being able to describe things in the same way that things can be recognized in inputs. This also is beyond MiliPS. It has internal representational features, such as color and size, that can't be used explicitly in inputs (e.g., "what color is the ball?"). Finally, completeness of definability and ausmentation, which deal with defining new words and otherwise adding to a program's language capability, is lacking in MiliPS. The

Completeness scheme just presented has not been discussed or applied elsewhere, to the best of my knowledge, so at the moment it is difficult to say precisely how NiliPS compares to other systems.

## B.2. The organization and components of MiliPS

MiliPS processing is driven by a left-to-right scan across an input. At each scan position, word is given lexical class, adjacencies are chocked to insure local grammaticality, and appropriate semantic processing, in a hierarchy of several possible levels, is done. The processing is thus bottom-up, with the number of levels above the lexical level that do processing dependent on particular conditions. Each level recognizes its applicability and acts accordingly, and its output may result in fulfiling the conditions of the next higher level. At each scan point, the maximum that can be known about the intention of the input is actually known (how this is useful is discussed in Section 日.3). The following paragraphs give general information about the processing and organization, filling in details on each of the levels.

The main components are represented es very abstract Ps (VAPs) in Figure 8.2. In order to define and clarify those components, we will abstractly follow through the processing of Test 2, for which a detailed trace appears in Appendix D. Test 2 is "A BLUE BALL IS ON THE TABLE". The test is started by a "scanned" signal on the left end of the input string, marker position to the left of "A". VAP SN then acts to cause " $A$ " to be scanned. The "scan" signal is processed by an instance of VAP GR1, which in this case notes the initial " A " as signaling a sentence of type <SD>. " $A$ " is classified as an indefinite determiner (its "word-class"). Next an instance of GR3 fires, verifying correct grammar for the word - in this case, "A" signals a noun phrase is starting, so that the grammar check is for correctness of a noun phrase at this point. A noun phrase is considered grammatical if it is preceded by: the word "THERE" if this sentence is type <SQE>; a relation word, i.e., a preposition; a copula ("IS" or "IS NOT"); or the left end of the sentence. When the determiner is processed, initialization is done for a new noun phrase (VAP NPI). At this point nothing further can be done, and the scan resumes because of the "scannod" signal previously asserted by SN1 and stacked according to Psnlst's event order mechanism.
"BLUE" is tagged as an attribute-value word by an instance of VAP TG. This leads to the grammar check for attribute-value, which is a set of cases similar to the ones listed above for noun phrase. This particular case of attribute-value, because an indefinite determiner has preceded it, is not processed as in FR2, but is stored as a future restricter on the new scene object to be created when the noun of the phrase is scanned. The scan continues, reaching "BALL", which is tagged as a noun by an instance of TG. The grammar is all right because it is preceded by an attribute-value. Specific noun processing is now done (VAP NP3), influenced in this case by the indefinite determiner. A new object, BALL1 , is added to the scene, and the remembered altribute-value "BLUE" is added as its color.

Once again, the scan continues, on to "IS". The word is tagged as acopula, is shecked for grammaticality, and its action signalled (NP2). A noun-phrase boundary necessitates checks that all reterents are determined for current objects (VAP BR8), since

[^7]SN: scanned(provious) \& next-position $\rightarrow$ scan(next) \& scanned(next) [4 Pe]
TG: scan \& particular-word $\rightarrow$ word-class; [22 Ps]
ER: error-at-position $\rightarrow$ collect-input-up-to-error-for-reply [4 Ps]
ET: interesting-event $\rightarrow$ print-external-trace-message; [9 Ps]
GR1: scan \& particular-initial-word $\rightarrow$ word-class \& sentence-typa; [7 Ps]
GR2: scan \& particular-word \& sentence-type $\rightarrow$ word-class; [4 Ps]
GR3: word-class \& lexical-adjacency \& context $\rightarrow$ word-class-action; [27 Ps] where word-class-action = (determiner, copula, aftribute-value, predicate, noun, new-relation-open\}

NP1: determiner $\rightarrow$ initialize-new-noun-phrase; [4 Ps]
NP2: copula $\rightarrow$ noun-phrase-boundary; [2 Ps]
NP3: noun $\rightarrow$ create-new-scene-object $0 R$ restrict-referents; [7 Ps]

FR1: question-word OR definite-determiner
-> setup-possibilities-from-all-scene-obiects; [4 Ps]
FR2: attribute-value -> restrict-referents; [2 Ps]
FR3: restrict-referents \& single-matching-possibility $\rightarrow$ refers; [1 P]
FR4: restrict-referents $\rightarrow$ delele-non-matching-possibilities; [8 $\mathrm{Ps}_{\mathrm{s}}$ ]
FR5: predicate -> check-predicate-restriction; [1 P]
BR1: refers(new) \& new-relation-open -> check-relation-restriction; [2 Ps]
BR2: check-relation(or predicate)-restriction \& new-object $\rightarrow$ add-relation(predicatoh [2 Ps]
BR3: check-relation(or predicate)-restriction \& feasible-to-restrict $\rightarrow$ restriet-referents; [6 Ps]
BR4: check-relation(or predicate)-restriction \& relation(predicate)-is-redundant
$\rightarrow$ backup-redundant-relation(predicate); [2 $\mathrm{P}_{\mathrm{s}}$ ]
BR5: check-relation(or predicate)-restriction \& relation(predicate)-is-inconsistent
$\rightarrow$ beckup-inconsistent-relation(predicate); [4 Ps]
BR6: backup-redundant-relation(or predicate)
8 some-previous-object-ambiguous-and-feasible-to-restrict
$\rightarrow$ restrict-reterents; [10 Ps)
BR7: backup-inconsistent-relation(or predicate) \& preceding-object $\rightarrow$ check-relation(predicate)-restriction; [3 Ps]
8R8: noun-phrase-boundary
$\rightarrow$ ensure-all-referents-found \& update-curront-current-obiect-pointers; [5 Ps]
MS: inconsistent(or redundant)-relation(or predicate) \& sentence-type
-> add-relation(or predicate) OR answer-question OR error; [8 Ps]
VR: sentence-boundary \& sentence-type $\rightarrow$ reply OR describe-object; [23 Ps]
DO: describe-object \& attribute's \& relation's $\rightarrow$ reply; [15 Ps]
Figure 8.2 VAPs for MiliPS
restricting phrases are not allowed to restrict things across copulas, except in one case determined by special sentence type (<GSQW>). Because of this completion nature of a noun-phrase boundary, the only current object that is really current is the main noun of the sentence, so BR8 also includes the action of making other nouns non-current (there are no such others in the present example; they occur, for instance, in case there are relation phrases in the sentence). If there were some definite noun for which a referent had not been determined, an error would be noted at this point, keyed by the noun-phrase boundary.

The description of the remainder of the sentence, "ON THE TABLE", will be abbreviated somewhat, hitting only the new points exemplified. The relation "ON" is noted as referring in part to the current object, which is the main noun in the santence, and also in part to an unscanned object, so it is left open (to be caught later by VAP BRI). The determiner "THE" is definite, causing the process of referent-determination to be initialized (FR1) by collecting a set of all the scene objects as possible candidates. Then "TABLE" is scanned, noted as a noun, and used to restrict the set of referents for the curront object (VAPs NP3, FR4). In this particular scene, there is only one table, so that all objects except the table are ruled out by the noun "TABLE". This triggers FR3, which leads to BR1, and now the relation ON is completed, making it (BALL-1 ON TABLE-1). This in furn triggers the check for relation restriction, and VAP BR2 is applicable as apecial case of restriction, simply adding the relation to the new object BALL-1. In most cases, it really would be a restriction, since it would be the case that the preceding noun would still be ambiguous, with a set of possible referents, and the new relation would serve to narrow down those possibilities. After the new relation is added, the scan continues to the end of the sentence, and a sentence boundary is signalled. This first acts as noun-phrase boundary (BR8), making the subject noun the only one current. It then triggers the main sentence actions according to cases of VAP VR, which in this case causes the formation of the standard reply, "OKAY".

There are several aspects of the components of MiliPS as outlined in the VAPs that have not been touched on by the above example. First, a "predicate" is recognized as an atfribute-value preceded by copula, and is so tagged by the grammar check (GR3). It is further processed as a restriction similar to the restriction done when a new relation is formed as in the example above (FR5). That is, a predicale is an attribute-value that is placed after the noun that it restricts. The relative pronoun that precedes the copula (as in "which is" or "that is") is not used in this predicate detection, but its own grammar adjacencies must be correct, i.e., it must follow a noun or another predicate.

Second, the VAP MS represents what is done as a fairly high-level semantics process, namely it processes redundancies or inconsistencies as recognized by other semantic Ps according to sentence type. Some sentence types, as sketched in Section B.1, actually thrive on such anomalies. Third, the action of the GR VAPs has only been briefly touched upon, so we now turn to more detail on that.

As we mentioned at the beginning of this subsection, the semantics can be seen as a hierarchy of levels. These levels are reflected in the organization of the VAPs: the FR VAPs treat ambiguities of reference of noun phrases; the BR VAPs treat the assigning of relations and predicates to their proper objects, so that the best use of their information content is made in resolving ambiguities that couldn't be done previously by the FR's; MS
is a lest resort for handling inconsistencies and redundancies that can't be applied to ambiguities by the BR's; and VR and DO do the generation of replies based on the outcome of the other levels. As mentioned before, the main data structure used by the FR's to reprosent ambiguity is a set of possible referents for an object (noun phrase). The BR's use a structure composed of such sets: a linhed list with the most recently-scanned object as the current one.

In finding a place to apply a new relation or predicate, the BR's always use the current object. If it is already unambiguously determined, an aftempt is made to apply the relation or predicate to a previous object in the linked list. If the relation or predicate is redundant, a check is made before going ahead and trying to apply it to a provious object (BR6). That is, a check is made for the proper sort of unresolved ambiguity at some provious point in the list of objects. The check prevents irreparable damage being done on the basis of a feature whose resolution is not very urgent. If it is inconsistent, the application of it to some object is more urgent, so the backup to a previous object is tried regardless of what the result might be (VAP GR7). When such a backup is done, the linked list of objects is updated, making the preceding object the current one, and discarding the former current one forever (no later relations or predicates will be able to refer to it - to allow that would allow a strange sort of cross-over of reference, rather than the more ordinary nested reference, where a phrase refers to a close object, a later phrase refers to an object more towards the beginning of the input, and so on). Finally, the reader will notice that there is always a feasibility check before the actual restriction of the set of possible referents is done (VAP BR3). This is because the restriction process is irreversible, and maintaining that irreversibility seems desirable, the alternative being some kind of backtracking mechanism. If the restriction process were allowed to go unchecked, it might apply a restriction such that the entire set of possibilities would be thrown out, rather than recognizing a genuine inconsistency and acting accordingly. It seems reasonable to try to anticipate such conditions than to lot them happen and then try to recover.

As support for the claim that no parse tree is formed, I now summarize the Information that is kept as the scan proceeds across an input, and emphasize how that Information is used to avoid referring back to the actual text after it has been seen once. The type of the sentence is kept (<SD>, <SE>, etc.), providing guidance for a few grammar decisions, but for the most part being used to make main semantic decisions. When an Indefinite noun phrase is being scanned, the unused altribute-values are kept until the noun is reached, at which point they are added to it. When a relation is scanned, it is remembered until the noun phrase that follows it has been completed, at which point a full relation is formed (the noun phrase providing its second argument, in effect). The definiteness or indefiniteness of a noun phrase is incorporated into the representation and processing of the noun phrase immediately, even though the noun phrase is at that point quite incomplete. That is, the determiner sets up a group of noun-phrase anticipations. Question words and noun phrases are converted into sets of possible referents, discarding the lexical forms without further ado. For objects (representing noun phrases), the linked list records order of occurrence in the input, but objects are really semantic entities, no longer attached to lexical forms as would be the case in a traditional parse tree. This structure of semantic entities is the sole source of elements that are processed in making use of inconsistencies and redundancies. At no time does the scan back up and re-scan some portion of the input in order to try to assign to it a different interpretation, es is done in more conventional parsing programs (e.g. Winograd, 1972).

## B.3. Production system and natural language task issues

This subsection discusses two independent sets of issues. The first set pertains to implementing various control and organization structures in PSs, to representational features, and to how the PS implementation compares to MILISY. The second set bears on the task and on more general processing of natural language: the use of adjacency checks instead of a full grammar, the determination of referents, and the need for a more sophisticated data base.

The main control mechanism is the left-to-right scan across an input. At each scan point, the processing is bottom-up, based on successive recognitions of specific $P$ conditions. This leads naturally to a vertical organization, in the sense that at each point, the maximum is known: all levels (lexical, grammar, semantics, pragmatics) have a chance to react as fully as possible. This allows the surface structure of the sentence to be discarded. Such vertical organization is less likely in systems where syntax and semantics are more sharply separated, and is of course ideally suited to the recognition-driven nature of PSs. There is a potential for top-down operation, since Ps could set up anticipations that might affect future recognitions.

Ps can be grouped conceptually in modules that treat similar features of the internal representation. The modules correspond to levels in the hierarchy (lexical, grammar, etc.) and to reasonable units within those levels. Generally a module acts by firing a single $P$, so that a module tends to represent with Ps the cases that elaborate the knowledge in the module.

At a somewhat lower level in organization, the scan uses the Psnist :SMPX eventsfacking mechanism to maintain control. It emits at the same time both a "scan" signal and - "scanned" signal, the latter being stacked until the former is examined ("scan"enables the lexical classification Ps). When "scanned" is examined, it moves the scan pointer forward or signals an error in case the "scan" signal has not been consumed.

There is another issue with respect to the initial left-to-right scan, namely, the way that a large number of Ps have the "scan" signal as a condition element. This gives a strong top-down flavor, or at least makes the Ps look like a big subroutine, rather than having them driven on more bottom-up specific recognitions. This may have an efficiency cost, but that is less important than the inflexible subroutine style. A more accurate model of language processing by humans, and a more suitable one for PSs, might be to have the input string encoded in some way such that only one element at a time would become available to the lexical Ps. Note that this is enhanced by the vertical organization discussed above, since that organization distributes the computation roughly evenly over the words. These elements would be quite specific and would presumably have very few occurrences in LHSs of Ps. (This would also work tine as a model of lower-level processes, where parts of words (phonemes or whatever) would be recognized to form a symbol representing the whole word, or the best guess at what the whole word is.) A further alternative might be to break the lexical processing into a hierarchy, with fower $P_{s}$ responding to "scan" and lexical classes of items, and with other Ps responding to the outputs from those lowest levels.

The tests for arammatical adjacency are carried out in similar fashion for all of the
classes in MiliPS: there is a set of $P_{5}$ that recognize correct adjecencies, plus a single $P$ whose condition is the negation of all of the correct conditions, which thus recognizes an orror condition. This is quite clumsy it the grammar is extended, because a new $\mathbf{P}$ must be complemented by an extric condition in the error P. One alternative is to use sequenced control signals as is done for the control of the scan, whers the second signal would be deloted by each correct adjacency $P$, but would otherwise be recognized as an orror. A second alternative is to implicitly order the Ps by special case, that is, a P that is a special case of another is before the other in examination order. Then the error P could be one with a single condition, keyed to the signal that initiates the gremmar check; it would always be more general than the specific adjacency tests because they would include a test on the initiating signal plus the actual adjacency conditions.

Two peculiarities of Psnist are used to advantage in MiliPS. First, the F Ps (FR VAPs) in some cases fire "simultaneously" a number of fimes, both in genorating possibilities for referents and in erasing those possibilities after further restrictions have been found. Without the automatic multiple-firing mechanism, some further control would be necessary to ensure iteration through all such firings. Second, the D Ps (DO VAPs) for describing objects are such that a set of objects can be described in "parallel" by having the Ps at each step fire a multiple number of times, one for each olement in the set. This is similar to the multiple firing of the F Ps, except here there is a succession of such $\mathbf{P}$ firings by different Ps, whereas in the former case only a single $P$ fired multiply. Here also, some explicit iteration control would otherwise be necessary. This kind of behavior is evident in those tests in Appendix C that involve describing several objects.

The primary representational issue in MiliPS is the choice of representing things as Ps or es Working Memory structures. In particular, the way MiliPS keeps the scene representation in Working Memory violates the principle that long-term items be storad as Ps. As it is, Milips erases its entire Working Memory between inputs, except for the instances of a few select predicates which are its database and which stay around for the duration of a conversation (e.g., for the full set of 25 inputs on which MilipS was tested). To best represent the scene as Ps, some kind of discrimination network seems appropriate. This would necessitate radical changes to the present process of referent determination, since the present one forms a set of all objects in the scene, stored in Working Memory so easily accessible, and restricts the possibilities as more information comes in. The opposite methad would be used if the scene were stored as Ps. As the Input were scanned, a description would be formed, and as soon as the description became specific enough to evoke a scene object, a P would fire and supply a name to the description, theroby giving the system access to further information about it, to be confirmed or rejected by further inputs. The case of having evoked more than one such object would have to be considered, and some means of matching the objects in order to further discriminate them would have to be supplied.e It seems that having conflicts between objects with respect to partial descriptions arise in this form and be treated according to a general matching discriminator is more satisfactory than the present Working Momory database from the standpoint of adding further contextual cues to the discrimination, e.e. time of creation and scene configuration dynamics. It seems more satisfactory in part because of apparent problems in getting hold of a large set of objects in Working Memory and examining them in such a way as to find descriptions that are indistinguishable and to

- Cf. the canonization of objects in GPSR, Chapter IV.
find how partial descriptions of them might conflict. Storing them as Ps makes the conflicts fall out more naturally in the course of normal task processing, and sets forth a process whereby such conflicts are resolved incrementally. Some of the apparent difficulty with using Working Memory may be due to the nature of PS architectures or of Psnist. Since discrimination nets are usually built to use a minimal number of tests to distinguish objects, it is likely that the P storage would use less computer memory overall, especially if there is some way of avoiding duplication of conditions in Ps by sharing the overlapping parts. The problem of how to store long-term information is of minor importance for the present study, which focuses more on natural language processing, so the present stopgap seems acceptable; other chapters of this thesis do focus on such storage problems.

Three other representational and low-level PS issues can be mentioned. Words are represented two different ways in Working Memory, as a consequence of limitations in efficient match power in Psnlst, namely limitations in the way constants are used in LHSs (see Section C.2). Also, many very similar Ps in the lexical recognition process could be reorganized into a set of $P_{s}$ that simply recognize an element as a member of the set, plus a single $P$, keyed to membership in the set, that does the more complex actions now done in each $P$ in the set. Augmentation would then be extension to that set rather than addition of a P. Some of the Ps in the description process (DO VAPs) could perhaps be more optimal by combining their actions into a single P with more actions and conditions. This is an instance of the general operation by which frequently-recurring $P$ firing sequences are collapsed into a single firing that removes the necessity for intermediate communication signals, but that is more special-purpose. The specific case at hand is that two $P$ firings are required to get a size-color attribute-value description constructed, where one would suffice. (At present, $l$ am restricting such collapsings to $\mathrm{P}_{5}$ within the same module, but an automatic collapsing process might detect others.) Finally, the use of a near-total orasure of Working Memory between each input sentence has avoided the problem of inter-sentence confusion of data. Otherwise, special erasure Ps that would embody specific assumptions of what needs to be erased (and that would consume more run time) would be needed. The massive erasure is however unattractive from the standpoint of modelling a memory that fades over time, which is probably of concern to psychologists.

Several differences between the original MILISY and MilipS are worth noting. MiliPS employs a single uniform mechanism to implement processing that was done by MILISY in two distinct phases: a syntactic parser and a set of semantic transformation rules. The use of PSs for both functions (although the functions have been radically redefined) Indicates their flexibility and power over the particular special-purpose mechanisms in MILISY. MILISY constructs a phrase-structured tree representation of an input (or several, in case of ambiguity) and processes it semantically by rewrite operations capable of doing certain tests on the tree structure. It is not apparent whether its rules could be augmented to perform the semantic disambiguation that MiliPS performs, or not; the fact that MILISY might generate many possible parses betore finding an appropriate one makes It more cumbersome at best. MillPS makes significant extensions in MILISY's behevior, especially in its ability to disambiguate, to handie subordinale clauses and phrases, and to answer "where" questions. MiliPS is about five times slower than MILISY ( 16 seconds versus 3 to 4), but MILISY would undoubtedly worsen in its performance on the more complex MilipS tests. MiliPS is run by a PS interpreter, and compiling the Ps is expected to more than compensate for such speed factors. Milips has a listing about 2 to 3 times as
long as MILISYs. But both of these comparison measures are less than satisfactory because the two programs have diverged functionally.

Several issues can be raised in connection with the language task, which don't bear directly on the implementation as a PS. The local-adjacency nature of the eyntectic checking in MiliPS may work only because the task is suitably restricted.e Certainly, the present language doesn't contain all the basic components that unrestricted language does, but if the abstract toy blocks worid does represent a significant portion of what natural language is about (objects, their relations, their attributes) then there might be some justification for trying to extend the approach to more demanding tasks. It is hard to envision a syntax system that requires less effort to carry out, except none at all. The weak syntax checking done here is justified as being a source of redundancy, preventing the system from taking action on too little input or on input not adequately structured, avoiding the possibility of irreversible undesirable actions on its environment.ee There are alternative approaches to doing the same kind of adjacency tests, which might turn out to be more suitable for other grammars, especially larger ones. One is to have $P_{s}$ that reject bad adjacencies, rather than requiring positive approval action. Another is to have more expectations set up, mixing top-down and bottom-up, rather than the pure bottom-up here. The possibilities for the kind of word following some word may be fewer than the possibilities for word classes preceding some word, and a mixture of the forward and backward strategies might minimize the number of required tests.

With respect to the process of referent determination the present process forms a set of possibilities as soon as it sees a determiner-function word, whereas waiting for slightly more input would allow the process to start with an initially much smaller list. For example, the phrase "the" might refer to many more objects than "the blue". This strategy seems to be quite easy to implement as an extension to the present process. (This is a consideration regardless of whether the scene is in Working Memory or stored as Ps as discussed above.) The overall conceptual structure of ambiguity, inconsistency, and redundancy developed here, with the idea of keeping a linked list of current objects, seems general and natural, and thus worth pursuing in more demanding tasks. There are some choice points within that process that are currently not necessary, but might become so later. In particular, MilipS makes use of redundant information to restrict wherever it can, but that restriction might turn out to be invalid after more input is scanned. This possibility doesn't arise in any of the present tests, and may be very rare in general. Also, the possibility of mutual disambiguation is not considered here, though it probably is necessary in general. By this, 1 mean for instance that two objects that are related to each other in some way might be ambiguous unless in both cases the relationship is considered. Another kind of disambiguation that is not handled arises when an unresolved ambiguity can nevertheless be used to resolve a previous ambiguity, such as might be the cese in the phrase "the block on the table", where there are several tables but only one block on any table.

[^8]The speelfic organization of how redundancy and inconsistency are treated can probably be streamlined and made more flexible, now that the tests given to MilipS have brought out a number of cases that were not envisioned in the original structure. For instance, having action depend on sentence type might be replaced by more general component dependence, where components are present over a large set of sentences, i.e., where sentences can be classified more parsimoniously by using component features than by assigning each a distinct type. The present task is certainly restricted in that each loxical word can be interpreted in only one sense, whereas in general discourse, words must be disambiguated by lexical context or even more global considerations. Finally, the present system of disambiguation and referent determination assumes sentences are selfcontained, for instance, with no pronouns or other (elliptical) references to phrases in immediately preceding ones. It is possible that most intra-sentence processing would stay infact in the face of that bigger demand, with only the need for "epicycles" to handle larger units of text. Certainly it is not hard to imagine that structures could be left open or with changeable default values, in the expectation that later inputs might fill them in. The present philosophy at the lower semantic level might be successful at larger lovels: all input is converted to some internal form (for instance, surface structure of a string is not used after it has been passed in the scan), and any revision in initial expectations has to be done on that internal form without recourse to the raw external form. That is, a faithful internal representation should be amenable to mapping or restructuring in emergency situations. A form of such mapping is exemplified in the flexible way that MiliPS resolves inconsistencies using only its semantic ropresentation.

The database inferencing capabilities in MiliPS have been intentionally kept very weak, partially because they were weak in MILISY and partially because of the emphasis on other aspects. Class exclusions on values of altributes, and relations between relations are not used. For instance, knowing an object is red doesn't give the system the ability to use that it isn't blue - "not blue" is only known if there is explicit intormation. The set of relations between objects might just as well be nonsense syllables, since they don't interact and are not intended to be adequate in terms of representing all spatial properties.

## C. Dotails on MiliPS

## C.1. The tesks given to MiliPS

The entire list of sentences given to MiliiPS is given in Appendix C. Included is the input text, a program trace that tells major events in processing the text, and the state of the database portion of the Working Memory, from which it can be deduced what the lasting effects of the text were. In this subsection, we first examine the program trace to make that appendix comprehensible. Then we point out other appendices that the reader might find to be of interest. Finally, the full set of sentences is described briofly in terms of what features are illustrated by various subsets of sentences.

```
ISA (BLOCK-1 BLOCK) (TABLE-1 TABLE)
HASAV (BLOCK-1 SIZE LARGE POS) (BLOCK-1 COLOR GREEN POS) (TABLE-I COLOR RED POS)
HASREL (BLOCK-1 ON TABLE-1 POS)
2 Input text is " A blue ball is ON the table "
ADOING COLOR BLUE (POS) TO BALL-I
ADDING BALL BALL-1
OBJ-2 REFERS TABLE-1
ADDING BALL-I ON TABLE-I (POS)
REPLV (COKAY))
ISA (BALL-I BALL) (BLOCK-1 BLOCK) (TABLE-1 TABLE)
MASAV (BALL-1 COLOR BLUE POS) (BLOCK-1 SIZE LARGE POS) (BLOCK-1 COLOR GREEN POS) (TABLE-1 COLOR RED POS)
MASREL (BALL-1 ON TABLE-1 POS) (BLDCK-I ON TABLE-1 POS)
```

Figure C. 1 Program trace and database for Input 2

Figure C. 1 gives a segment of Appendix C. First, a display of the database is given. From it, we see that there are two objects, indicated by ISA, namely, BLOCK-1, a block, and TABLE-1, 2 table. The attributes of BLOCK-1 are color green and size large, given by HASAV, and similarly the table has color red. The next line, HASREL, teils that BLOCK-1 is on TABLE-1.

The next segment in the figure gives the trace that the program emits as it scans the sentence. The first two trace lines, starting with "ADDING" show what the program does when it scans the phrase "A BLUE BALL", namely, it creates an object BALL-1 (the second ADOING) and makes its color blue (the first ADOING). The next event of note happens when it gets to "TABLE", which it knows refers to TABLE-1, the third program frece line. After that, it finishes up processing the "ON", which was left hanging until the object fallowing it was scanned. It notes that it adds the relation (BLOCK-1 ON TABLE-1) with the last ADDING line. Finally, its standard reply is made.

The database after the run is given, showing that it has added an Instance to each of ISA, HASAV, and HASREL.

5 input text is " the ball on the block is small "
OBJ-1 AMBIG E2-1 BALL-1 BALL-2 -
OBL-2 REFERS BLOCK-1
RELRESTR OBL-1 B2-1 ON BLOCK-1 POS
OBL-1 REFERS BALL-2
PREDINCON OBJ-1 57-1 SIZE SMALL POS
ADDING SIZE SMALL (POS) TO BALL-2
REPLY ((OKAY))

Figure C. 2 Program trace for Input 5

Figure C. 2 gives the program trace only, for a more complicated example, to show a fow other features of what the program emits. The first line after the input text shows the status as of the second word, which has been tagged internally as B2-1 (decoded: the second word, which starts with B, the tirst token for such a word). The phrase "THE BALL" has also been named OBJ-1, and the main point of the message is that OBJ-1 is ambiguous, referring at least to BALL-1 and BALL-2 (in this case, those are the only referent possibilities, but in general, more would exist, with the same message printed). Continuing, the next trace message says that OBJ-2, the name given to the second noun phrase "THE BLOCK", has a unique referent, BLOCK-1. This means that the ON relation left hanging can be completed, noted by the "RELRESTR" line. After the restriction has been done, the ambiguity for OBJ-1 has been resolved, making it refer to BALL-2. The scan continues, reaching the predicate "SMALL". It notes that this is inconsistent with the subject BALL-2 (referred to as OBJ-1), in the line starting with "PREDINCON". In that line, S7-1 refers to the seventh word in the text string, which starts with S, namely "SMALL". Since this is a declarative sentence, the inconsistency is taken in stride, that is, it is added to the subject as a new attribute-value, signalled by the ADDING line.

Appendix 0 gives a rather complete trace of the behavior of the PS on Input 2, including each P firing and the changes it made to the Working Memory. The reader should be able to follow it by using the description of that test given in Section B.2. At the end is a full display of the Working Memory. To understand the meanings of predicates, consult Section C.2; the program itself and a cross-reference are given in Appendix A and Appendix B. As mentioned above, Appendix C gives the program's behavior for the full set of tests. In addition, the portion after the third segment, tests 11-15, gives a summary of the control flow between groups of Ps (according to the first loffer of the $P$ name) for that test segment.

The full set of sentences is divided into five segments, for ease of debugging and presentation. The tests are given to the program via the $X$ Ps, given at the end of Appendix $A$. The first segment, lests $1-5$, consists entirely of declarative sentences, describing an initial scene. The second segment is four queries and one declarafive
sentence. The queries illustrate some of the simpler descriptive capabilities of the system. The third segment has as its main new feature the use of "NOT", both in declarative and interrogative sentences. It should be clear trom these tests that the way the program encodes and uses negation is rather primitive. The last two segments are similar. They illustrate the processing of much more complex sentences, with numerous ambiguities, inconsistencies, and redundancies to be resolved.

## C.2. Meanings for the predicates in MiliPS

The descriptions in this subsection are given alphabetically by predicate. The predicates for the residual database are ISA, HASAV, and HASREL. Lexical classifications start with the letters "IS". Sentence types start with "GS". See the beginning of Appendix D for a sample of how an input sentence is represented internally. The trace itself in that appendix and the display of the entire Working Memory after the program finishes on that test should provide some clues as to which predicates might be of interest.

Predicate arguments in the following descriptions are typed according to the conventions:

- attribute: COLOR, SIZE
- object: BALL-1, BLOCK-3, etc.
p position in string: $T 1-1, B 5-1$, etc.
$r$ relation: $\mathrm{IN}, \mathrm{ON}, \mathrm{UNDER}$, and NEAR.
- sign: POS or NEG
$t$ temporary object token: $O B J-1, O B J-2$, etc.
$v$ value: LARGE, REO, etc.
$w, x, y, z$ arbitrary.
ADOAV(o,t) add now attribute values for 1 to new obiect o. (N)
ANSPRED $(0, a, v, s)$ answer a quastion eccording to the resull of testing whether the prodicato ( $a, v, 0$ ) is true of $0 .(V, M)$
ANSPREDFIN $(s, v, g$ ) the predicate represented by ( $a, v, 0$ ) is the final word of a eentence ( $(, A$ )
ANSPREDFED $(0, a v, 0)$ potantini ANSPRED in redundent ( $(\mathbb{N}, \mathrm{M})$
ANSREL( $01, r, 02, a$ ) snawer the question according to whether ( $01, r, 02,0$ ) is a true robtion (V)
ANSRELINC( $01,0, r, 02,0$ ) the relation ( $01, r, 02,0$ ) is inconarstont, so enower occardingly (dopondiong on sentence (ypo) (V, M)
ANSRELREO(ol,r,02,0) ootential ANSREL is redundent $(N, M)$
AVRESTR(1,p,ar,a) restrict the posebintioe for 1 by applying the restriction that it be (a, v, o). (F. A)

COOSIGN(s) the eitn of the mat recent copule ( $(R, G)$
CUROBJ(1),12) it is the current ob,oct, and t2 the previoue current one. 11 and 12 may be sleo ol and 02 by type (A R, N, F, B, M, V, G)
CUROBJP(11,12) 11 and 12 ere provious CUROBS pax: (B, M, V, G, N)
DEFDET(p) a detinite dolerminat ie alp(N,G)
DEFFNO(t,p) find posesio refarenta (FINOPOSS) for $t$, at $p(F, N)$
DESCRAV(o,aen) deecribe oby otisching to the liat $x$ the value for of the altroute a it any. ( $O$ )
DESCRIBE(o) descrite o by finding and concatenating all of the (a, v, w) propertios for o. ( $D$, v)

OESCRIBED (o, , v, a) o has boen (parfially) descritod uating (a, v, s) ( 0 )
DESCRNX(al,a2) e2 followe it in the predetermined order of deseribing the etfributos of on object (DESCRIBE) (D)

[^9]OESCRPHRASE( $0, x$ ) $x$ is the finel output phrace descrining (DESCRIBE) a ( $(\mathbb{D}, \mathrm{D}$ )
DETSEEN( $p$ ) at $p$ there is a daterminet, oither definite or indefinite. ( $A, N$ )
ENDMARK(p) p merke the laft or right ond of the input atring ( $S, T, E, A, N$ )
EQxxm(p) the ward at $p$ is equal to $\times x \times$. $(T, G)$
ERROR( $p, x$ ) an arror has oceurred of $p_{i} x$ is a liat to be added to the roply. $\left(E, S, A, R, P, M_{1}\right.$ $F, B, M, V)$
ERRORS( $p, x$ ) error scan from right to teft is at $p$, colbecting $a$ list $x(E)$
ERRREF( $t, p$ ) for reference in case of error, $t$ is at $p$. ( $(, B, N, G$ )
FINDAMBIGP ( $11, p, q, v, a, t 2$ ) link backwarde by CUROBJP relatione to find o plece with romeining embiguitios to attech a redundent ( $8, \mathrm{v}, \mathrm{s}$ ); t2 is whore the search atarted, it to the current place in the esarch, and $p$ is the location of the $(a, v, s)$. ( $B$ )

FIMDPOSS(t,o) o is a poasble referent for t. ( $F, \mathrm{~B}, \mathrm{~V}, \mathrm{M}$ )
GSD $(x) z$ is a sentence of type SD, e dectrative sentence ( $N, M, V, G)$
GSE( $z$ ) $z$ is a esentence of type SE, declurative atarting with "there". ( $M, V, G$ )
$\operatorname{CSOD}(\mathrm{z}) \mathrm{z}$ is a sentence of type $Q D$, the question form of 0 D type of dectorative (CSO). ( $A, M, G$ )
$\operatorname{GSOE}(\mathrm{z})$ z is a sentence of typa SQE, the question form of the E type of dectorative (GSE). (G, N, F, M, V)
$\operatorname{CSOW}(z) \mathrm{z}$ in a sentence of type SOW, the question form eterting with "what". (N, F, B, $M, V, 6)$
GSOWR(z) $z$ is a sentence of type SOWR, oquostion sterling with "whors". ( $M, V, G$ )
GTYPEO(z) $z$ has been typod accordimy to GSD, GSE, etc. (G)
HASAV $(0, a, v, s)$ o has value $v$ for attribute a, gien e. ( $E, F, B, V, D, M, N$ )
HASREL(o1,r,02,s) of has the rebtion $r$ to 02 , sign $\mathbb{E}(E, F, B, V, M)$
HASRELN(t,r,s) thas the rolation $r$, eign en to some object yot to be ecen in the input. ( $B, R$ )
INOEFDET(p) an instotinito determinor is at $p$. (N, G)
ISA $(0, w)$ o is an objoct of the clase w. (E, F, D, N)
ISAV $(p, a v, s)$ the aftribute value ( $a, v, b$ ) at $p$ checks out grommeticelly, continue to procese it es auch ( $A N, F$ )
[SAVW(p,ar) the ward of $p$ in an attibute vatue (a,r); this signele the need for a grammer chock ( $A, T$ )
$\operatorname{ISCOP}(p, a)$ the word at $p$ ie is coputa sign s. ( $G, A, R, N, T)$
ISDEF(t) Iis known to be a definite object by its determiner. ( $A, N$ )
ISINDEF( $t$ ) is moditiad by an indetinite detorminar. ( $A, N$ )
ISNOUN( $p, w$ ) the noun of $D$, word $w$, is grammetically all righti iniliste turther procesaing on $i t$. ( $A, R, P, N, G$ )
ISNOUNW ( $p, w$ ) the word at $p$ ie a noun, wi this signale the noed for a grommer chack ( $G, N, T$ )
ISPRED( $p$ ) the $A V$ at $p$ (mes ISAV) is a pradicalo, which meane it followe e copule ( $A, R, P$, f)
$\operatorname{ISREL}(p, w)$ the relation word $w$ at $p$ is all right grammatically; continue to procenas it. ( $R, N$ )
ISRELPRON( $p$ ) the ratative pronoun at $p$ in grammetically all righti initiate the normal processing for it. ( $P, N$ )
ISRELPRONW(p) the wort at $p$ is e relative pronoun; procoed by checking whethor it is grammatically all right. ( $P, T$ )
ISRELW(p,r) the word at $p$ is $r$; this aignois the noed for' a grammer check ( $R, T$ )
LEFTOF( $p 1, p 2$ ) $p 1$ is to the left of $p 2$ in the input string. $(S, T, E, G, A, R, P, N$ )
$\operatorname{MaKISA}(p, w, 11,12)$ make tl et $p$ into en ISA ite word in $w$, the provious obiect is $\mathbf{t 2}$. $(N)$
NEWAV $(t, a, v, s)$ record ( $a, v, s)$ so it can be oftactrod to the actual object thet I reprecente, when il becomes determined ( $N, A$ )
NEWOBJ(o) o in a now objecl (now ISA). (F, B, N)
NPBOUND( $p$ ) a noun-phrate boundery is of $p$. (B, $S, N$ )
NPBOUNDL ( $p$ ) dolote the NPBOUND aiznal for $p$. ( $B, N$ )
NPGCHK(p) check that it is grammatically correct to start e noun phraee of $p .(N)$
NRESTR $(t, p, w)$ restrict the posibilitios for $t$ at $p$ to be noune of clene $w .(F, N)$
NULLREF $(1, p)$ the aet of reforents for tat $p$ is ampty. ( $F, V$ )
OCHK ( $1, p$ ) check if the pasibib reterente for thave been reatricted to a unique or null met. (F)

OLDAV(p) the AV of $p$ is oft, ISAV mas boen responded to. (A, F)

## OLDREF(t) the REFERS for the been examined (8)

OLDREL( $p$ ) the relation if $p$ hos been processed, ISREL has been responded to. (R)
PREDINCON (t,p,av, o) the predicate ( $\alpha, v, a$ ) in inconsistent with int $p .(B, M, E)$
PREDINCONT(t,p,a,v,p) print a trace for and asmet the corresponding PREDINCON. (E, B)
PREDREDUN( $t, p, R, v, s)$ the predicate $(a, v, \theta)$ is redundont for t of $p(B, M, E)$
PREDREDUN $T(t, p, \alpha, v, \theta)$ print trace for and aseprt the correaponding PREDREOUN. ( $E, B$ )
PREDRESIR $(t, p, a v, \theta)$ realrict the poande roferents for 1 ot $p$ according to whether $(u, v, 0)$ is true. (F, E)
PREDRESTR:T(t,p,av,o) print a trace for and asmert the corpeaponding PREDRESTR. (E, B)
PREORESTRCHK $(1, p, \lambda v, s)$ check whothar the correspanding PREDRESTR ahould be applind (B, F)
ONOUN( $p$ ) tho noun of $p$ in a quastion noun ( $G, T$ )
OWFIND $(t, p)$ find posesble referents (FINDPOSS) for $t$, at $p$. (F, G)
OWRDESCR2(o) initinto tho second sfep in the reply gemeration process for OWR eentences (eee GSOWR and OWRREPLY2) (V)
OWREPLY(o) use the results of the OESCRIBE process to make reply for aW sentunce (see GSQW) (N)
OWRPHRASE $\{0, x, w)$ the current phrese in buiding the first part of the OWR anawer (aee QWRREPLYI) for object 0 in $x$, with word $w$ used to seperete further additions to $\times 4$ rom the present $\times(D)$
OWRPHRASE2 $(o, x, w)$ like OWRPHRASEI, but for the second part of the OWR enewer (OWRREPLV2). (D)

QWRREPLY1 $(01, r, 02, a)$ include ( $r, 02,0$ ) in the firgt kind af reply for OWR eantence; the firet kind sives relations of the main object of to other objecte. ( $D, V$ )
OWRREPLY2 $(01,02, r, s)$ include ( $r, 01$, e) for 02 in the eecond kind of paply for OWR eentence; the aecand kind sives relations of other objects o2 to the main object ol. ( $D, V$ )
QWRREPLY3(o) ganerate the third kind of reply for OWR sentence, which covere the caee where o has no relations to othar objecte. $(D, V)$
REFERS( 1,0 ) tepers to o; imay also be of type o. ( $F, B, M, V, N$ )
RELINCON $(t, p, r, 0, a)$ the reistion $(r, 0,0)$ is inconsistent with $\{$ at $p$. $(B, M, E)$
RELINCONT(t,p,r,o,s) print a trace for and escert the correspondine REL[NCON (E, 8)
RELREOUN $(t, p, r, 0, s)$ the retation $(r, o, s)$ is redundant for tat $p(B, M, E)$
RELREDUN $T(t, p, r, 0, a)$ print a trace for and ascert the corresponding RELREDUN, (E, B)
RELRESTR $(t, p, r, 0,0)$ resteict the pQasible referente for $t$ at $p$ eccording to the retation $(r, o, s)$. ( $F, E$ )
RELRESTR $Y(4, p, r, 0, a)$ print a trace for and ampert the correaponding RELRESTR. (E, B)
RELRESTRCHK $(1, p, r, 0, a)$ check whether the corresponding RELRESTR should be applind (B)
REPLY(x) $x$ list of worde constituting an exlernal reply. (V, E, D)
$\operatorname{SCAN}(p)$ the acan te postionod it $p(S, T, G)$
SCANFIN( $p$ ) the can in finished it $p$. ( $S, V$ )
SENTBOUND (z) the sentence bounctary has been reached for sentence z. $(\mathcal{V}, \mathrm{S})$
SENTENCE(z) $z$ is the current input entence $(S, G, N, F, B, M)$
$\operatorname{TEXT}(x) x$ is the list of words in the input string. (S)
TRACING( $x$ ) an indicalor that e program trace is being primled; $m$ is odummy. (S, E, F)
WORDEQ $(p, x)$ the word at $p$ is equat lo $x .(T, G, E, N)$

## MiliPS/WBlox

## D. Overview of WBlox

WBlox is a PS that solves blocks manipulation problems, taking commands from an augmentation of MiliPS and performing actions on the scene in order to fulfill the commands. This section and the next give an overview of the WBlox part of the system and then more details, respectively. Section D. 1 presents a few examples of the problems solved by the system. Section 0.2 sketches the changes made to MiliPS in order to handle the expanded task domain. Section D. 3 discusses the goal-subgoal mechanism used to solve problems, and describes the way backtracking works, allowing choices to be tried, undone, revised, and tried again. Section D.4 through Section D. 6 discuss issues with respect to the particular PS implementation, and with respect to implementation-independent features of the task domain that were elucidated by the present work. Section D. 7 compares PSs with the original Micro-Planner implementation.

## D.1. A few examples of WBlox tasks

WBlox starts with a toy blocks scene identical to that used by Winograd (1972), namely, a tabletop with a box and a variety of rectangular blocks and rectangular-based pyramids. The test sentences given to the MiliPS/WBlox system were designed to test the blocks problem-solving capabilities and exercise as many of the Ps as possible. This contrasts with Winograd's apparent preference for exercising only the natural language capabilities (though not necessarily exhausting all of them) and only using those parts of the blocks program that were evoked as a result of that. Thus what is presented here and more fully ir, the next section and Appendix $H$ is a more complete demonstration of the blocks problem-solver designed by Winograd than was given by him.

The first input sentence is a simple command to put one object on another.
INPUT 1: (PUT THE SMALL RED BLOCK ON THE BLUE BLOCK)
The MiliPS part of the whole system recognizes that the small red block is not already on the blue block, i.e., that there is a serious inconsistency in the sentence. Because it involves a relation that can be associated with the PUT command, that inconsistency becomes the intent of the sentence, and is given to the problem-solving part of the system. In the initial scene, the small red block has a pyramid on lop of it, so that the first problematic part of this command is to find another place to put the pyramid. This evokes the goal to GETRIDOF the pyramid. GETRIDOF in general first searches on the table for an empty place, then looks at blocks in the scene to see if space is available there. In the present case, it has no trouble finding space on the table, and proceeds to move its hand to the pyramid, grasp it, lift it to some random tocation within the clear region on the table that it selected, and let go of it. Now the pyramid is out of the way, so the program looks for space on top of the blue block. The blue block is all clear, and is big enough to accommodate the red one, so the program goes through a sequence of grasping, lifting, and so on, similar to that for the pyramid, to put the block in that clear space.

REPLY 1: (1 (OKAY))
The MiliPS subsystem responds OKAY after checking that what was commanded has actually been accomplished by the WBlox PS. Oulputs are tagged with integers (" 1 " here) in case there is a set of replies, to provide e sequencing for them.


#### Abstract

Wo now skip over two inputs, one asking a question and the other commanding that - green block be put in the box.

INPUT 4: (PUT THE GREEN BLOCK ON THE BLOCK IN THE BOX) Looking at this superficially, it is ambiguous in a couple of ways. At the command level, it appears ambiguous because the system knows two ways to PUT, namely IN or ON , so that the input may be requesting a PUT . . . IN or PUT . . . ON action. This ambiguity is resolved by normal processing of the sentence: the IN phrase is needed to resolve the reference to "THE BLOCK", so that only ON remains as a candidate for the main command action. The superiority of the bottom-up approach over a top-down one is evident here, and the difference between the two can be accentuated further by adding more relations. The second ambiguity is presented by "THE GREEN BLOCK". There are two green blocks in the scene, but fortunately, both are referred to in this sentence: one is in the box, so it is the second block, which forces the ambiguity of the first one to be resolved in favor of the other one. This other green block is not on the first one, the one in the box, so that the inconsistency is taken as the intention of the command, and the WBlox part of the system can work on the specific problem posed. This problem is solved directly by moves similar to those used in the first INPUT above, since no other objects are in interfering locations. The program's reply is the same as in the preceding example.


For the next example, we skip a few inputs that had no effects of concern to us at prosent.

INPUT 12: (PUT A SMALL PYRAMID AND A SMALL PYRAMID AND A GREEN BLOCK AND THE SMALL RED BLOCK ON THE LARGE RED BLOCK)
Several things of note occur in the input. The use of "A" in a command causes the system to choose from among a set of existing objects that match the given description, rather than creating a new object as was the case in MiliPS alone. In fact, in this case it chooses two pyramids, taking care to make the choices distinct. The use of "AND" means that all conjoined objects are the main ones for the command, that is, the command works with a set of objects. The command is to put the set on the large red block, since the final phrase, starting with "ON", is inconsistent with the scene.

From the point of view of the problem-solving system, this command presents difficulties because all of the specified objects will not fit on the large red block unless some of them are piled on top of each other in some way. WBlox does not recognize ahead of time that the area isn't sufficient, but rather, attempts to put them on, trying a couple of variations in arrangement (which exhausts the possibilities in this case), before deciding to try the necessary packing operation. When working with a set of objects, WBlox tries to place the largest first, then the next-largest, etc. In this caso, after placing three of the four objects, the space is filled, so it backs up and tries to put the third object in different location. This fails because the third object filled up the only available space. It then backs up further and tries to put the second object in a different location. Now the second and third objects used up a rectangular region on the large red block, each filling up half of it, and the program always tries to pack objects closely logether when it is putting a set of them somewhere, so that there is really no alternative place to put the second object either - packing implies using the lower left-hand corner of the region. (The program doesn't reason in this way, exactly, but tries to locate space and finds only the point already seen.) So it backs up to the first object, and can find no alternative place for it either, for similar reasons. Thus it has backed up to its starting place, and now it pursues an alfernative strategy, called the PACK strategy, which says
place an object, then try to put one other object on top of it, then place the next object, and so on. It puts the first object on the large red block, then puts the second object, a pyramid, onto the first object, then puts the third object onto the large red block, and the fourth on top of the third.

REPLY 12: (1 (FAILED TO PUT PYRAMID-3 ON)) (1 (FAILEO TO PUT PYRAMIO-1 ON))
(2 (OKAY))
The program replies that the two pyramids aren't strictly on the large red block as it had expected, and then says OKAY anyway, because some of the things it expected were fulfilled. (The first two replies are tagged identically because they were noticed "simultaneously".) The two pyramids were in fact pleced on the two blocks that were placed on the large red block (pyramids being preferred by PACK for placement on top of just-placed blocks, since nothing can be put on a pyramid).

This time inputs not shown have had the system put some more things in the box, and had it add some new black blocks to the scene. It has just picked up one of the black blocks.

INPUT 18: (PUT IT IN THE BOX)
"IT" always refers to the object in the hand of the model, by convention. There is no trouble understanding the input, but severe problems in carrying it out. The program fails to find enough clear space in the box to put the block that it's holding, so it tries a drastic strategy: clearing out all the things in the box, and putting them back in in PACK mode, placing them all as closely together as possible. As above, the PACK operation includes putting every other object on top of one just placed rather than on the box proper. It succeeds, after about 65 subgoals and 70 primitive grasp, lift, and let-go actions (about ten times more than required for INPUT 1 above). The program responds simply OKAY as above.

The final example we consider here consists of building a stack of objects.

## INPUT 19: (STACK UP A LARGE RED BLOCK AND A SMALL BLOCK AND IT AND A SMALL PYRAMID AND A BLACK BLOCK AND A LARGE GREEN BLOCK AND A SMALL PYRAMID)

In stacking up a set of objects, the program first chooses the largest block as the base of the stack and places it on the table. As its next step, which is repeated until all the blocks have been placed, it selects the largest block that hasn't been placed and puts it on the top of the stack (the block in the set of things to be stacked that has nothing on top of it). In this step, if the largest block that hasn't been placed is too big, it is left out, and the next one selected instead. Also, if there are iwo or more blocks that are the next-largest, and if one of them is already in the right place, it is left there and the process continues to the next (the program also notices if the base of the stack is already on the table when it starts). After all blocks are placed, the program selects the biggest pyramid from the set that will fit, if any, and places it. Any other pyramids must be left out.

REPLY 19: (1 (LEFT OUT PYRAMID-3))
The program checks for completion of the command by checking an internal representational set that records stacks of objects. This stack record is kept for all object movements: whenever one object is put on a block (table and box are excluded as stack members, by this definition) it becomes a member of the block's stack, or if the block wasn't in a stack, a new stack is created with both objects in it. For this reply, the program noted that one of the pyramids is not in the same slack as all the other objects that it was to stack up. This is right, because the command was not completely fulfillable,
given that pyramids can't support other objects. MiliPS could in principle recognize such ill-formed commands, but it doesn't.

## D.2. Changes to MiliPS for the WBlox task

Appendix $\boldsymbol{E}$ gives the portions of Milips that changed in converting it to translate the external language into inputs for WBlox. This subsection describes the changes, following roughly the order of their appearance in that appendix. Nost of the changes, 70\%, were additions of Ps, and the rest were minor changes to existing Ps, usually changing one condition or action element. No Ps were deleted. There are three main kinds of changes: lexical and grammatical changes, which are rather minor; changes to how relations are handed, adding two new varieties of relations, indirect ones and computable ones; and changes to main sentence semantics in order to interface to the blocks problemsolving Ps. After describing the changes, the varieties of blocks commands are described, along with details on main sentence semantics for them. Finally, the changes in internal representation of the scene are sketched.

In the tagging Ps ( $T$ Ps) are all of the changes that effect modifications to the acceptable language. The system now knows about PYRAMID where it used to treat BALL. To make that change, only two Ps were changed, one a $T$ and one an $N$, the $N$ that handies creation of new scene objects. The word IT is recognized as a noun phrase, and is taken always to refer to the object in the model's hand. This requires only a single $P$, which does all the actions necessary to make the system believe that a noun phrase just went by. This approach was taken as the easiest way to ensure that objects in the hand could be referred to uniquely, the problem being that such objects don't have the same relations to other objects that other objects do. It was easier than adding the code necessary to make use of phrases like "in the hand" or "that you are holding". IN and ON are now fagged as indirect relations, to be discussed below, and TO THE LEFT OF, TO THE RIGHT OF, BEHIND, IN FRONT OF, ABOVE, and BELOW are recognized as computable relations, also discussed below. The now prepositions UP and DOWN are also recognized, but they are only lexically treated as relations, and are otherwise just complementary modifiers for command words.

The G Ps have a number of changes relating to main grammar types. These changes also carry over into $N$ Ps and B Ps, some of which are discussed here, others later. First, blocks commands are a new type of sentence, the imperative, or <SI>, called GSI internally. In such imperatives, " $A$ " is taken as meaning a choice is to be made, as opposed to the old action of creating a new scene object. The actual choice is made by $\mathbf{8}$ Ps. The Imperatives start with a particular set of command words, PICK, GRASP, STACK, and PUT; G Ps recognize these and assign the imperative type to the sentence at hand. At the same time, these words set up expectations of complementary modifiers, for instance, PICK expects UP somewhere, PUT may be followed by DOWN, etc. "AND" is recognized as a noun-phrase boundary and is used to conjoin only main sentence objects in imperative sentences. The grammatical-adjacency tests for noun phrase were rewritten to make control cleaner and augmentation easier - augmentation now requires only the addition of Ps, not also the addition of negated conditions in a $P$ that recognizes bad conditions. Similar changes could have been made to other such Ps, but one illustration is sufficient, and the others didn't require modification anyway.

In the FPs, the relation restriction process, by which relations are used to restrict possible referents, is split into two stages to handle a peculiar kind of ambiguity in imperatives. The command PUT expects some kind of inconsistency to occur, so that it can turn that into a command to be fulfilled, but this can interfere with the determination of reforents when there is a relation that might be interpreted as both a valid restriction and an inconsistency. That is, a relation might be true of one possibility, while another possibility exists for which the relation is nut true. Given the two distinct interpretations, the process assumes the relation is to be used as a normal restriction, but saves the other possibility as something that can be used in case no other inconsistency can be found. Test sentence 16 illustrates this kind of "backup".

The way that the new classes of relations are handled shows up in changes to FPs and BPs. Computable relations are the ones that depend on exact locations in the scene, for instance, $\mathbb{N}$ FRONT OF (that locations are now exact is discussed below along with other representational changes). When these relations are completed, that is, have definite objects to which the relations are to be applied, a B P evokes a set of F Ps that assert temporary relations into Working Memory that represent specific computable relations. For instance, when "TO THE RIGHT OF THE LARGE PYRAMID" is scanned, assuming only one large pyramid, a computation is made to determine all objects to its right, and tomporary representations of all of the resulting TORIGHTOF relations are asserted. These relations are used to restrict oiher referents in a way similar to ordinary relations and to indirect relations, to be discussed now.

Recall that the "check-relation-restriction" process (see Figure B.2), which is 日 Ps, checks to make sure a relation restriction is applicable before going ahead with it. In that process, when a relation that is tagged as indirect is encountered, Ps are ovoked to compute temporary indirect relations from the specific relation that is the subject of the check. Indirect relations are the iransitive closure of a relation, and are computed by the B10 Ps. For instance, given "IN THE BOX", a transitive closure is computed using ON, by asserting indirectly-IN for all objects ON objects in the box, and for all objects indirectlyIN , and so on. The relation ON is also given the same treatment, propagating indirectlyONs. The actual referent-restricting Ps (F Ps) are augmented by aset of Ps that use these indirect relations in a way similar to the way the restrictions for normal relations were used before. The indirect relations are erased from Working Memory after each input sentence is finished (along with everything else except the representation of the scene). An alternative that would have required fewer added Ps would have been to assert normal relations and some record that certain normal-looking relations are really temporary, so that they could be explicitly erased at sentence boundaries. These temporary relations would then enter perhaps into blocks manipulation updafing operations and into the process that describes the scene and its objects - it is not clear that this is desirable.

Now that there is provision for such indirect relations, any further classes of relations that are to be treated as temporary need not require further Ps to be handled properly. The present program has an example of this, in that computable relations are kept in the same form as are indirect ones, and don't require mechanisms beyond the initial assertion. Ultimately, if the scene should be represented as a more long-term entity in the Ps themselves, all Working Memory relations would be temporary, so that further decisions would have to be made as to differential treatment of types of temporary relations.

The M Ps have two types of changes, reflecting new main sementic action. The new <SI> imperative sentence class occurs in several $P$ conditions that wont to restrict the class of sentences to which they apply. The M60-M80s are specific Ps added to process <SI>-specific information and issue commands to the blocks problem-solving Ps. Within these, redundancies and inconsistencies are treated according to the new conventions requirsd for imperatives, to be discussed further below.

The V Ps also have a couple of modifications and augmentations. There is a set of Ps that handies reply generation for imperatives, which includes checking that commands were actually carried out. Replies themselves are now numbered, so that textually identical descriptions can be distinguished, for instance the two "LARGE GREEN BLOCK"s in the reply to the sixth test sentence. The count of replies is initialized at the beginning of the scan by $\mathbb{T} P$.

There are four commands that are extracted from input sentences and issued to the WBlox Ps. The PICKUP command is obtained from sentences of the form, "PICK . . UP . . . ", where either ". . " may be empty in particular cases. For this form, referents of objects must be exact. The program checks that it is not already holding in the hand the main object in the sentence. This form will not take compound phrases, since the hand can only hold one thing at a time.

The PUTDOWN command is obtained from sentences of the form, "PUT . . . DOWN . . . ", where either "... ." may be empty. As for PICKUP, referents must be exact, and further, the object referred to must be in the hand. Actually, all such forms can simply be expressed as "PUT IT DOWN".

The PUTON command comes from forms "PUT . . .". The PUT can be matched to either ON or IN (the latter only goes with the BOX, and becomes a PUTON that is processed specially in some cases). This form may take compound main nouns. The system processes all such as a set, applying a single relation to them all. The specific relation to be applied to the main noun or nouns is oblained from an inconsistency in the sentence. At present, this is restricted to $\mathbb{N}$ and $O N$, but in principle it should apply to any relation, with the intent of the command to make that relation true (the restriction is inherited from Winograd's program). The explicitness of inconsistency considerations here makes that kind of extension quite feasible, whereas it is not clear that such a general mechanism would arise naturally trom Winograd's treatment (whatever it was in this case). If an input contains a redundancy but no inconsistency, or if it contains neither, it is a redundant command and requires no action; the program in the latter case will complain, but in the former will say OKAY.

The STACKUP command comes from sentences like the PICKUP one, with STACK instead of PICK. These forms must have compound main nouns, and the roferents must be exect.

Finally, we sketch the representational changes necessitated by the addition of manipulations to the scene, done by WBlox. The primary change is that objects have specific spatial locations and sizes, according to a standard three-dimensional coordinato system. As in Winograd's system, an object can't be rotated, and is always rectangular and aligned with the coordinate axes. The location of an object is the location of its
lower-left-hand corner (minimum $x, y$, and $z$ values). There is now hand in the scene, represented as a point with neither size nor attributes nor relations to other objects, except that it can be grasping or empty. All relations are now assumed to be positive (POS), where in MiliPS, distinction was made between POS and NEG. To have negatives would be to allow a certain vagueness that doesn't fit with exact locations (although ultimately it might be desirable, for a fully general system), e.g., "NOT IN THE BOX" would have an object seemingly floating freely at any location not on the box's surface. (This is, I believe, independent of whether "NOT" can be handled in inputs, which it now cannot be.) There is a new structure that is kept track of in the scene: the stack. A simple stack is just a set of objects, one on top of another up to some height. The generalized notion of stack here is that an object is in a stack whenever it is on top of an object in a stack. A stack is created whenever an object is placed on top of another that is not already in a sfack (except the table and the box). Thus stacks really include tree-like structures of blocks - all blocks in such a structure are in the same stack.

## D.3. The main components of wBlox

For the most part, the WGlox Ps work independently, as a submodule, of the MiliPS system. The language produces a single command or a set of instances representing a command on a set of objects, which evokes specific WBlox top-level Ps, which in turn evoke the full problem-solving system. When the problem solving is finished, the top-level goal succeeds and control falls back to some checking signals, left around when the WBlox Ps are evoked, which evoke a process that checks the results and forms a reply.

There are four top-level operators that are evoked from outside the WBlox system: PICKUP, which commands a specific block to be picked up; PUTDOWN, which commands a specific block to be put down on the table or wherever there is space available; PUTON, which commands that an object or a set of them be put on some other specified object (PUTON includes putting things in the box); and STACKUP, which commends that a set be stacked, one on top of another.

There are eight subordinate operators that are used by the top-level ones and by each other as subgoals to accomplish particular action sequences. PUTON1 puts a single object on another object; PACK puts a set of objects onto an object, under the constraint that they are to be packed as closely as prssible. GETRIDOF involves finding some unused space to put an object and going through the actions that put it there. CLEAROFF uses GETRIDOF iteratively to clear everything off some object. PUT takes an object and places it at a specific location. GRASP attaches the hand to an object, sometimes necessitating a CLEAROFF so that it can do so, as well as an occasional GETRIDOF for what the hand is already holding. RAISEHAND computes a location above where the hand is, and moves it there. MAKESPACE tries to clear away just enough objects from a surface to free up space to fit a particular object.

The preceding set of operators all make use, ultimately, of a small sot of primitive operators, which do the actual changes to the scene model and which do not further evoke other actions. MOVEHAND moves the hand from one location to another, doing all the necessary updating to object locations, to IN and ON relations, and to stack structures. MOVEHAND fails to do the motion if the location moved to is not clear to the extent
required for the object that the hand is grasping. UNGRASP causes the hand to let go of an object it's holding. The converse of UNGRASP is to assert that the hand is grasping, an action that is a subpart of the GRASP action and not separated as a named primitive. The most complex primitive in the system is FINDSPACE, which is sometimes entered at one of its subordinate steps, LOCATESPACE. FINDSPACE scans the surface of a specific object to find an open region suitable for placing another object. It is the only primitive that fails explicitly with a signal that is then processed in specific ways by the ovoking procese. Further levels of primitiveness can be imagined, but they weren't implemented here or in the original system being imitated. For instance, MOVEHAND could involve computing actual trajectories for the motions, so that no collisions with other objects occur. These considerations are simply assumed to be always solvable and not touched on further here, although it is conceivable, for instance, that the trajectory computation might not be possible without further rearrangements of blocks.

- Figure $\mathbf{D .} 1$ gives an outline of how the blocks commands interact. The components of the outline structure in the figure are the operators. Arguments for the operators are given in parentheses, and comments are given in square brackets. In form, the structure is an AND-OR graph, with connections of nodes to other nodes in the graph indicated by comments "above" and "iterates". This connection notation is modified to mean a copy of the structure with modifications, when such modifications are also given in the comment, e.g., "without MAKESPACE" is such a modificational comment. In numbered sequences, AND is implicit between steps, e.g. 1 AND 2 AND 3 under PUT. OR is given explicitly and means the step in question has alternatives, if the OR is between two steps with the same number, or it means the sequence of steps preceding the OR has the steps following it as an alternative, if sequence numbers differ directly before and after the OR. One ambiguity with this definition of OR is Under PUTIN, where 1 is to be allernated with 1 AND 2 following the OR, not 1 AND 2 OR second 1 AND 2. The comment "primitive" indicates primitives in the above categorization of operators. The comment "iterates" means that the iteration is to be through the set in the immediate vicinity, until the set is exhausted. Details on how the various selections and primitives work, and on how sequencing is done in particular cases will be presented in Section $E$ The remainder of this subsection makes general comments on organization.

Most of the components given in Figure $D .1$ work within a set of conventions that make up goal-subgoal mechanism. The top-level goals are commands from the input language via MiliPS. Subgoals arise as the components or operators encounter difficulties in being immediately applicable. Specific problems that can arise are encoded as Ps that recognize difficulties, and that then construct the appropriate subgoals. Sequencing of both the AND and OR types is by using a couple of specific goal-related signals, one of which (the predicate NEXT) specifies what to co if a subgoal succeeds (AND), and the other (the predicate NEXTF), what to do if ; subgoal fails (OR). If neither NEXT nor NEXTF is given, the goal that evoked the subgoal succeeds. There is a small executive ( 5 Ps) that processes success and failure signals according to these conventions. The primitive operators in the system are not treated within these goal conventions because their operation is immediate, so that sequencing can be done with ad hoc evoking-processspecific signals. The same executive-avoiding mechanics are used for steps within goals that don't cause difficulties otherwise.

The justification for including the executive and goal-sequencing conventions is that

```
1 PICKUP(object)
    1 GRASP(object)
        1 GETRIDOF (object in hand)(if such exista)
            1FINOSPACE(on tablo)[choicepoint a which location an teblo)
            OR
            1 FINDSPACE(on block)(choicopoint - block and location!
            2 PUT(object,location)
                1 GRASP(objact)(cbova)
                    2 MOVEHANO(location, offcot by size of objoc)\(primitivo]
                    3 UNGRASP[orimitiva)
        2 CLEAROFF(objoct)
            I GETRIDOF(saloctad objec! on top of objec!Y(bovo)
            2 CLEAROFF(objoct)[iterates!
            3 encort CLEARTOP{primitivo)
        3 MOVEHAND(to conter of top of object\[primitive)
        4 ascert GRASPING[primitive]
    2 RAISEHAND()
        I MOVEHANO(to location al maximum noight above precent location)(primitivel
2 PUTDOWN(objoc)
    1 GETRIOOF (object)[abovo]
3 PUTON(object1 or sel of objoctr,object2)
    1 PUTONI(objoctI or eolocted object fram eet,object2)
        1 CLEAROFF (object1)[abovo)
        2 FINDSPACE(for objectl on objec12){primitiv:; choicepoint - locetion!
        OR
        2 MAKESPACE(for objoct] on objoct2)[only if PUTON is for one object]
            1 GETRIDOF(relocled object on object2)
            2 FINDSPACE(for objecl\ an object2)
            OR
                2 repest MAKESPACE(for objec!1 on object2)(above)
        3 PUT(object1,location found)[above]
    2 PUTON(remsinder of eot,object2)[iterates]
    OR {afler all choicepointe within PUTONI have been tried]
    1 CLEAROFF (object2)[Obova]
    2 PACK(eat of objocte,object2)[uat oxcludes all objecte on objecl2 before]
        1 LOCATESPACE(for solocted object - object1, on objoct2)(primitive, choicopoint - location]
        2 PUT(abjectl at location found)[abova)
        3 PUTONI(anothar selocted object on objoct1)[above; only if fit io posebble]
        4 PACK(romsinder of set,object2)(itorsten]
4 PUTINobject1 or eet of objectabon)(comen from MitiPS as PUTOM, siop 1 here)
    &PLTON(objectl or eet,bok)[bbavo; only first 1-2 eoquence, withow MAKESPACE]
    OR
    1CLEAROFF(box)[above; but first add what'0 alrowdy in box to ant]
    2 PACK(overything now in set,bon)[above]
5 STACKUP(aot of objocta)
    I PUTONI(seloctad object,tablo or eurrent top of atack boing built)
    2 STACKUP(iterates)
```

Figure D. 1 The components of the WBlox goal-subgoal system
in all but the simplest problem situations goals of the same type are evoked recursively, though there are intervening levels of goal structure befween the recursive calls. That is, goals do not directly evoke themselves as subgoals, but most situations give rise to recursive nesting in some way. If in these nesting situations, particular goal process
relled on ad hoc signals for sequencing, there would be more than one instance of some signals, causing contusion between the two processes. Thus, goal status for separate invocations of the same goal are distinguished with an extra argument that names the goal. Also, the NEXT and NEXTF sequencing predicates contain within them inactive versions of signals that are to be asserted, so those signals are effectively hidden and can't inferact with information from active goals. If the Psnist interpreter distinguished between matches to a $P$ on the basis of recency of data being used in a match, and fired the $P$ only using the most recent data (saving others until they eventually become the most recent), then the goal executive mechanism would not be necessary. (This architectural variation has been seriously considered as an interesting PS alternative.) But Psnist, given a P with any match at all that it has come to consider for recency reasons, fires all the Instantiations it can find, old and new alike. The recursively-nested structure of Planner control isolates separate goal contexts effectively, although it hides them much more opaquely (making access to other contexts impossible) than is the case in the present PS implementation.

It is fruitful to briefly compare the present solution of goal-subgoal management to that found in the more general situation, namely in GPS (the General Problem Solver, a version of which is described in Chapter IV of this thesis). The present system is very specialized, with $P_{s}$ that recognize specific differences, obstacles to success with a goal, and that construct and evoke specific appropriate subgoals to treat those differences. Thus a single $P$ firing combines the workings of the GPS match and the table of connections, between differences found and operators that might reduce them. In all cases, a difference has a unique operator that is effective. Differences are local features of the scene, so that there is no need for GPS's general match, which would want to work on two different versions of the scene (actual and desired). The closest analogue in GPS would be the performance of matches to a described, abstract object, which contains only - few features of the scene that are relevant to the main goal. But with the present high degree of specialization goes a loss of flexibility in applying operators and in using methods. The operators are very specific, and are encoded to include their own fixed subgoal sequencing. The lack of general treatment of goals and methods means that the executive doesn't evaluate progress and shift problem-solving efforts accordingly. There is also no provision for recognizing infinite loops of goals. Certainly, looping in blocks problems is possible in general, but it may be that the present restricted operator structure can not give rise to loops, although it would if it persisted in a reasonable way in trying to attain a goal.

One detail in the dynamic behavior of the system that is hinted at in Figure 0.1 by the comment "choicepoint" is the management of alternative selections within operators. Winograd's original implementation made use of Planner language primitives to ensure that all such alternatives would eventually be explored, according to a strictly depth-first search organization. That is, whenever at certain goal points alternatives existed, information as to the nature of those alternatives was recorded, and if some failure occurred at some later time, the system would back up, undoing all effects in between the

[^10]failure and the most recent goal with alternatives, and would choose another alternative on which to base forward action. PSs have no such mechanism built into the architecture, so it has been neccessary to adopt conventions for setting up necessary information so that alternatives can be explored in a similar way, and to code those explicitly wharever necessary. On analysis of the structure of the task, it was decided to designate only a very few locations in the search as such choicepoints. The reason why this required analysis is that the Planner code for the blocks problem solver makes very frequent use of the particular primitive that achieves this mechanism (THGOAL), but only a fow uses of it are actually necessary to ensure proper backtracking, the others being used to provide other functions of THGOAL. Section D. 7 will go into more detail on how the final search behavior differs.

The primary function of choicepoints in WBlox is to record the current state of goals with alternatives, and to record which alternatives have already been tried. The only choicepoints in WBlox involve locations where objects are placed. If there seem to be other meaningful alternatives in terms of the task, they have here been reduced. to location choicepoints. Further, the only part of the system's actions that is recorded so that it can be undone in the act of backtracking, is the sequence of primitive actions performed, along with, for some goals involving a set of objects to be iterated through, a record of the state of the iteration (i.e., which things in the set have been tried). All other goal information, for instance the goal-subgoal structure and what has succeeded or failed, is irrelevant to the backtracking and is simply disregarded in backtracking. That is, for the most part when the system backtracks, it simply reverses the sequence of hand motlons and grasping and ungrasping actions that it has done since the most recent choicepoint. Whenever one of the primitives is performed, it records an event time, an integer that is incremented each time such an event occurs, and when a choicepoint occurs, the current event time is associated with it so that the backtracking can reverse the right actions. Each primitive action is also responsible for asserting an element that says what its opposite is, so that the action can be undone. The action reversal goes through the same mechanism that is used in the forward direction, e.g. the MOVEHAND primitive is evoked, so that all the proper bookkeeping is done automatically (invisible to the backup controller).

Further details on the implementation of choicepoints will be given in Section $E$. Even though choicepoints have been fairly easy to implement, reducing backtracking to manageable proportions, the strict depth-first variety of backtracking used here and in the original program is not considered the best way to proceed, either in this task or in general. The particular position that the PS philosophy implies on this issue is discussed further in Section 0.4.

## D.4. Production system issues

The next three subsections consider the issues that arose in WBlox with respect to PSs, with respect to the language used to converse aboul blocks, and with respect to the problem-solving operators. Included in the first is a discussion of the suitability of backiracking as a method within a PS implementation, and what an alternative problemsolving structure might look like. Also included are features of control and organization, and discussion of some time and space efficiency characteristics of the system. Then (Section D.5) we go on to consider in detail the extensions that would be necessary to
bring the system up to the level of competence of Winograd's system on the natural language side. Finally (Section D.6), there is a discussion of some details of the blocks problem-solver, independent of the implementation as a PS, which suggest difficultios and possible significant improvements in its abilities.

The most important issue with respect to PSs is the suitability of the backiracking method inherited from the Planner version of the problem-solver. Backtracking implies that there is provision to ultimately try all possible variations in sequences of problem operators in attempting to solve a problem, if that should be necessary. These alternative sequences are tried in depth-first order, and in Planner there is little program control over which alternatives at any point are tried first. In the toy blocks domain, this has proved to be no strain on the control capabilities of PSs, although analysis has simplified somewhat the amount of backtracking that is really necessary, and, further, certain features of PSs as a language, to be discussed in Section D.7, remove some of the control needs that backtracking is used for in Planner programs.

Nevertheless, for this domain it seems teasible to adopt a strategy that requires no backtracking or backup of any kind. Such a system would always work forward from its present situation, adjusting to problematic situations by applying problem-solving methods that attack those problems directly, after analyzing to find the real causes of the problems. For instance, instead of doing backtracking within GETRIDOF, which searches among alternative locations for putting an object in an out-of-the-way place, problem operators could be applied to do direct blocks rearrangements to alleviate shortages of available space. In such a scheme, the history of the choices made in attempting to solve - problem becomes global, and is no longer associated with particular choicepoints in the goal structure. For instance, all operations that have been performed on an object, and in particular where it has been placed, would be available for examination by GETRIDOF in the process of finding somewhere else to put it. Such a strategy might produce plans for actions that are non-optimal in the sense that the same object is handled several times, each shifting it to a new location, but it is judged easier to analyze such plans after the main goal has been achieved, to smooth out such (rare) rough edges. I don't know of any real exploration of the consequences of such a strategy, although the approach is similar to the kind of information-gatnering discussed by Newell and Simon (1972, chapter 12) in connection with human problem-solving behavior in playing chess. Such a scheme is not foreign to the constructs included in the Conniver programming language (Sussman and McDermott, 1373). A primary component of such a strategy is a fuller system for analyzing and describing what is problematic about a situation, and for linking such a description with available methods.

Further analysis of how things are tried in the present backtracking structure could improve WBlox's problem-solving ability, or at least efficiency, and perhaps eliminate or minimize the amount of backtracking necessary. WBlox includes all of the selection that was used by Winograd to improve the search behavior, with perhaps minor improvements in few places (to be discussed in Section E). For example, it orders sets of objects so that the largest object :- considered first, in plecing them somewhere. But further orderings could improve the process even more, for instance, allowing GETRIDOF to always make best use of available space by using the smallest space large onough to accommodate an object. More details on where this is possible will be given in Section D.6. PSs are advantageous in this kind of improvement due to the power of selection inherent in LHSs of Ps.


The present Implementation of cheicepoints (see Section D.3) Illustrates how PSs might be applied to problem-solving situations in which backtracking is necessary, either because not enough analysis has been done to allow more intelligence to be built into the problem solver as discussed above, or because genuine choices do exist. In such a gemeral case, the PS architecture allows several variations on the scheme, according to task demands. One is to use P Mamory instead of Working Memory to record the choicepoints, to save Working Memory space (and matching overhead) and perhaps to avoid interference befween similar information at different choicepoints. In recording choicepoints, there is always a choice between storing what has been tried and what remsins to be tried, which in WBlox was resolved in favor of storing what has been tried. When the task requires much more of the choicepoint mechanism, namely keeping track of entire memory contexts to refurn to, as in Conniver (Sussman and McDermott, 1973), PSs offer at least two alternatives also. Presumably, it is not best in such cases to use Working Memory to store the alternative data contexts. Ps can be used to store entire states as RHSs or sets of RHSs, to be made current by the proper evocation into Working Momory. Ps can also be used to store update information, so that going from one state to another previosly-stored one is done by a sequence of $P$ firings, each making incremental updates to the current Working Memory state. For both of these, some method of storing path information, or other evocation cues, must be adopted, so that states can be accessed. For this, in principle, either Ps or Working Memory could be used.

The overall control organization of components of WBlox is as a hierarchy, along the lines given in Figure D.1. The processing is directed by explicit goals in Working Memory, and intra-goal sequencing is done by specific ad hoc control signals. In terms of modules of Ps, which conceptually means Ps that share common knowledge assumptions, the entire system is divided roughly according to the first letter of Ps' names, but in the WBlox part, modules are larger than is warranted by conceptual organization: all of the higher-level goal parts are in the $\mathbf{W}$ module, and the primitive operators are in the $\mathbf{Q}$ module. But given that, it is still the case that generally, the action of a module consists of firing very few Ps (one, two, or three, usually), which perform some actions and pass control to another module's Ps. This is true of most of the modules in the MiliPS part, and is at least partially true in the WBlox part. In WBlox, on the average, one W P fires, then about three Q Ps fire, then control goes back to a W P. This is based on figures given in the control flow summary trace in Appendix $H$, after the first program trace segment. This supports the claim that PSs lend themselves easily to a modular organization of knowiedge, and are the right level of conciseness to express incremental applications of such knowledge modules.

PSs are used to advantage to do a variety of complex selections within single LHSs. Several processes order a set of objects by size by using an LHS that performs a match on the set and selects the largest for its next action. Some of these make the selection under the constraint that the object will fit on top of some other object. (Details on which ones make such selections will appear in Section E.) The MAKESPACE process selects an object that is the smallest one large enough to accommodate another object. FINDSPACE uses single-P selections to find greatest lower bounds on a region along $X$ and $Y$ dimensions, and to find least upper bounds on the two dimensions. That is, given point In a clear region, it selects the object that forms the closest boundary of the region in a particular direction. It also uses such selections to shift its attention from a point that is obstructed by an object to the nearest point on its boundary, which may adjoin on a clear region suitable for further examination. (FINDSPACE will also be discussed further below.)

All of these selections would be clearer to express if Psnist had en additional simple match primitive (see Chapter VII). As it is, the expression of such selections is sometimes awkward and repetitious. But at a higher program-organization lovel, it might be better to have selection module or goal, rather that having each problem operator do ite own selecfions. Having the separate selaction would be warranted if it were to become more complex, e.g., based on history or on considarations other than simple locel ones or on interactions with other goals.

A variety of control sequencing devices are used in WBlox. Iterations in PUTON, STACK, and PACK are controlled by signals that record the processed elements in the sets that the operators are working on. Simple match conditions exclude these tried elements from being considered in the selections involved in these processes, and the signals are noted in the same way as primitive hand actions, so that backup can take them into account. FINDSPACE uses modifiable defaults in computing boundaries of a region, which means that as a first attempt at a boundary a default value is used, and then Ps may or may not fire according to conditions, to update those default values. Later Ps make use of the existing values without then having to be concerned with where they came from. Double signals for controlling steps in a process are used in several places: in FINDSPACE, in some grammar adjacency checks, and in checking the results of the whole blecks process. That is, a $P$ evokes one step of a process and at the same time asserts a signal that at the proper time (when it pops out of the examination stack for events, :SNMPX) evokes a P that asserts a signal that starts the next step of the process. This device avoids having the next step evoked prematurely from intermediate results from the preceding step. A disadvantage is that the control signal must be included in the $P_{s}$ of the second process that may accidentally suffer from promature firing, or usually all of them, to avoid having to know too much in advance. In the cases at hand, this is not a serious problem, since the second step is one $P$ or a small number of $P_{s}$.

The generation of the transitive closures of the IN and ON relations takes adventage of Psnist's ability to fire a P on several sets of data "simultaneously". In this case, a set of Ps amounts to a breadth-first assertion of the indirect relations in the scene, since at each Iteration of the set, all the existing indirect relations are extended by another link in the chain or network. This process simply continues until no more new relations are asserted, at which point control falls back to another signal and processing continues (see the B10 Ps).

Bookkeeping after hand moves is done under the control of specific signals. When the hand moves holding an object, relations that the object had are no longer correct, and new relations may now hold, so that checking is done in two distinct sfeps. Without specific control of these trwo steps, for instance, newly added relations would be deleted by the step that deletes the existing relations in preparation for any new ones. The program actually started out without specific controls, and was found defective.

As was the case for WiliPS alone, overything in the Working Memory is deleted between input sentences, except for instances of special (by convention) database predicates. This removes the need for more careful ypdating and erasing of unnecessary clements, preventing interference between sentences (which wouldn't necessarily occur), but is unsatisfactory in being rather arbitrary. More reasonable schemes such as having elements automatically deleted after being unused for some number of recognition cyctes
are recommended by this as well as other PSs implomentod so far, but cannot be explored in practice within the present scope. Another ad hoc mechanism in WElox is the PSMacro MAKEINSTL (see $P$ WO), which converts the value bound to a variable in an LHS match to be an assertion at the top lovel in the RHS. This circumvents a deficiency in the Psnlat language (not allowing variables in predicate position, and not allowing matching of nested structures), but is justified in two ways: it is used sparingly, and it is very convenient in converting data that would otherwise require a set of specific Ps, one for each type of conversion done, according to the particular predicate in the assertion.

Over the 24 tasks given to WBiox, run times range from about two minutes up to about 40, with all but one actually under about 10 minutes, and with the avorage at 4.5 minutes. (There is good reason to believe that the 40 minute figure may be inflated by computer system characteristics at the particular time the run was made, by as much as e factor of 2 , based on average run time per $P$ firing, which is ordinarily about 1 second, but in that case close to 2.) The PS uses a total of about 48K words of Lisp cells, and one of the longer tests (19) uses about 5.5K for its dynamic Working Memory, of which about 2K is taken up by the residual database portion, of the 48 K in program, 27 K is for the MiliPS part, 21 for WBlox. The full PS has 408 Ps, including 3 test $\mathrm{Ps}_{5}$ of which 278 are in MiliPS and 130, in WBlox. Since the old version of Milips has 193 Ps, including 5 test Ps, 85 Ps were added to bring MiliPS up to handling the richer input language. Tast 19 has a Working Memory of slightly over 400 instances, of which the database is about 100 ifems. In that test, even though the total number of items is large, no single predicate has a large number of instances, the most heavily loaded (with about 40) being UNEVENT and NEXT, which are concerned with backup information and goal sequencing, respectively, and which could easily be stored as Ps if it were necessary to reduce the size of Working Momory.

## D.5. Extending the language system

There are a number of specific features that could be added to the prosent system, If it were desirable to bring it to the level of competence of Winograd's original system. In fact, many of the features discussed here go beyond the original, but seem to be within reach of the PS. MiliPS is much weaker than the original in its ability to generate interesting replies. MiliPS has no capabilities to answer "why" questions, which involve knowledge of the problem-solving history that has preceded the question. Some related aspects are being abie to use past tenses, being able to deal with queries about actions, and being able to use relative time descriptions such as "the first thing you touched after stacking up the red blocks". MiliPS doesn't know certain verb forms that bear on relations that it has, e.g., "what does the box contain". It also needs to be able to understand some variants on relational phrases, for example, "the block that the pyramid is on", and to be able to deal with the converse of being "in" or "on", namely the support and containment concepts. MiliPS has very little in the way of treatment of pronouns or references that depend on the history of the conversation. MiliPS doesn't handle "and" in a general way, restricting its use to conjoining subjects of commands. The present language can't deal with certain aspects of the internal representation: sizes, locations, and stacks.

MiliPS lacks an ability to handle numbers, as in "stack up three blocks" or "supported by three boxes", and it can't answer "how many" queries. This involves being able to recognize plural forms of nouns, to enforce agreement between nouns and verbs,
and to recognize more general uses of conjunction, which at present is limited to the main nouns of the input. MilipS would have to be extended to handie negation, which in particular involves some extre $P_{s}$ in the referent-determination process, that would restrict the set of possible referents in an opposite fashion to the present positive restrictions. This suggestion assumes that it is more reasonable and general to assume that all database attributes and relations have a positive sign, as was assumed here, rather than allowing both signs as in the original Milips. If general propositional logic is expressible in natural language, to process it in the present framework would require manipulation of sets of possibilities and their complements, and possibly saving partial results for use in restoring previous inferpretations on the basis of new input. For example, in "on the block or to the right of the block", the first candidate relation might make the set of possibilities empty, so that the second alternative would have to be tried with the sef that existed betore the first phrase was seen.

MMiPS is less interactive than SHRDLU, specifically lacking the ability to lay out choices in an ambiguity situation and allow the user to specify in a simple way which one was intended. It can't augment its language ability as could SHRDLU. SHRDLU was able to attach proper names, e.g. Superblock, to objects, and it could converse about a proviouslyunseen concept like "ownership" or a new structure of blocks like "steeple".

Milips lacks an ability in many cases to rule out interpretations purely on the basis of semantics, as opposed to pragmatics, as was used in the original blocks system to rule out having the table try to pick up blocks, for instance. An exhaustive examination of the possibilities of occurrences of various kinds of relations in commands, namely whether a particular phrase is used as a restriction of possible ambiguity, as a redundancy, or as an inconsistency to be applied elsewhere, leads to some cases that weren't judged to be common enough to warrant attention in MiliPS, but that might be desired in a fuller system. One case contains phrases that are all inconsistent with the main noun, but that are at varying levels of specificity with respect to being turned into the command relations to be fulfilled by the system. For instance, in "put the pyramid in the box on the red block", suppose the scene contains no pyramid in the box, and that there is a red block in the box. In this example, both relations are inconsistent with the main noun, and both could thus be commands, but the second is more specific and consistent as a command with the first, and should thus be preferred. A second case involves a redundancy that might be Inconsistency with the main noun, but is subsequently superceded by a real inconsistency. Thus bindings of relations to be command relations has to be tentative in some cases, with possible updating after more of the input is seen.

How feasible is it to make these extensions? Adding to the grammar of the language accepted is relatively easy, involving just adding grammatical classes and figuring out the appropriate adjancies to be checked. Eventually, under pressure from complex languages, It might be better to systematize and generalize to the extent of using some kind of casebased structure for grammar expectations, analogous to the current way that "pick" command expects to contain an "up" somewhere. Also as structures get more complex, the variety of sentence types might be systematized so that processing depends not on those types but on classes of types or on attributes of types, e.g., sentence types in which an indefinite determiner should be taken as achoice, as in present imperatives. The plausibility of being able to extend the prasent system is supported by the completeness assertions in Section B.1, and also by the relativaly clean system of treating things as
ambiguities, redundancies, or inconsistencies. The number of Ps estimated to be required for such an extension is in the vicinity of 200-300.

## D.6. Blocks problem-solving issues

The present blocks operators closely parallel Winograd's, but it is useful to discuss them with a view toward extension, and for the purpose of raising more general problemsolving issues. One feature that was discoverad in the course of testing was the possibility of interference between goals. The particular instance of this phenomenon occurs in a few situations where the program finds space to put an object, then evokes a subgoal to grasp the object, and in the process of grasping it, manages to place another object in the target location. This occurs in the problem-solving connected with inputs 18.0 and 24 (five times in the latter), which will be discussed in Section E, and it occurs only within a CLEAROFF operation, which has GETRIDOF as a subgoal, which in turn ovokes PUT which evokes GRASP, which may evoke another GETRIDOF to place some object that is in the way of the GRASP goal. Apparently no other locations in the goal-subgoal structure have such a combination where interference can occur. The trap is that the FINDSPACE is done before it is certain that all other objects are in a proper location for the follow-up operation. This problem was corrected accidentelly by the program itself without specific modification, due to the iterative structure of CLEAROFF: it checks the existing situation on the object being cleared off each time it iterates, essentially double-checking provious attempts, and not assuming that those previous attempts were successful. MOVEHAND chocks the farget location for clear space for an object being grasped, and does nothing if the location is occupied. In the original program, if such a thing occurred, the failure to PUT the object in the space would have caused a tailure, with backtracking to try to do something (blindiy) to correct the error. Even though in the specific goal structure here the problem is not serious, it is the case in general that some provision should be made for such inferfering goals, at least providing for some communication of intentions. In the particular space problem here, one solution, used by Sussman (1973, Section 4, pp. 88-90), is to esablish "ghost" objects that occupy space but can't be manipulated as ordinary objects. There is one other approach in the present case, a trivial change that rearranges the sequence of operators so that the FINDSPACE is done after the GRASP is finishod, which is the subject of an experimental patch to the WBlox system, discussed in Section E.3. But the general problem of goal interference deserves further aftention.

As discussed above, backtracking is considered not the best approach, especially for PSs, where it is possible to add as much guidance as desired. For the foy blocks domain in particular there are improvements that might eliminate the need for it altogether. A coupla of things should be investigated as improvements along this line. Both considierations deal with the placement of objects in emply spaces, which process grows as the factorial of the number of objects to be placed, under the backtracking strategy used in the original blocks system. Several processes presently choose to work first with the largest object in the set of objects that they're working with, but the way that "largest" is determined is by taking the sum of their iength and width, which is the metric used in the original. This might be improved by using area, by using the larger dimension, or by some measure dependent on context (for instance, when putting objects in a space narrow in width, width would be amore important consideration). Choosing the right largest object is important because such routines as PACK assume that using the largest
object first will guarantee being able to fint the space, if any arrangoment af all setiofies that goal.

The second consideration to eliminate backiracking is probably more important, namely, using available empty spaces, particularly on the table, more effectively. This assumes a more global view in FINDSPACE, which will be discussod bolow. One trick is to use a space for an object that is just large enough to accommodate the object, but that minimizes the extra space that is wasted because the object doesn't fill it completely. Some care must be taken here with shapes of spaces, since in the present system, spatial orientations of blocks can't be changed (for instance, they can't be rotated 90 dagrees). Care is necessary because two spaces might be equivalent for one object, but for another object, only one of the spaces is right due to its shape. Another consideration is that before spaces are filled in some processes, better idea must be obtained on what objects in the scene will ultimately have to be moved to allow the main goal to be aftained. In some cases, this requires a rather exhaustive pre-examination. For instance, in STACKUP, it may be necessary to move only small objects off of blocks that are to go near the base of the stack, but later it may be necessary to get rid of a larger object that is presently on top of one of the blocks to go near the top of the stack. Along the lines of allocating space optimally, there are conceivably number of heuristics, applicable in special situations, which could help guarantee a minimum of backtracking, for instance, taking account of specific sizes and shapes to fill odd clear regions. In some cases, it might be possible to anticipate the need for PACK, rather than trying the ordinary PUTON first, such as when a set of objects has too much area to fit on a surface without it: Note that in the present task, there are no esthetic considerations, nor are there practical constraints such as putting tall blocks toward the rear of the scene so that they're less likely to get knocked over in moving the arm around. These constraints might be applied to distinguish apparently equivalent locations under the criteria above.

Two things about choicepoints in WElox deserve mention. First, they are not exactly the same as the ones that are logically present in the original program (by my examination of the Planner programs; it is difficult to tell exactly because the THGOAL primitive is used in many places that aren't choicepoints in the sense used here). In two places in the original, a set of objects was processed using the backtracking mechanism, rather than sorting the set by size as was used in other places in that program, and which corresponds to the selections used in WBlox. That is, an object would be picked at random, say from all those on top of some block, and if later processing based on that choice failed, backup would come back and cause another to be picked, and so on. Also, for the goal interference problem discussed above, the original would have failed some subgoal, causing backtracking, rather than letting the iterative nature of an operator do the double-checking as in WBlox. These differences will be discussed in more detail in Section D.7. The choicepoint mechanisms in WBlox are presently distributed in specific form in several places, rather than having a general mechanism used by the various operators that need choicepoints. The same approach is used to record specific primitive events that are backed up (undone) when a failure occurs. If there were a common process used by all choicepoints, perhaps some of the work now done in various places that requires things to be expressed with several Ps could be expressed more concisely, particularly things that have to do with evaluating whether to go ahead with a particular choice or whether to reject it, say, because it duplicates a previous one or because a numerical limit has been exceeded tor such affompts.

The present FINDSPACE process returns the first suitable region found after a random selection from the points on a surface have been examined. At each such random point, a process applies to try to find the largest clear region surrounding the point. Although details appear below (Section E.2), it suffices here to point out that such a random basis leads to a program that is hard to debug because behavior is raroly reproduced reliably. It is based on the FINDSPACE in the original program, but in the course of development, several minor improvements have been made, and some major possibilities for further improvement are now evident. FINDSPACE could function best by searching a grid of points in the region, where the grid need not be any finer than the size of the object that is to be placed. For the smallest block in the present scene, the grid for the table would be 100 points, ranging down to less than 20 for a majority of the blocks. Most of the grid points would be rejected immediately due to being located inside an object already on the fable. More would be included in regions already found, so that the actual work of examining the space around a point would probably be required for fewer than the maximum of 10 random points that are now examined. The process would then be guaranteed to find space if it existed, rather than the present arbitrary cutoff affer 10 points (which are generally not in 10 distinct clear regions). The most sensible strategy would be to find the clear space once (especially for the table and the box, which usually have a lot of space and are used frequently as locations for other objects), and to keep the list of regions globally available and updated when objects are moved. Alternatively, rather than updating, a new invocation of FINDSPACE could first check grid points in regions that existed at the previous invocation.

## D.7. Comparison of WBlox to the original Planner version

The two programs are apparently quite similar in behavior, although there are a few minor differences that arose to keep mechanisms within WBlox similar in design philosophy. There is one major qualification to comparisons of this sort: detailed behavior traces are not available for the original program, especially on the kinds of tests that are used here to verify that everything in the program is in good working order. Also in at least one case the program code was too obscure to attempt to duplicate its actions too closely, so an informed guess was made as to its function.

One behavior difference has to do with where choicepoints occur in the program. In the original, as mentioned before, when MOVEHAND failed because the movement caused one object to overlap the space of another, a failure resulting in backtracking occurred, whereas WBlox recovers by iterating the main goal that gave rise to the MOVEHAND command. (Actually this would apply to PUT in the orginal, which duplicated the overlap check in MOVEHAND, but not in WBlox.) The failure in the original could thus result in retrying some choicepoints before getting back to finding another place to put the object. The CLEAROFF operation in WBlox applies a selection by size to the objects on top of an object that need to be cleared off, whereas the original simply had a loop that selected at random, subject to backtracking choices. Thus WBlox has no choicepoint in CLEAROFF, where the original did. Similarly, in MAKESPACE, WBlox uses a solection by size, where the original relied on backtracking to correct any stupid choices.

The PUTON operation in the original program, when working to put set of objects on another object, simply tried once to put the set on, in some arbitrary order, and on
fallure proceeded to try to PACK them on. WBlox solects items from the set by size, largest first, and when PUTON1 fails, tries to find alternative locations if possible before giving UP and using PACK.

There are two differences in the hierarchical structure of the blocks operators, between the two versions. GRASP in WBlox does GETRIDOF, for an object in hand, before doing CLEAROFF of the object to be grasped; the two operations were done in the opposite order in the original. (WBlox follows Winograd's book here, which disagrees with the available Planner code, Card, et al., 1972, which was used to obtain details.) UNGRASP in WElox includes support checks that were part of PUT in the original. UNGRASP refuses to let go of an object if it is unsupported, whereas the original would refuse to PUT it at an unsupported place. It turns out that UNGRASP never fails anyway, in WBlox, since other operators are sufficiently careful where they try to put things. As mentioned above parenthetically, WBlox has no check for object overlap in PUT, but only in MOVEHAND, whereas the original had it (redundantly) in both places. One minor difference between the two is that when the original does select objects from a set according to size, it sorts the whole set once, and uses the sorted list result thereafter, where WBlox simply selects the largest remaining object each time it examines the set.

The basic strategy in programming the present version was to take advantage of the selective power of the PS rather than to rely on a weak and inevitably stupid process such as backtracking to arrive at an appropriate sequence of actions. It is probably true that PSs are more suitable to situations where specific knowledge can be applied to help the program make appropriate selections, than to situations where the only available method is weak exhaustive search.

Superficially, the two versions have some similarities. The lengths of the listings of the two programs are almost identical, both around 950 lines, although the PS listing looks more densely packed onto the page. The original program consisted of about 105 Planner theorems and Lisp functions, whereas WBlox has 130 Ps. But in the computer, WBlox uses 21K words, where the Planner version used 8.8K. One of the larger scenes for WBlox used about 2 K words, where the original used 1.3 K , but for a slightly smaller scene, so the two are similar in scene storage. A major contrast is run time, since the original ran in 5 to 20 seconds, as compared to about 60 times that for the PS. This is distorted in Winograd's favor by several problems given to WBlox that were intended to cause considerable problem-solving, perhaps a factor of 5 to 10 times more than any of the orisinal ones. Thus the adjusted efficiency difference is within the order-of-magnitude improvement that is expected to result from efforts to compile Ps.

On a statement-by-statement basis, the main conclusion reached by comparing the contents of Planner theorems and Ps is that a Planner theorem, with several conditional accesses to its database, and with backtracking ultimately trying all the possible paths of execution through such a procedure, corresponds to several Ps, with each one representing one of the conditional steps in the Planner theorem. (To explain why the numbers above are so close, it needs to be pointed out that there are not many Planner theorems that convert to several Ps.) Figure 0.2 gives direct contrast between the two modes of expression. Alternatively, if actual conditional cases are few, a set of Ps can represent all the conditions and actions for all the possible execution paths through the theorem. For this alternative, some cases can usually be logically exeluded, because some
combinations of conditions, corresponding to paths, are not meaningful. Also, some of the Planner backtracking search is invisible at the surface level in P LHSs, hidden within the PS match.

```
theorem TC-Cleartop(consequent Cleartop(x));
    begin; local variable y;
        if not Support(x,?) then assert(Cleartop(x)) also succeed(theoremh
    Loop;
        if goal(Support( \(x, \leftarrow y\) )) then goal(Getridof(y), use(TC-Getridof)) also go Loop
        olse assert(Cleartop(x)) also succeed(theoremh
        ond;
W3: clearoff \((g, x) \&\) supports \((x, y)\) \& not supports( \(x\), object-bigger-than-y)
            \& not supports( \(x\),object-same-as- \(y\)-and-lexically-greater-than- \(y\) )
    \(\rightarrow\) newgoal(g 1\(\rangle\) \& getridof(gl,y) \& next(g 1 ,"clearoff( \(\left.g, x)^{4}\right)\);
W6: clearoff(g,x) \& cleartop(x) \(\rightarrow\) succeed(g);
        2 eleartop is asserted automatically by MOVEHAND \%.
```

Figure D. 2 CLEAROFF expressed in simplified form as a Planner theorem and as $P_{5}$

The Planner goal primitive, THGOAL, serves three functions. The first corresponds to a condition within an LHS, i.e., an access of Working Memory, so that a Planner user is sometimes evoking an explicit primitive where a PS user need not do so. Note that this puts failures to match the database in Planner into the backtracking mechanism, where in PSs it is simply a failure to match a $P$. The latter seems to have some advantages in clarity of expression, since it ties condition elements together into coherent units rather than having an unbroken string of them. The second function of THGOAL in Planner corresponds to evoking subordinate problem operators by RHS actions in Ps, except that Planner generally uses explicit references to appropriate theorems, where the selection is done by recognition in PSs (recognition of a signal or a goal). This can include iterating through a variely of methods (which is different from choicepoints within a method). The third function corresponds to setting up choicepoints in PSs. The PS expression of this is more complex than for Planner, but it has much more flexibility and selectivity. For these three functions, PSs thus provide means that are more direct, more flexible, and more explicit with regard to intent. That relatively little explicit mechanism in PSs was necessary to duplicate the problem-solving search built into the Planner language indicates that the Planner approach is not precisely suited to the domain at hand, and even lends itself to using blind search where slight additional knowledge (selectivity in making actions) can be quite effective in producing adequate problem-solving behavior.

## MiliPS/WBlox

## E. Detaile on WElor

This section presents enough details to give the reader a fuller pieture of the inner workings of WBlox and to allow the reader to understand the corresponding complete detail in the appendices. First, a segment of program trace is explained, so that details of the program's behavior (Appendix H) can be followed. Section E. 2 gives details on each of the problem operators. Section E.3 discusses the particular aspects of tasks, and describes a peculiarity of the backtracking mechanism along with an axperiment that modifies the behavior to be less strange. Section E.A gives details on WBlox's predicates, which are important for reading the actual Ps in Appendix F.

## E.1. An example in more detail

Figure E. 1 gives the program trace for test sentence 1. The first six lines give a trace of the processing of the input, similar to that for the old MiliPS program. The main thing to notice is that there remains an inconsistency at the end of that processing, and that it then becomes the intention of the command. The top goal for the problem-solving system is on the "STARTING" line, which says it is to put BLOCK-1 onto BLOCK-5. The part of the scene that is pertinent to this command is that on BLOCK-1 there is a small pyramid, PYRAMID-1, and that BLOCK-5 has nothing on top of it. The first action taken to achieve the PUTON goal is to establish the subgoal G-1, to CLEAROFF BLOCK-1 - objects with other things on top of them can never be moved, in this model of toy blocks. The line after the G-1 line is indented, to indicate that the goal established there is a subgoal of the previous one. Goal G-2 is to GETRIDOF PYRAMID-1, which at the start wes on top of BLOCK-1.

The next five lines give the trace of FINDSPACE working. It selects several points at random on the table, to try to find space to put PYRAMID-1, finally settling on the region on the table with lower left-hand corner at point ( 60000 ) (using standard $X-Y-Z$ Cartesian coordinates) and with upper right-hand corner at ( 12006000 ), as indicated by the line starting "FOUND REGION". To go through that more slowly, "REJECTING" indicates that the given point is within some object already on the table, so it can't be considered, but FINDSPACE uses that point to shift to the point on the boundary of the obstructing object that is closest to the first, and then looks for a clear region at that boundary point, as indicafed by the "LOOKING AT" line (when it tollows a "REJECTING" line). In this case, attention shifts from ( 7807210 ) to ( 780600 0), where the first happened to be inside the box, and the second is on its lower boundary. Considering the boundary point doesn't help, because the clear region found according to FINDSPACE's limited capabilities is too small to fit the pyramid, as noted by the "REGION AT" line. The next attempt with a new random point on the table is successful, finding the large region with lower left-hand corner at ( 60000 ). Using the FINDSPACE result, GETRIDOF establishes a new subgoal, $G$ 3, to PUT PYRAMID-1 at a random point in that clear space.

PUT has GRASP as a subgoal, and GRASP in turn wants to CLEAROFF the pyramid before it grasps it; the CLEAROFF goal succeeds immediately, since the pyramid has nothing on top of it the program does not make use of the fact that pyramids never have things on thom). The line starting with ( 0 ) is the first primitive hand movement, which

```
    1 Impuy text is " put the small neg block on the blue block "
0BJ-1 AMBIC S3-1 BLOCK-1 PYRAMIO-1 ...
0gJ-1 ambic ra-1 block-1 PYramid-3 ...
0BJ-1 MEFERS BLOCK-1
ODJ-2 AMBIG BE-1 8LOCK-5 PYRAMID-2 ...
08J-2 REFERS BLOCK-5
RELINCON OBJ-1 B5-1 ON BLOCK-5 POS
STARTIMG GY PUTOW BLOCK-1 ONTO BLOCK-5
GOAL G-1 CLEAROFF block-1
. GORL G-2 GETRIOOF PYRAMID-2
    REJECTING (780 721 0)
    LOOKING AT (788 680 0)
    REGIOM AT (608 608 0) TOO SMALL
    LOOKIMG AT (708 9 0)
    FOOND REGION (600 0 0) TO (1200 608 0)
-. GOAL C-3 PUT PYRAH10-1 (988 451 8)
. . . GOAL G-4 CRPSP pyahmid-1
. . . . gORL G-5 CLERRDFF Pymahio-1
                    G-5 SUCCEEOS
                    (0) HOVINC MAMD FROM (0 180 408) TO (158 150 208)
                    (1) GRASPING PYRAMID-1
            G-4 SuCCEEDS
            (2) LIFTING PYRAM10-1 FROM (100 108 100) TO (908 451 0)
            TAKING PYRAM10-1 FROM STACK-3
            stack-3 dismamtleo
            (3) LEttimg go OF pyramio-1
            mDOING PYAAHIO-1 OW TABLE-1 (POS)
            G-3 succeeos
        G-2 succeeds
    6-1 SucceEOS
found region clerrtop block-5
GOAL C-B PUY BLOCK-1 (480 8GA 408)
- CORL G-7 GRG5P BLOCK-1
- . GORL G-8 CLERADFF blOCK-1
                G-8 SuCCEEOS
            (4) MOUING HAND FROM (958 501 100) TO (15* 150 100)
            (5) CRASPING BLOCK-1
            6-7 succee0s
    (6) IJFTING BLOCK-1 FROM (108 108 0) TO (408 640 400)
    (7) LETTING CO OF BLOCK-1
    ADOING BLOCK-1 ON BLOCK-5 (POS)
    HAKING STACK STACK-A BLOCK-1 BLOCK-5
    6-8 succeeds
GT SucceeOS
```

REPLY (I ROKAY))

Figure E. 1 Program trace for WBlox input sentence 1
moves it from its starting location to the center of the top of the pyramid, which point is computed from the location of the pyramid (100 100 100) and its size, also (100 100 100). The next line, starting with (1) to indicate another primitive hand movement, shows the hand actually grasping the pyramid. The numbering of the hand movements reflects the Internal bookkeeping (the actual value is called EVENTTIME) that is being done in case
backtracking is required: only the hand movements and some assertions that keep track of what's been tried in connection with commands that have multiple inputs (PUTONSET, STACKUP, and PACK) are recorded in this way and subsequently undone in case backtracking occurs (the latter do not appear in the program trace, so there will appear to be gaps at times). When backtracking is going on, the program trace prints again those hand movements, but reversed to show their undoing, with the same numbers atfached. That backtracking is occurring is thus evident by the descending numbers for those movements. Only a few of the tests given to WBlox require backtracking, as will be discussed in Section E.3.

After the grasping movement, the GRASP goal, G-5, succeeds, and control returns to the parent goal, the PUT goal G-3. The six lines in the trace up to "G-3 SUCCEEDS" show the completion of the PUT operation, with a hand movenent lifting the pyramid to the target location, and with a further hand movement to let go of it. The other lines show the bookkeeping that is done as a side effect of the movements. First, when the pyramid is moved, it is no longer on BLOCK-1, so that the stack composed of the pyramid and the block, STACK-3, is no longer a stack. Second, when the pyramid is let go, the program notes that it is now on the surface of the table, and records that fact internally.

The remainder of the trace shows little that is new, as the program proceeds to put BLOCK-1 on top of BLOCK-5. In this case FINDSPACE doesn't need to go through the process of looking at random points because the target block is all clear. When BLOCK-1 is finally placed on BLOCK-5, a new stack is created, and both blocks are added to the stack, STACK-4. If any other blocks are added to an existing stack, i.e., are put on top of a block in an existing stack, the attendant operation consists of just noting the addition. This trace has illustrated most of the variety that the reader will encounter in looking over the program traces in Appendix $H$.

Other features of the material displayed in the appendices include run statistics, production-firing traces, displays of the residual Working Memory instances which compose the program's database, and diagrams of the scenes. All of these except the last should be familiar from the descriptions given of the old MiliPS program. An example of a diagram of a scene is given in Figure E.2.

The diagram shows only the horizontal plane of the scene, with the Y dimension somewhat compressed. Scattered throughout, at points approximately corresponding to actual locations of lower left-hand corners of objects, are markers for the scene objects. The object markers are systematic abbreviations of the objects' names and attributes as follows. Each marker is four characters long. The first character is the first lefter of the size aftribute-value for the object, if any, e.g., $L$ for LARGE, or just the character " + ". The second character is the first letter of the color attribute-value, e.g. R for RED, or " + " if it has no color. The third character is the first letter of the kind of object, e.g., B for BLOCK. The fourth character is the number of the object, i.e., the thing following the "-" in the object's name, e.g., 5 for BLOCK-5. Two exceptions to the above rules are observed: " X " Is used for BOX, so as not to conflict with BLOCK, and no string is given for the table, whose location is ( 000 ). A full example is "SRP3", standing for "small red pyramid, PYRAMID-3". As to the spatial location of these four-character markers, two things need to be explained. When two objects are at the same $X-Y$ plane location, but one is above the other ( $Z$ dimension), this is indicated by placing the marker for the higher one above


Figure E. 2 A display of the scene after the first command
the marker for the lower one, in the diagram. But having one marker above the other can also indicate that two objects are adjacent on the same plane, so when such ambiguities arise, the display of the database must be consulted, in particular the LOCAT predicate. Also, when two objects are too close together, i.e., would be displayed at the same place in the diagram, the second one is shifted to the right until the first open space occurs, and is placed there.

The system's behavior on Test 1 is displayed in complete detail in Appendix $\mathbb{l}_{\text {, }}$ including details of each P firing and a display of Working Memory after the sentence has been processed.

## E.2. Details on components

This subsection will give details on the consoonents of WBlox that do significant part of the problem-solving. The primary concern is to present information on the parts of the program that use selections (analogous to sorting), iterations through sets, and choicepoints. For more detail, the reader should consult the listing of the actual $P_{s}$, Appendix $F$, in conjunction with the information given in Section E.4. Examples of where most of the capabilities are exercised will be discussed in Section E.3.

CLEAROFF is a simple iteration of the GETRIDOF operation. CLEAROFF has two components, one to select the largest object on top of the object to be cleared off, and one to recognize success and end the iteration. The selection of the largest object is on the basis of the sum of the length and width of the object, and ties are broken arbitrarily

## $E .2$

by using loxicographic order on the objocts' names. The selection results in establisting a subgoal to GETRIDOF the selected object.

GETRIDOF makes three attempts within the WBlox choicopoint miechanism to find a suitable location on the table at which to place the object to be gotten rid of, and failing that, attempts to place it on some other object that may have enough space. Whether a location is suitable or not depends on whether the whole process backtracks to the particular choice of location or not. GETRIDOF uses FINDSPACE to locate clear spaces of the required size, and for the table has to allow the possibility that FINDSPACE will refurn a location that has already been tried. Such a duplication is counted as one of the three atfempts because it is possible that only one suitable location on the table exists. If FINDSPACE fails to find a region on the table, thres attompts are considered done, and GETRIDOF goes immediately to the consideration of other objects. GETRIDOF chooses the non-table objects on which to try to find space arbitrarily (lexicographically on the name), from the set of objects (except boxes and pyramids) that are large onough to accommodate the object to be disposed of. When all the available choices fail to survive later actions, GETRIDOF causes a backup to the provious choicepoint, if any.

FINDSPACE is driven by randomly selected points on the surface on which it is to find space. The only exception to that is when the surface is completely clear. The random point is not chosen from the entire surface, but from a surface whose upper and right-hand boundaries have been trimmed by a fraction (presently two thirds) of the size of the object to be placed (clearly most points in this edge space are unsuitable because the object if placed there would protrude over the edge of the space, but some part of the space must be included so that random points near the edge are considered). In affempting to find space, ten random points are tried, and then the procedure fails. FINDSPACE works solely with the length and width dimensions, due to a restriction on the task environment, namely that an object on top of another must have its entire bottom surface in contact with the supporting object. This restriction guarantees that the space directly above any clear region on an object is clear. A random point is first examined to determine whether it is inside some object, and if so, it is replaced by the point that is closest to the random point on the boundary of the obstructing object.

Using the given point, FINDSPACE then establishes lower boundaries on the clear region aroung the point by finding the closest object in both the $X$ and $Y$ dimensions independently. This suffices for the present task but is not the best imaginable procedure because the result is a point that may be adjacent to clear space in one direction or the other, so that the region found might be expandable either way with possible confraction in the other dimension. A more exact procedure would take into account interactions between the $X$ and $Y$ bounds rather than considering them independently. (The code for doing this in the original program was rather obscure, so 1 tried to imitate the best guess as to what it did.) After establishing the lower bounds, the region at the lower boundary point is examined to see if it is big enough. This is done by an easily-expressed PS pattern that tests whether any object overlaps the space defined by the point augmented by a region of the desired size. If a fit is possible, upper bounds for the region are found by again testing $X$ and $Y$ coordinates independently, locating the closest objects in back of and to the right of the given random point. The final augmented region is used to determine the location returned by FINDSPACE, by laking the lower left-hand corner in it, by taking a random point that will still allow the object of the desired size to be pleced, or
by computing the point such that the object will be centered within the space. Thece options are chosen according to whether the space is to be packed, is on the table, or ia otherwise on a block, respectivaly.

PUTON can come from the MailiPS part of the system as a single masertion or as a set of similar assertions. In the former case, it is immediately converted to a PUTONL goal. In the latter case, a set is formed of the objects to be PUTON and the goal becomes a PUTONSET goal, to put that set on the larget object. Before starting, PUTONSET sets up a ehoicepoint, so that in case there is a failure to put on the whole set of objects (resultine in backiracking to the choicepoint), an alternative strategy can be tried, to CLEAROFF the target object and to then PACK the set of objects onto it. PUTONSET iterates over the set, establishing a PUTONI goal for each object selected. The solection is by the size of the object and, within sets of equivalent objects by size, arbitrarily by lexicographic order on the name. Each object selected is recorded so that future selections don't use the same object. That record is subject to backup, so that there is also recorded something allowing that record to be undone, similar to the undoing of a primitive hand action. PUTONSET is also used to do the first part of a PUTIN goal, but for PUTIN the action taken when there is a failure to put all the objects on is to add objects that are already in the box to the set of objects, to CLEAROFF the box, and then to PACK the set onto the box.


#### Abstract

PUTONI includes no selections of objects from sets, but does involve settint up a choicepoint, recording the location of the clear region found by FINDSPACE. When backtracking occurs, PUTONJ retries FINDSPACE to see if there are any altornative locations. It will try up to three times to find locations, and then will fail. In case PUTONI falls and is not a subgoal of the PUTONSET procedure, it evokes MAKESPACE, which tries to remove objects from the target object until space can be found. MAKESPACE takes off objects according to size, preferring the smallest object larger than the desired space, but If none of those exists, removing the largest object and iterating that removal until space does exist. PUTON1 has one other variation, namely, it checks to be sure that the tercet object is in fact larger than the object to be placed, and it it isn't, fails.

STACKUP, like PUTONSET, takes a set of objects (blocks or pyramids), selects from the sot according to size, records the selection so that it can be undone in backing up, and uses PUTONI as a subgoal. But in addition to the size criterion, STACKUP must first use blocks, and if any pyramids are to be stacked up, one is selected to be put on the very top of the stack. STACKUP uses a match pattern to decide where the present top of the stack is, and always checks, when it is making the selection for the next object, whether some object that hasn't been tried yet is already on top of the block at the top of the stack. If the object that is accidentally in place already is not smalier than any of the other untried objects, it is left in place and recorded as an attempt as it it had been moved to that position. If the PUTON1 operation fails for one of the blocks in the set, the process goes on anyway, and that fact is duly reported in the program's reply. Note that this strategy does not always lead to the maximal stack, since the program's size metric is based on the sum of length and width, and since a very "large" object may have such a strange shape (e.g. very long and narrow) that no further objects can be put on it. No size metric used by itself can be suitable tor building stacks. A more successful procedure would have to study the specific blocks' sizes in order to avoid this difficulty.


PACK is very much like STACKUP and PUTONSET in its basic operation, except that if
doosn't use PUTON1. It wants to put a set of objects on top of another object in the most space-economical way possible. It evokes FINDSPACE and records the results as choicepoints, as PUTON1 does, and tries three locations, including duplicates, before failing back to the previous choieepoint. For each block so placed, there is an additional stop that aftempts to put something from the sot on top of that. This secondary stacking is only one layer high, and after something is placed by that step, the process returns to putting things on the original target object. In making the secondary layer, pyramids are preferred to blocks, because blocks are more valuable in making the primary layer since they can be put upon. Also, the selection for the secondary layer is based on placing the largest (by the usual metric) object that will fit. If the secondary placement attempt fails, the process continues with the basic step.

## E.3. Eeatures illustrated by the tasks

The tasks given to the MiliPS/WBlox system are divided into eight segments, each consisting of three or four tests, which were so divided to allow easy testing of the program. The tests are stored as RHSs of Ps that are evoked by user commands, displayed at the end of Appendix F. Program behavior is given in Appendix H , and there is - very detailed trace segment in Appendix L. This subsection will go through the features of each segment.

The first test in the first segment has been discussed at length in Section E.1. The second test is a query that the system answers by describing a number of objects. Some of the objects are identically described by the system, but the practice of numbering the replies allows them to be distinguished to some extent by the user. The list of objects in the reply may be surprising in that the system uses comparisons of objects' lower lefthand corners to determine whether one is to the right of another, sometimes going against standard usage. The third lest is a simple command similar to the first test, involving the box instead of a block, and using one of the new computable relations ("to the right of") in specifying the object to be moved.

The second segment has four tests, 4 through 7 , of a similar nature to those in the first. Test 4 shows the system successfully handling a superficially ambiguous sentence. Tests 5 and 6 are straightforward queries. Test 7 shows a command involving a compound construction for the main object of the command, namely to put two objects somewhere.

The third segment aiso contains four tests, 8 through 11, three of which are queries that divulge no important information. The command Test 9 was originally intended to try to make the box too full to fit in further objects, but it fails to put the program into any unusual behavior.

The fourth segment has throe tests, 12 through 14. Test 12 commands the program to put four objects on top of a large block. Two of the objects are specified by the identical phrase "a small pyramid", which the program correctly interprets by making two distinct choices of objects. In the course of carrying out the command, the program is forced to do backup in the PUTONSET procedure, back to the beginning of the process. It goes forward again using PACK this time, pulting the objects on in two leyers, with the pyramids not directly on the target object. This extra stacking causes the reply to seem
as if the process was only partially successful, when in fact it was successful within its capabilities. There is a way to put one of the pyramids directly on the target object insfead of packing it in the second layer, since packing the first one into the second layer means that the remaining objects can all be put directly on the target, but the program fails to see such subtleties, and continues to put alternative objects into the second layor. Test 13 puts another block into the box, making it even more crowded, and Test 14 adds four new black blocks to the scene, making table space more scarce. Note that Test 14 adds its objects without using the language, since the language doesn't have any capabilities for describing all the necessary attributes of new objects, particularly size and location.

The fifth and sixth segments, Tests 15 through 18.5 (six tests altogether) are mostly concerned with trying to fill up the box so that the program has to resort to clearing it out and packing the contents in more carefully. Test 15 , which isn't directly involved with that strategy, puts a block on a block that is already full, forcing the program to use MAKESPACE to be able to fit it on. The rest of the tests deal directly with putting things in the box. Test 16 has an interesting form of ambiguity, where the program makes one choice for the referent of a phrase and then has to "back up" and take an alternative choice when it discovers that that is necessary in order to have an inconsistency in the sentence that can be turned into a command. The program doesn't really back up though, since it duly records the alternative when it makes the first choice, so that it can easily be switched if necessary; this was discussed more fully in Section D.2. Test 18.0 achieves the goal of forcing the program to clear off the box and pack things in more carefully. Tests 18.5 and a repetition of 18.0 were included in the test sequence just in case the first presentation of 18.0 failed to do it ( 18.0 uses " 7 "" to refer to what is in the hand, so that it really does something new when it is repeated). The tests were not presented interactively, but in an unconditional "batch" mode, so that 18.5 and the second 18.0 were done even though 18.0 alone would have been sufficient in the particular test run - recall that the "randomness" of FINDSPACE makes it difficult to repeat particular behavior.

The seventh and eighth segments, Tests 19 through 24, are designed to force the table to be too crowded, so that the backtracking within GETRIDOF could be demonstrated. Test 19 exercises the STACKUP procedure and stacks up a number of blocks so that they can be out of the way while the table is cluttered up with other things. The set of things to $b$. stacked included two pyramids, which the program refused to try to do, with the proper warnings. A dump of Working Memory appears after Test 19, to illustrate the kind of information that is stored to record progress within the system of choicepoints, and to illustrate goal-sequencing information. Tests 20,21 , and 22 put objects on the table, and so does 23 except that it turned out not to be necessary in the test sequence in order to produce the backtracking behavior in Test 24.

The backtracking behavior that resulted from Test 24 is rather strange: in trying to pick up the bottom block of the big stack built by Test 19, it gets rid of almost all of the things on top of the boltom block, but then fails to get rid of a particularly large block, and thus has to back up. But the backup takes it immediately all the way back to getting rid of the top of the stack, rather than the more natural-seeming operation of first trying to get rid of the lower objects in different ways, and then working back up to the top if those don't work out. This is due not to the explicit choicepoints in the PS but to the structure of the GETRIDOF process: it finds a place to get rid of the object, then tries to
grasp, which in turn triggers a GETRIDOF when the object being disposed of turne out to have something on top of it. The problem with this is that the choicepoint occurs before the subgoal is evoked so that when backtracking occurs, all of the choicepoints occur before all of the hand movements, resulting in going back to the point where the stack hasn't yet been touched as described above. The behavior exhibited on Test 24 in the eighth segment is, I believe, identical to what would have been done by the original Planner version (it wouldn't have survived in that form if it had been properly tested, I speculate). (This belief is based on "hand" simulation of Planner, and would only be contradicted if Planner's implementation of handling choicepoints is contrary to what seems to me to be the natural order of things; I could not find in the available documentation anything describing that scheme in detail - there is only vague informal description of Planner primitives' semantics). The remedy is to modify the subgoal structure of GETRIDOF, so that it does a GRASP before it does the FINDSPACE. One alternative that might be easily implemented in the PS version, but quite impossible in Planner, is to have backup return to the choicepoint with the most recent primitive hand action, as opposed to the one with the most recent creation. That is, backup would undo things between two specified choicepoints, rather than treating choicepoints as a stack and undoing things from the top only. For the purposes of demonstrating the correctness of my diagnosis, I modified WBIox (with in-core edits that aren't reflected in the main program listing) and ran Tests 22 and 24 again, labelling the reruns to be the ninth segment in Appendix $H$. The changes to get it to work involved interposing a GRASP subgoal in the RHSs of WII, W13, and W15, and two other modifications that might also be considered fixes of bugs in the GETRIDOF choicepoint bookkeeping, although they don't inferfere with the standard GETRIDOF (because the standard version in its backup throws away all of the GETRIDOF goal structure and essentially starts from the beginning again): the NEGATE in W16 has to be (ALL, $-6,-9$ ), leaving the HASLEVEL atfached to the GETRIDOF goal so that it can be retried, and an extra conjunct in the RHS of W17 is necessary, GETFIDCHOICE $(K+1, G, 1,02,0,0,0,0)$, a dummy to make GETRIDOF really act as if it has tried three times on the table when it fails to find space on it in the first attempt. The behavior exhibited in the ninth segment shows a reasonable backup order, although there are redundant GRASPs because only a minimum amount of patching was done to got the desired behavior.

## E4. Meanings of predicates for Wblox

This subsection explains the predicales that are used in the additions made to MiliPS to handle inputs for WBlox, and in WBlox itself. In a few cases, old predicates have been modified slightly as noted.

Many of the new predicates in the MiliPS part start with "JMP" (imperative) or "CHECK". The following are used in goal sequencing and bookkeeping: HASLEVEL, FAll, NEXT, NEXTF, SUCCEED. To keep track of events and do backtracking, these are used: BACKUP, CHOICECOUNT, CHOICETIME, EVENTTIME, UNEVENT.

Argumenfs to the predicates are typed according to the following conventiona:

- oftributa: COLOR, SIZE
e set or stack
E goal
$h$ hand

```
    n number
- object: BALL-1, BLOCK-3, otc.
p position in string: T1-1, B5-1, etc.
P rolation: IN, ON, UNDER, and NEAR.
* sign: POS or NEG
sx, sy, sz size along the three dimensions
t tomporary object token: OBJ-2, OBJ-2, etc.
v value: LARGE, RED, etc.
w arbitrary
x, y,z values of the three spatial dimensions.
ADOINSET(r,o,c) add to sel cobjecte that are reibted by ito o. (W)
BACKUP(n) back up in the processing, undoing ections until the choicopoini in is resctrad (w)
```



``` traneitive closure of el of ol. (B)
```



``` it debles this when it sucoseds; faidure meons senother itoration of FINDLOWPAIR is necrssary; argumente to for FIMDLOWPAJR. (O)
CHECKPICKUP(o) initiate the CHECKPICKUP2 chock ( \(V, M\) )
CHECKPICKLP2(o) do the actual check thal the PICKUP commend on o auceeaded (V)
CHECKPUTDOWN \((0, n, y, z)\) initinte the CHECKPUTOOWN2 check \((V, M)\)
CHECKPUTDOWN2 \((0, x, y, z)\) chack that o in naw put down, io, on sompthing, with a tocation athforont from ( \(x, y, z\) ) (V)
CHECKPLTON(01,r,02) initiate the CHECKPUTON2 eheck \((N, M)\)
CHECKPUTON2(ol,r,02) check that o1 has been put on or. in, according to \(\mathrm{r}, 02 \mathrm{~N}\) )
CHECKSTACKUP(o) initinte the CHECKSTACKUP2 chock (V, M)
CHECKSTACKLP2(o) check thet o has boen stacked up according to the STACKLP commend (V)
CHOICECOUNT(n) the most recent shoicepoint is the n'th. (W, M)
CHOJCETIME(n1,n2) the nl'th choiospoint is at EVENTTIME n2. (W)
CLEAROFF( 8,0 ) cloar off the top of o. ( \(W, 0\) )
CLEARTOP(o) o hes e eloer top, with no other objecte on it. \((Q, W)\)
CONABCUND(w) a noun-phrece boundery at a conjunction (ANO) hee beon reechad in cenfence w. ( \(8, ~ G\) )
```



```
ERSFINDNEARPAIR( \(n, 0\) ) orase all FINDNEARPAIR inglances with corfesponding \(n\) and e argumonte. (0)
EASFINDPOSS(1) orese the FINDPOSS inatanoert for t ( (8)
ERSGETRIDCHOICES \((n, r)\) orese the corresponding GETRIDCHOICE inatonces. (W)
ERSPACKCHOICES \((n, s)\) orsee the corrsoponding PACKCHOICE instanoss. (W)
ERSPUTONICHOICES(n,t) orase the corrsaponding PUTONICHOICE inatances. (w)
ERSREMDHASREL( \(01, r, 02,0\) ) orese the corrosponding REMDHASREL. ( 0 )
ERSTRIEDPACK(o,c) orese the corresponding TRIEDPACK instences. (W)
ERSTRIEDPUT(o,c) orase the corresponding TRIEDPUT. (W)
ERSTRIEDSTACK (o,c) orase the correspondine TRIEDSTACK (W)
ERSUNEVENT(nl,n2) orase UNEVENT for il whit backing up (BACKUP) (o choioppoint ne. (W)
EVENTTIME( \(n\) ) the curfent event is the n'th (ell ovente take one unit of "time"). (a, W, M)
EXPECTMOD(w1,w2) sentence wi has the axpectation thet a medifier (UP, DOWM, ete) w2 wiw eccur. (T, F, M, G)
FAlles) : has failod (W)
FAILLOCATE(o) apace could not be located for o (which it e2 in FIMDSPACE). \((0, W)\)
```



```
"packod" onte o2; sosi \(s\) is the main PACK soel of met eante c2. (w)
FAILPUTONI( \(, 01,02\) ) the gonl io PUTONI ol onto o2 foile (W)
```
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 FAILPUTONSET) on o hee frited (W)
FAILPUTONSTACK $(\mathrm{g}, 01,02, \mathrm{e})$ the gont E to put of onto 02 in builtive steck e foived Mn
 dosived such thet they bound or close in the region from chove, with roepeet to the $X$ dimencion ( $Q$ )
FINDMIEHY( $0, n 1, \times 2, y 1, y 2, z$ ) find objecte an for FINDHIGHX, but in tho $Y$ dimencion (O)
FINDLOWPAIR $(n, 0, x 1, y 1, x 2, y 2, z, n 3, y 3, a x, a y, a z)$ find the lower cormer of on open apmeo in the horizontel megion ( $x 1_{1}$,
 ignore the apoce oceupiod by e; $n$ io oceuntor which blecke thie ection if negative. (0)
 devired such that they bound, or clowe in, the region from tolow, with reapect io the $X$ dimension ( $Q$ )
FINOLOWY( $0, x 1, \times 2, y 1, y 2,8$ ) find objecte es for FINDLOWX, excopt in the $Y$ dimencien ( 0 )
FINDNEARPAIR $(n, 0, x, y)(x, y)$ is a candibto point for the closest object-boundery point to e point (ln FINDLOWPAJR, (x3, y3)) that was randomily colvetod ond found to be wilthin some objecti all such ore onamind to doformine the closest, for use in enow FINDLOWPAIR affompt. (Q)
FINDSPACE(ol,o2,ax,ay,az) find a region of cber apace on ol, ignoring apece oceupiod by oz, of aize (ax, av, az) ( $Q, W$ )
 z) is the lower corner point of the resion boing amenined (Q)

FOUNOHIGHPAIRO( $n, 0, x, y, z$ ) initiale the FOUNOHIGHPAIR procese ( 0 )
FOLNOSPACE $(01,02, x, y, z)$ the resion with lower left-hend corner of $(x, y, z)$ is the result of FIMOSPACE on ol for o2. (Q. W)
CETRIOCHOICE( $n 1, s, n 2,01,02, x, y, z$ ) in doing GETRIOOF o2 by putling it on ol, the point ( $x, y, z$ ) hen beon a choice, within shaiespoint number nl; this is the n2'th choies at this choiespeint. (W)
GETRIDOF $(\mathbb{8}, 0)$ find a place to put o other then where it is. (W, Q)
CETRIDPUT( $8,01,02$ ) in trying to GETRIDOF o1, the second otep is to put it en e2. (W)
GRASP( $\mathrm{g}, 0$ ) grosp o with the hand $(Q, W)$
GRASP $1(\varepsilon, 0, x, y, z)$ pectorm the actual movement to gel the hand in position to graap e. (O)
GRASP2( 8,0 ) complete the gratp operation with GRASPING. ( 0 )
GRASP3(h,o) for purpones of backing up, do an abbroviefed (without the shacke and autgeata) version of GRASP. (Q)
GRASPING(h,o) his gresping o. ( $, T, M, V)$
 FINDLOWPAIR; argumente as for FINDLOWPAIR; this stop feste whother there is enough space to fit the dosived closer epses without obstruction of the point found by FINOLOWPAIR; if eo, it trive to determine a bigeer region confaining the aufficient elwar space; e00 FINOHIGHX. (Q)
GROWTOFITO( $n, 0, x 1, y 1, \times 2, y 2, x, x 3, y 3, e x, 8 y, a z)$ initiate the GROWTOFIT process; argumente es for GROWTOFIT. ( 0 ) GSI(w) sentence w is an imporative. (G, F, B, M)
MASINOREL( $01, r, 02$ ) of has an indirect relation p to o2. (W, F, B)
MASLEVEL $(,, n)$ \& has intronlation level (depth) $n(0, W, M)$
HASREL(01,r,02,0) al has rolation r to o2: sign e in assumad POS for WBlox. ( $Q, W, E, F, E, V, M)$

MASSUPERCOAL (s $1,8^{2}$ ) it has ouporgool e2. (W)
 is $x$. ( 0 )
HIGHY( $n, 0, y$ ) similer to HIGHX, oncept for the $Y$ dimenaiton ( $Q$ )
IMPCHOICE(o) - has boen uned oe - ehoice for on indofinite determiner in on imperative eonlence. (B)
IMPCHOOSE(1) choose e ruforent for $t$, in on imporative eentonce (B)
IMPINOEF( $p$ ) the word al 0 is en indofnite detarminer, in an imperative sentences (im, $B, 0)$
IMPOBJ( $w, 0$ ) the main object (or one of e eet) for the imperative eentence $w$ is e. (M, B)
IMPREL $(w, r, 0)$ the retation to be fultillat in inperative sentence $w$ ie r of ol. (M, $\mathrm{B}, \mathrm{B})$

IMPRESTR(t,ol,r,o2) a posuble alternative for tan the main ebject in en imporotive sentonce io ot, in conjunction with ralation $r$ of $02\left(M_{1}, F\right)$
IMPTYPE(wliw2) the type in imperative in sentence wi is w2 (PICXUP, ofe). (M, B)
INSET( $0, c$ ) ois in set $c(W)$
INSTACK $(\mathrm{o}, \mathrm{e})$ o is in c ; atecke are loosoly defined to inctucto (rows of blocke $(\mathbb{O}, \mathrm{V})$
ISCOMPREL(r) r is a computablo rolotion ( $F, \mathrm{~B}, \mathrm{i}$ )
ISIMPEA( $p$ ) the word of $p$ is an imperetive grammer type. $(M, T, B)$
ISINDREL(r) in an indirect relation (F, B, T)
LOCAT $(0, x, y, z)$ o has its lower beft-hend corner at ( $x, y, z)$; o may abe be the haod (O, F, M, V)
LOCATERESUL $T(0, x 1, y 1, x 2, y 2, z)$ the region found by the LOCATESPACE procoss is $(x 1, y 1, z)$ to $(x 2, y 2, z)$ is the object innored in that procese. ( $Q$ )
LOCATESPACE ( $01,02, a n, a y, a z)$ initiate the actuol procese of finding space: eoe FIMDSPACE. ( 0, W)
LOWX(n,a,n) the lawer $X$ coordinato as desived by FINOLOWX ( 0 and $n$ is in FINDLOWPAIR) is $x$. ( 0 )
LOWY( $n, 0, y$ ) simiser to LOWX, excopt for the $Y$ dimension ( $Q$ )
MaKESPACE $(\varepsilon, 01,02, a x, e y, 0 z)$ make space on of ignoring apace occupiod by 02 , of aize ( $0 x, 0 y, 02$ ). $(0, W)$
 on object from ali; argumonle an for MAKESPACE. (Q)
MAKESPACE3 ( $, 01,02, a x, 8 y, a E)$ the final otep in MAKESPACE, which detecte euccose or repeote the whele procesn; arguments os for MAKESPACE. (O)
MOVEHAND $(x, y, z)$ move hand to $(x, y, z)$ ( 0 )
NEWLOCAT(o) o is al a new location; remove ony old roblationa that are ne longer welid ( 0 )
NEWLOCAT2(o) o is at a now location; add any now rebtions that hote ( $Q$ )
NEXT $(\mathrm{g}, \mathrm{w})$ when g sucoseds, ascorl $w .(W, Q)$
$\operatorname{NEXTF}(\mathrm{s}, \mathrm{w})$ when f faik, assert $w$. (W)
NOCLEAR(g) tho prosent PUTON process involves a set, so inhbit clowing oway ebjecta that 800 m to be in the way. $(Q, W)$
NPGCHK 1 ( $p$ ) check for noun-phrase grammer adiecencies at p; firct step in actuet checkan (N)
NPGCHK2(p) a dalayed initiation of the secend atop in checking noun-etwase gremmer. (N)
NPGCHKZ(p) perform the cecont step of the noun-phrese gromeer ehach of pe which is to aignol opror if oppropriate. (N)
NREPLV(n) the number of replive so for is n. (N, S)
PACK( $\mathrm{E}, \mathrm{c}, \mathrm{o}$ ) pack the objecto in uet c onfo o. (W)
 (w)

PACKPUT(e,col,o2) the PUT atop of PACK god 8 of net c onfo o2 is to ploce object el. (W)
PACKLPON(s,ciol,02) the second msjor stop of 8 , PACKing $e$ onto 02 , is to try to put semothing from confo ol. (W)
PICKUP( $(, 0)$ pick up o. ( $W, M$ )
PICKUP2(g,h) the finishing atep in the PICKUP process is to bo dom, is, reiting $h$ (W)
PUT $(\varepsilon, 0, x, y, z)$ put of $(x, y, z)(Q, W)$
PLTOOWN(s,o) puta down on the tchle or wherever there is spsece. ( $\mathbf{W}, \mathrm{M}$ )
PUTMOVE $(\varepsilon, 0, x, y, z)$ do the actual mnvement of the hand asoocieted with a PUT. (Q)
PUTON( $8,01,02$ ) pul of on e2; thare may be a sot of inalances with the sume of orgument (see PUTONSET). (W, M)
PUTONI\{s,o1,02) put the aingle object of on 02, es opposed 10 PUTOM, which might beceme PUTONSET. (W)
 location ( $x, y, z$ ) (W)
PUTONPUT(s,al,02) atart the actual PUT atop of a PUTONI god (w)
PUTONSET(e,c,o) pul objocte in eat con oby choosing and using PUTONL iteratively. (W)
PUTONSETO(c) colbect the sot of abjecte in innlances of PUTON for PITONSET. (W)
PUTONSETCHOICE(n,e,co) the choicopoint $n$ for PUTONSET involves pulting eet $c$ on 0 . (W)
RAISEHAND(h) rase the hand by moving it stroight up. ( $O, W$ )
RELRESTR1 ( $01, p, r, 02,0$ ) parform the first stop in the rabtion-restriction precese, which io to efreck for possiblo noed for IMPRESTR, a v. (F)
 posabte raforents for $i$, to restrict the set. (F)

RELRESTRCHK (t,p,r,o,s) the former RELRESTRCHK is now RELAESTRCHK2; this now eignale e prolminery olep to the check-rolation-restriction process, which tipet checks whalhar the ratation at hand in an indirect or computable ome. (B)
RELRESTRCHK2 $(t, p, r, 0, s)$ check whether the correaponding RELRESTR should be applind (B)
DEMDHASREL( $01, r, 02, \mathrm{~s}$ ) the rebation ( $01, r, 02$ ) has been removed; updole INSTACK reblione affeeted. ( 0 )
DEMDIKSTACK $(0, c)$ o hes boen removed from $c_{\text {; check }}$ ch onything romaine of exeept the betlem bleck (O)
REPLV $(n, w)$ the $n^{\prime}$ th reply (in order of generation) is $w .(V)$
REPLYO(w) $w$ is a now reply, yot to be counted (soe REPLY) $N, E, M, D)$
RETRY(s) \& is to be relriod, i.e., resterted of tor a BACKUP, with a now choiee medo. (W)
STACKSET(c) collect the objocto from STACKUP inetances into eot e. (W)
STACKUP $(8,0)$ stack up ose part of o eet of such instonces. (W, M)
STACKUPSET(s,c) stack up the objecte in eol c. (W)
SUCCEED(g) \& has sucoeeded; continue appropriafaly. (W, O)
TRACEPUTIN(w) print trace meseage for the PUTIN commend; w is a dummy. (N)
TRIEOPACK $(0, c)$ in PACKing the set $c$ onto somewhere, object o has now been tried (W)
TRIEDPUT( $(0, c)$ in putfing $c$ on some object, o has been tried. (W)
TRIEDSTACK $(0, c)$ in stacking Up objecte in ect $c$, o has beon tried. (W)
UNEVENT( $n, w)$ the way to Undo the ovent at EVENTYIME $n$ is $w .(W, 0)$
UNGRASP(o) be go of 0 , from the hand (Q)
USERESULT(o1,02, $0 x, 0 y, w)$ use the open region found by LOCATESPACE procest, which should be of aize (ex, ay) on the horizontal plone, in the way apacified by $w$, which te one of (PACK, RANDOM, CENTER). (O, W)
WBPINIT(s) initialize for starting up the WBlom Pa, top lovel gool g. (N)

## MilliPS/WElox

## F. Summary and Discussion

MiliPS represents a successful implementation in PSs of alanguage systom with some general features, namely, objects with relations and attributes, main sentence forms that describe a scene, imperative forms, and a variety of queries. Inputs are processed without recourse to conventional syntactic parsing, and no tree-structured representation of them is formed. Text is converted immediately on being scanned to an internal form, which is quite sufficient for further manipulations, but which doesn't preserve the surface structure at all. At each point in the left-to-right scan of an input, as much as possible is known and inferred from what has been scanned. Five forms of completeness have been discussed, and MiliPs's capabilities were delineated with respect to those, providing a measure of its potential performance beyond the 50 test sentences exhibited. Linguistic anomalies are systematized into the categories ambiguity, redundancy, and inconsistency, and the main reaction of the system to inputs is based on the interaction of sentence type and the presence of those anomalies. Augmenting an early version to handle the blocks manipulation task was carried out by major additions to the set of Ps with fow changes to existing Ps and with no deletions.

WBlox is a specialized problem-solver for blocks manipulations of a simple sort. Its organization is hierarchical, it features operating on a model and carrying out updating procedures as a result of operations, and is capable of backtracking in a search space to find a feasible plan of action. The system's goals are explicit and are sequenced to result in search behavior representable as an and-or graph. A less prominent backtracking mechanism is needed here than in the original Planner implementation of a similar blocks problem solver. Analysis of the problem domain allowed some decisions made formerly by backtracking to become more precise ordering decisions, taking advantage of selectivity in the LHSs of Ps. The remaining decisions requiring potential backtracking were formulated explicitly as choicepoints and associated with a stream of undoable primitive operations, rather than having mechanisms of questionable flexibility built into the underlying architecture as in Planner and other recent AI languages. A set of tests were devised to fully exercise the capabilities of the problem-solving system.

The question of whether the present system, and more generally PSs, could be used for further research can be approached along the lines of the language system and the problem-solving system independently. The completeness considerations in Section 8.1 support a wide task domain coverage for the present system and indicate a framework for making additions to the system to rationally order the priorities for augmentation. The precise formulation of semantic cases, discussed in Section B.2, Section B.3, and Section D. 4 raise further issues for augmentation and indicate how minor some of the omitted considerations in the present system are. Nevertheless, analysis of the existing cases, explicitly given as $\mathrm{P}_{\mathrm{s}}$ and thus in a usable form, might be fruifful for cleaning up the structure and giving it more inherent generality and flexibility.

To use the present lechniques in a new task domain would first require anew lexicon, which simply involves changing the tagging process (T Ps), which are independently modifiable. It would probably be necessary to augment the grammatical adjacency tests for new word classes, but this doesn't present obvious difficulties either. The semantics of blocks relations and how relations interact in the understanding of inputs
might be the area requiring the most new problem-solving. There is already present a systom of dividing relations into direct ones, indirect ones, and computable ones, and that scheme and its processing conventions might carry over intact (cf. the discussion in Section D.2). The actual use of relations in referent determination would probably be along the lines of the present F Ps, but considerations there would probably not interact with the closely related sot of B Ps, given that many interactions have already been worked out in response to the demands of the augmentation included in the present work.

Some further work has already been done by others within the basic blocks problom solving domein. In particular, Fahlman (1974) deseribes a reworking and extension of the blocks task, which in retrospect might have served as a better vehicle for comparisons than the original one used here. Of the nature of the blocks tasks that he focussed on, it suffices to say that they involved building more complex structures than in WBlox, sometimes using auxiliary structures, allowing rotations of objects, enabling intercommunication between goals, and modelling the mechanics of contact and balance of objects more carefully. Fahlman developed a Hexible control structure within the Conniver framework (Sussman and MiCDermoft, 1972), and asserted its superiority over Planner and similar languages, and also specifically over PSs. Fahlman emphasized the importance of being able to: set up explicit goals; test hypotheses; switch back and forth between alternate promising approaches to a goal; and give up on an approach with specific difficulties communicated back to higher goals. Of those four features, only the last is something that hasn't yet been explicitly demonstrated in PSs, although keeping major alternative approaches for relatively large models also deserves further research in the PS framework. I will now discuss some of Fahlman's points in more detail, and argue that the ability of $\mathrm{P}_{5}$ to grapple with the difficulties of the task domain is promising, if not already demonstrated.

Fahiman developed a "choice-gripe" control structure, in which each choicepoint is explicit and sets up a gripe handler so that failures of subgoals following the choice, when those failures include specific gripes on why they occurred, can be processed appropriately. A gripe handler reacts more flexibly than choicepoint recovery in WBlox, in that it can involve taking better preparatory steps and then retrying the subgoal, or redefining the subgoal in some way and then retrying it, or taking other similar corrective actions. It seems clear that the present choicepoints in WBlox could easily be extended to behave in these more flexible ways, according to task demands, since the recovery is handled by specific Ps.

In trying alternative paths, Fahlman made use of Conniver's multiple date contexts, In which context tags are used to point to complete context alternatives, allowing them to be examined, resumed, or suspended. Such a facility, if the task really required it (as oppc:;ed to using it as a convenience because it's there), would be an explicit mechanism in PSs, perhaps storing alternative contexts as Ps and having them selectively evokable for examination or resumption. But a PS approach might be found to avoid that by coding, instead, methods for patching up difficulties or revising an ever-current state to make it look as if something different had been done. Based on the limited evidence on human behavior, e.g. in Newell and Simon (1972), humans seem to make use of mistakes without having to refurn completely to a state on some other branch of a search tree, and perhaps have better diegnostic and recovery methods because of limitations along the same lines as would be the case in a PS implementation. Rather than storing entire states, the
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alternative might be to keep path information so that a previously-seen knowledge state could be recomputed (perhaps laboriously) if necessary.

Several minor topics raised by Fahlman can now be discussed. His system made use of a distinction between primary data and secondary data, which can be re-computed if necessary from the primary data, but which is kept around anyway, subject to erasure if storage becomes scarce. This might correspond to having a fading Working Momory, where items not accessed for some period of time simply disappear. Such a scheme has not been implemented, but it has been indicated as useful in several places in the prosent work. Fahlman additionally proposes that memory fade be based on the difficulty of recomputation and on some estimate of expected usefulness. Fahlman comments on the overall loose style of his system, which allows it to step back from local jam-ups and try to get around them. This is just as much an attribute of PSs, given the appropriate memory representation of what constitutes a jam-up. He says his program is prone to get into infinite loops, and proposes that a more sophisticated system would record states and occasionally check back to make sure there isn't serious repetition. Such a solution should be equally feasible in PSs, although perhaps not as necessary because PS architectures have some built-in safeguards, e.g. not firing a $P$ on the same data twice unless some of it has been re-asserted. The topic of loops needs further research, certainly. Finally, the goal intercommunication in Fahlman's system, which includes both protection of goals' results from interference and dissemination of useful information to others, should be quite feasible in PSs due to the open, global nature of the Working Memory.
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| Eran | 78\％ | FInE | Hext | ER | ET | 1／1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
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min tire 1 MIN， 1.75 sec

| ExAM | Tit | FJTE | Weact | E／f | ［17 | $1 / T$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 949 | 2 El | 173 | 405 | 5.93 | 3.30 | 1.82 |
| －6．651 | 0．220 | 0． 357 | －． 127 | SEC ANS |  |  |
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| Cxan | TR | F10. | Henct | C/r | E/t | T/T |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
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| - 5 - | 0.50 | 1.89 | - 44 | Ex |  |  |
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[^0]:    The following are the types for the arguments of predicates in the description below:

    | a actor, i.e., particular piece | I lavel (of strategy) |
    | :--- | :--- |
    | c color | p player |
    | d depth | r rank |
    | f file | s square |

[^1]:    - The initiale appeeving at thie place refer to $\mathbf{P}$ groupe to which e prodicato is rebvent.

    Ce PN etande for Pa in the position not genernted by the RECORD.BLD procosa

[^2]:    - As far as I know, the organization of the two programs was developed independently.

[^3]:    - Some subroutining in the PS is used, however, to handle what is common to the eight, for program conciseness.

[^4]:    None of the difference of 40 nodes searched versus 10 nodes for CP are due to alphabeta considerations.

[^5]:    PS will abbreviate production system, plural PSs; P will abbreviate production, plural Ps.

[^6]:    - This is not an inconsistency in the database, which would be analogous to logical inconsisfency in theorem-proving systems, but rather a disagreement between an interpretation of an input and the database.

[^7]:    - See Chapter IV for a description of the VAP notation.

[^8]:    - But see Hays (1964) tor a scheme with similar emphasis, proposed by a theoretical linguist.
    - Praft (1975) gives efficiency as a reason for using syntax; i.e., syntax is applied to ease some of the burden on semantics and pragmatics; such a consideration is not ovident here because all of the ambiguities are among syntactically correct forms.

[^9]:    - Letfers in perenthases efter - definition gre initiale of $P$ groupe in which the prodiceto is und

[^10]:    - Example: if an object, $A$, is to be put on object $B$, but has object $C$ on top of it (i.e., $C$ is on $A$ ), and if the only available space to put C to GETRIDOF it is on the targeted space for $A$ on $B$, and if the only available space to put $C$ is back on $A$ when the program attempts to MAKESPACE on $B$ to put $A$, then there is potential infinite oscillation.

