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Abstract

Process modeling plays a central role in the development of today’s process-aware information systems both on the management
level (e.g., providing input for requirements elicitation and fostering communication) and on the enactment level (providing a blue-
print for process execution and enabling simulation). The literature comprises a variety of process modeling approaches proposing
different modeling languages (i.e., imperative and declarative languages) and different types of process artifact support (i.e., process
models, textual process descriptions, and guided simulations). However, the use of an individual modeling language or a single type
of process artifact is usually not enough to provide a clear and concise understanding of the process. To overcome this limitation, a
set of so-called “hybrid” approaches combining languages and artifacts have been proposed, but no common grounds have been set
to define and categorize them. This work aims at providing a fundamental understanding of these hybrid approaches by defining a
unified terminology, providing a conceptual framework and proposing an overarching overview to identify and analyze them. Since
no common terminology has been used in the literature, we combined existing concepts and ontologies to define a “Hybrid Business
Process Representation” (HBPR). Afterward, we conducted a Systematic Literature Review (SLR) to identify and investigate the
characteristics of HBPRs combining imperative and declarative languages or artifacts. The SLR resulted in 30 articles which were
analyzed. The results indicate the presence of two distinct research lines and show common motivations driving the emergence
of HBPRs, a limited maturity of existing approaches, and diverse application domains. Moreover, the results are synthesized into
a taxonomy classifying different types of representations. Finally, the outcome of the study is used to provide a research agenda
delineating the directions for future work.
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1. Introduction

In the development of today’s Process-Aware Information
Systems (PAIS), process modeling has become an important in-
strument to cope with the complexity of both the management
and the enactment of business processes [1]. On the manage-
ment level, process modeling provides input for requirements
elicitation and allows concretizing business processes while en-
suring a common understanding for both domain experts and IT
specialists [2]. By deploying a variety of artifacts, process mod-
eling provides a means for communication and collaborative
design and enables benchmarking, optimization and process re-
engineering [3, 4]. The impact of process modeling goes be-
yond the management level to cover also the enactment level.
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Process modeling provides a blue-print for process execution,
which in turn, facilitates system support and enables process
enactment [5]. Furthermore, the outcome of process modeling
enables a wide range of model analysis and verification tech-
niques and allows simulating the model behavior under differ-
ent execution scenarios [4].

The literature proposes a variety of approaches to graphi-
cally represent business processes as a process model. These
approaches deploy different modeling languages (e.g., BPMN
[6], Petri nets [7] , Declare [8], DCR [9]) and different types
of process artifacts (e.g., process models, textual descriptions,
animations and guided simulations). Depending on the kind of
behavior implied in the process specifications, a business pro-
cess can be most concisely described using a language from the
imperative–declarative paradigm spectrum [10, 11]. Impera-
tive languages allow describing explicitly the exact course of
actions governing the execution of the business process which
often makes them understandable to both domain experts and
IT specialists. The use of imperative languages is suitable to
model business processes where the execution alternatives are
explicitly described in the process specifications. However,
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some process specifications tend to abstract from describing the
different execution alternatives and rather define a set of con-
straints guiding the overall process. These specifications can
be naturally modeled using declarative languages, which allow
using constraints to describe flexible business processes con-
cisely. This way, it becomes possible to overcome the rigidity
imposed by imperative languages and describe highly dynamic
environments [12].

Previous research has provided evidence for the existence of
business processes comprising both rigid and flexible parts [13].
Hence, restricting the modeling of business processes to declar-
ative or imperative languages would imply an unnecessary
complexity when modeling the rigid or the flexible parts of the
business process. Since declarative languages take a constraint-
based approach to describe the control-flow of business pro-
cesses, representing the rigid parts using a declarative language,
would require a high amount of constraints to impose a very
specific behavior. Likewise, using an imperative language to
model the flexible parts would require specifying all the possi-
ble execution alternatives, which would most likely result into
a “spaghetti-like” model. (cf. Section 2.4.1 for a concrete ex-
ample highlighting this inconvenience). In order to enable the
modeling of both rigid and flexible parts of business processes
concisely, a set of so-called “hybrid” approaches has emerged
in the literature. While some approaches address the limitations
of declarative notations and propose hybrid languages to com-
bine declarative and imperative languages, other approaches ad-
dress the separation of concerns between imperative processes
and business rules and propose hybrid languages and hybrid
process artifacts combining imperative process models with
declarative artifacts.

The proposed hybrid approaches have not only the poten-
tial for providing concise process representations, but they can
be also used to address the notorious limitations of declarative
notations associated with their understandability and maintain-
ability [14, 15, 16]. One of the key challenges in that regard
is the inability of users to cope with process models with too
many constraints [14]. Considering the rich and complex se-
mantics of declarative languages (e.g., Declare) and all the pos-
sible ways in which constraints can interact, the understandabil-
ity of declarative process models gets quickly hampered when
dealing with complex processes [14]. The cognitive dimensions
framework [17, 18] provides a reasonable explanation to that.
Indeed, the interpretation of declarative process models is as-
sociated with an increased mental effort as the user is required
to keep track of the states of all interrelated constraints while
striving to interpret a declarative model. This task gets more
complicated, when considering indirect constraints between ac-
tivities (or so-called “hidden dependencies” [16]). Therefore, it
is necessary to interpret the model as a whole rather than spe-
cific constraints in isolation. Given the limited capacity of hu-
mans’ working memory [19] and the small amount of items a
human memory can hold (i.e., 7 ± 2) [20], the interpretation of
such models becomes very difficult. Hidden dependencies are
also among the issues affecting the maintainability of declara-
tive process models. Due to the complex entanglement of con-
straints, it becomes hard to determine which constraints are af-

fected by a change of the specifications and to check the consis-
tency of new changes with existing constraints [15]. Hence, the
maintainability of declarative process models becomes easily
prone to misalignment between the process specifications and
the actual process model. To overcome the understandability
and maintainability limitations of declarative languages, and to
offer better support for the human cognitive processes associ-
ated with the modeling and the maintenance of declarative pro-
cess models, several hybrid process artifacts supporting declar-
ative artifacts with imperative ones have been proposed in the
literature. These approaches address several issues associated
with the understandability of declarative languages such as the
complex semantics of declarative languages and the implica-
tions of hidden dependencies on the comprehension of declara-
tive process models. Using hybrid process artifacts, extending
declarative process models with imperative artifacts, the liter-
ature proposes several approaches to clarify the semantics of
declarative process models and to track the implications of hid-
den dependencies on the interplay between the model activi-
ties [21, 22]. With regards to the maintainability of declarative
process models, hybrid process artifacts can be used to address
several challenges rising due to the continuous change of spec-
ifications. For instance, hybrid process artifacts (e.g., guided
simulations supporting declarative process models) can be used
to check the consistency of declarative processes after intro-
ducing new constraints in the model, and to keep track of the
hidden dependencies rising from altering the constraints in the
model [23].

In the following, we use the terminology “Hybrid Busi-
ness Process Representation” (HBPR) to refer to (1) hybrid
languages combining existing declarative and imperative lan-
guages and (2) hybrid process artifacts combining declarative
and imperative artifacts.

1.1. Problem Statement

Hybrid approaches cover a wide range of representations
addressing different aspects of process modeling. Although,
these approaches share similar characteristics, the authors in
the literature deploy a mix of terms to designate them, thus no
common terminology exists. In addition, the literature lacks
the basic foundations needed to define HBPRs. Besides a hand-
ful of publications (e.g., [24, 25]) describing HBPRs in an ad-
hoc context, no framework allowing to structure and discern
the characteristics of HBPRs has been proposed yet. As a re-
sult, the term “hybrid” becomes ambiguous and is sometimes
used inconsistently in the literature. Furthermore, while several
HBPRs have been surveyed in the context of supporting data
intensive processes through data-centric approaches [26], little
has been done to study the existing hybrid approaches taking a
control-flow perspective to look into the declarative paradigm in
hybrid representations. In the process of identifying the HBPRs
proposed in this context, the need for a unified terminology and
a conceptual framework providing a clear distinction of the dif-
ferent HBPRs proposed in the literature becomes a must.
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1.2. Contributions
In this paper, we propose a conceptual framework for pro-

cess artifacts, provide a unified terminology for HBPRs, per-
form a Systematic Literature Review (SLR) to investigate the
existing HBPRs with a declarative language or artifact, and sug-
gest an agenda for future research. Our contributions can be
described as follows:

• C1: Propose a conceptual framework to discern the inter-
actions between the different concepts defining a process
artifact (cf. Section 2).

• C2: Instantiate the proposed conceptual framework to
provide a unified terminology allowing to conceive the
different types of HBPRs (cf. Section 3).

• C3: Perform an SLR to scrutinize HBPRs and organize
them into a comprehensive taxonomy (cf. Sections 4
and 5). The study will cover hybrid languages combin-
ing declarative and imperative languages and hybrid pro-
cess artifacts combining imperative process models with
declarative process artifacts to present business processes
concisely. Additionally, the study will focus on hybrid
process artifacts extending declarative process models
with imperative artifacts to overcome the challenges of
declarative modeling languages.

• C4: Delineate a research agenda for future research (cf.
Section 6).

Considering the lack of a unified terminology and a clear
conceptual framework allowing to define HBPRs (cf. Sec-
tion 1.1), Contributions C1 and C2 can be generalized to any
type of HBPRs, while C3 and C4 focus on hybrid approaches
taking a control-flow perspective to look into the declarative
paradigm in hybrid representations.

1.3. Overview and Paper Structure
This section provides an overview on the different concepts

discussed throughout this study. The aim is to familiarize the
reader with the important notions and outline the structure of
the paper. Section 2 discusses three important concepts i.e.,
business process, language and process artifact. A Business
process is concretized as a process artifact using a language.
A comprehensive definition of a business process and its un-
derlying core concepts and aspects is presented in Section 2.1,
while a set of relevant language characteristics (i.e., syntax, se-
mantics and language paradigm) is defined and discussed in
Section 2.2. These concepts provide the building blocks for a
framework defining the general scope of a process artifact (cf.
Section 2.3).

The proposed framework is instantiated in Section 3 to de-
nominate the two types of HBPRs i.e., hybrid languages and
hybrid process artifacts. As briefly outlined in the beginning
of this section, a hybrid language allows expressing a process
artifact using a combination of languages (usually from the
imperative-declarative paradigm spectrum, cf. Section 2.2.2),
whereas a hybrid process artifact allows concretizing a business
process using more than one process artifact. This distinction

provides a unified terminology (previously mixed in the liter-
ature) allowing to designate HBPRs consistently. Once estab-
lished, a literature search is conducted following the research
method presented in Section 4. The findings are scrutinized in
Section 5, where the existing HBPRs are analyzed and com-
pared on different levels. The results of the analysis come to
support but also to enrich the proposed conceptual framework
through a taxonomy discerning the characteristics of both hy-
brid languages and hybrid process artifacts. In Section 6, the
main findings of this work are discussed and a research agenda
is presented to guide the direction for the upcoming research.
Last but not least, the threats to validity are discussed in Sec-
tion 7, before concluding the paper in Section 8.

2. Conceptual Framework

This section introduces a conceptual framework defining
the general scope for a process artifact. Following the existing
terminology used within the BPM field, Sections 2.1 and 2.2
present the concepts associated with business processes and
languages respectively. The interactions between these con-
cepts are explained in Section 2.3, where the process artifact
framework is presented. Finally, the different types of process
artifacts are illustrated in Section 2.4.

2.1. Business Process

A business process is defined as “a set of activities that
are performed in coordination in an organizational and tech-
nical environment. These activities jointly realize a business
goal.” [27]. The way a business process operates in the real
world is captured by a process modeler as a set of abstractions,
each emphasizing a given portion of reality. These abstractions
are used to compose a subjective perception of the real world
in the form of a mental model [28]. A mental model incor-
porates all the abstractions captured by the modeler about the
way the business process operates in the real world. The shape
of the mental model is affected by the concepts acquired by
the modeler from the different ontologies proposed within the
BPM field [28]. These concepts help the modeler to aggregate
and structure the abstractions about the business process do-
main more efficiently [29]. Previous research [3] has classified
these concepts into (a) core concepts which refer to the set of
concepts defining the core elements of a business process i.e.,
process and tasks which instantiate into cases and activities [3]
and (b) aspects which provide different lenses to look at the
business process. The BPM literature discusses three main as-
pects: the control aspect, organization aspect and information
aspect. In addition, several other aspects can be captured from
a business process, for instance the assignment aspect, security
aspect and transaction aspect [3].

This study focuses on the control aspect (also called
control-flow), which is regarded as the most salient aspect in the
literature [3]. The control-flow represents information about the
order of the activities or the constraints for their execution [12].
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2.2. Language

This section presents the characteristics of a language in
terms of syntax and semantics (Section 2.2.1) and paradigm
(Section 2.2.2).

2.2.1. Language Syntax and Semantics
A language is used to represent the business process. It is

seen by Morris [30] as “a system of interconnected signs, has a
syntactical structure of such a sort that among its permissible
sign combinations some can function as statements, and sign
vehicles of such a sort that they can be common to a number of
interpreters”. A language can be a natural language (e.g., En-
glish) or an artificial language (e.g., programming language or
conceptual modeling language). Among the features categoriz-
ing a language, Morris introduced syntax and semantics. Syntax
is defined as “the formal relation of signs to one another” [30]
i.e., the relations between finite meaningful elements of the lan-
guage which allow deriving grammatically correct expressions.
Semantics is defined as “the relation of signs to real world enti-
ties they represent” [30] i.e., the mapping between the language
elements and the real world entities which allows conveying
meaning [31].

Languages differ in terms of their formality, both regard-
ing the syntax and the semantics. The syntax can be evaluated
in terms of its grammatical structure and the completeness of
its vocabulary, while the semantics can be evaluated in relation
to the extent to which the semantic domain of the language is
known [32]. Thereby, both syntax and semantics can be cate-
gorized as being informal, semi-formal, or formal.

2.2.2. Language Paradigm
The language paradigm can be seen as the style in which

the language is written. Languages can be differentiated ac-
cording to the imperative–declarative paradigm spectrum. This
paradigm takes origins from the field of computer program-
ming. As specified by Winograd [33], imperative programming
is based on the idea that the “the knowledge of a subject is inti-
mately bound with the procedures for its use”. In other words,
imperative programming aims at specifying explicitly the set of
commands leading to an output. Conversely, declarative pro-
gramming as defined by Lloyd [34] aims at “stating what is to
be computed, but not necessarily how it is to be computed”.
Simply put, declarative programming aims at specifying the re-
quirements to be achieved and letting the system determine the
way to achieve them.

Roy and Haridi [35] use the notion of state to discriminate
the two paradigms from a technical perspective. They defined
a state as “a sequence of values in time that contains the in-
termediate results of a desired computation”. According to the
authors a state can be either implicit or explicit. An implicit
state is a state which neither the computational model nor the
program are aware of, so it exists just in the mind of the pro-
grammer [35]. Conversely, an explicit state is a state which
can be explicitly traced in the computational model and by the
programmer. Following this distinction, declarative languages
encode states implicitly, whereas imperative languages encode

Listing (1) A program computing the factorial of n in Prolog

factorial(0,1).
factorial(Number, Factorial) :-

Number > 0,
Number1 is Number - 1,
factorial(Number1,Factorial1),
Factorial is Number * Factorial1.

Listing (2) A program computing the factorial of n in Java

public static int fact(int n) {
int value = 1;
for(int i=n; i>0; i--)

value *= i;
return value ;

}

Figure 1: Declarative and imperative implementations of the factorial
function in Prolog and Java.

states explicitly. For instance, consider the two implementa-
tions of the factorial function shown in Figure 1. In the Pro-
log code (read as “the factorial of Number is Factorial if Num-
ber>0 and Number1 is Number-1 and the factorial of Number1
is Factorial1 and Factorial is Number*Factorial1”), the notion
of state is implicit. Indeed, although it would be possible for
the programmer to trace down the sequence of states following
a certain input value during the execution, there is no explicit
predicate in the code keeping track of the computation result
(i.e., state) after each recursive call. Alternatively, in the imper-
ative Java implementation of the factorial function, the variable
value is used in the computation model to explicitly keep track
of the computation result after each iteration.

The explicitness and the implicitness of states is bound to
the representation layer of languages. This is because, at the
execution layer, all languages are executed as a set of determin-
istic procedures which can be represented as states and transi-
tions. This fact allows for a more fine-grained distinction be-
tween imperative and declarative languages. Hereby, we define
imperative languages as languages where states are explicit in
both representation and execution layers, and declarative lan-
guages as languages where states are implicit in the represen-
tation layer and explicit in the execution layer.

The same notion of state can be used when comparing im-
perative and declarative modeling languages. At the represen-
tation layer, imperative languages as defined by Pesic [14] al-
low modeling processes where “all execution alternatives are
explicitly specified”, which in turn, enable representing the dif-
ferent states of a process explicitly. When modeled graphically,
imperative languages provide a continuous trajectory (i.e., a se-
quence of states and transitions) allowing to reach any possi-
ble outcome allowed by the model [36]. The use of imperative
languages implies the modeling of all possible courses of ac-
tions, which is only possible with a complete and well-detailed
knowledge about all the alternative paths a business process ex-
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ecution might undergo. However, this is not always possible as
the execution path of some business processes might depend on
specifications that are only available at run-time and might also
be unique to each process instance [37]. Alternatively, declar-
ative languages as defined by Pesic [14] are language allowing
to express models where “constraints implicitly specify [the]
execution alternatives as all alternatives that satisfy the con-
straints”. In other words, declarative languages use constraints
to describe the overall interplay of actions without explicitly de-
scribing the sequence of states and transitions leading to each
particular outcome. Herein, states and transitions are implicit
at the representation layer of the language and are only con-
structed at the execution layer, where the predicates and the for-
mulas are interpreted [36]. This characteristic gives the capa-
bility to represent highly dynamic business processes concisely
without having to explicitly specify the path of each single pos-
sible process execution.

Imperative and declarative languages allow representing
different types of behaviors (i.e., forbidden, common and ex-
ceptional behaviors) [8], as shown in Figure 2, imperative lan-
guages are suitable to describe the common behavior, whereas
declarative languages extend to both common and exceptional
behaviors.

Forbidden behavior

Common behavior

Exceptional behavior

Behavior covered by imperative languages

Behaviors covered by declarative languages

Figure 2: The different behaviors of a business process and the suit-
ability of imperative and declarative languages to cover these behav-
iors. Adapted from [8].

Figure 3 depicts a three-dimensional framework describing
the common languages used to model the control-flow aspect
of business processes in terms of formality (both of syntax and
semantics) and language paradigm. All these languages de-
scribe the control-flow as the order between the different pro-
cess activities. In the figure, languages sharing more or less the
same level of formality and language paradigm are grouped to-
gether. For example, Declare, DCR (Dynamic Conditional Re-
sponse), CMMN (Case Management Model and Notation) [38]
and XTT2 (Extended Tabular Tree version 2) [39] have a for-
mal syntax, formal semantics and belong to the declarative lan-
guage paradigm. Another group of languages comprises Petri
nets, BPMN (Business Process Modeling Notation) and YAWL
(Yet Another Workflow Language) [40] which all share a for-
mal syntax, formal semantics and belong to the imperative lan-

guage paradigm. Other languages with distinct level of formal-
ity and language paradigm are depicted individually. For in-
stance, R2ML1 (REWERSE Rule Markup Language) is charac-
terized by a formal syntax, semi-formal semantics and belongs
to the declarative language paradigm. Conversely, the original
EPC (Event-driven Process Chains) language [41] has a formal
syntax, informal semantics and belongs to the imperative lan-
guage paradigm, whereas SBVR (Semantics of Business Vo-
cabulary and Business Rules) [42] has a semi-formal syntax,
semi-formal semantics and belongs to the declarative language
paradigm.

Natural language in turn has an informal syntax and infor-
mal semantics. However, depending on the used grammatical
structure and deployed language vocabulary, it can serve for ex-
pressing both declarative and imperative process specifications
(cf. Figures 5a and 5b – the first part describes the interplay
of actions using constraints, thus it is written in a declarative
style, whereas the second part describes the explicit courses of
actions, thus it is written in an imperative style). This is ex-
actly why natural language is divided into Imperative Natural
Language (I-NL) and Declarative Natural Language (D-NL).
Although natural language has been used for a long time to
describe business processes (e.g., paper-based documentations,
regulatory documents), it has not been deployed in the BPM
literature as a single artifact to represent a business process.
However, with the emergence of hybrid process artifacts, nat-
ural language has been often combined with other imperative
and declarative process representations. (e.g., [43, 44, 45, 46]).

2.3. Process Artifact

This section introduces the process artifact framework. Fig-
ure 4 combines the different pieces discussed in Sections 2.1
and 2.2 to illustrate our conceptual framework. The emergence
of this framework can be seen as the result of putting together
the existing concepts, which have been so far discussed in iso-
lation in the literature. The relationships between the business
process, the process artifact and the conceptualization entities
are derived from the work of Axenath et al. [3]. The interactions
between the process artifact, the mental model and the model-
ing concepts (represented within the conceptualization entity)
are extracted from work of Soffer et al. [28] and the PhD the-
sis of Zugal [29]. Finally, the role of the language in bridging
the gap between conceptualization and process artifacts is in-
spired by the ontological foundations proposed in Guizzardi’s
PhD thesis [32].

A process artifact is the concretization of a business process
using a language. It is an external representation describing
the way a business process operates in the real world in a for-
mal or informal way [3]. It reflects the modeler’s mental model
which is an internal representation of the business process [28].
The core concepts and the different aspects (cf. Section 2.1) in-
troduced within the BPM field constitute the conceptualization

1See http://www.macs.hw.ac.uk/bisel/rewerse/I1/
oxygen.informatik.tu-cottbus.de/rewerse-i1%40q%
3dr2ml.html
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Figure 3: Categorization of some languages according to the formality of their syntax, the formality of their semantics and their language paradigm.

entity, which, in turn, allows structuring both the mental model
and the process artifact. The former is structured by provid-
ing a schema supporting the aggregation of knowledge about
the business process more efficiently [29, 28]. The latter is
structured through the concepts and ontologies governing the
modeling of business processes [3]. The language has a central
role within the process artifact framework. Indeed, by choos-
ing an appropriate syntax, semantics and language paradigm, a
language allows expressing a process artifact. In addition, the
language enables expressing the different notions of the con-
ceptualization entity [32], which offers a means to transfer the
BPM knowledge and make it attainable to the modeler.

Mental Model

Process Artifact

Real-world 
Business Process 

Conceptualization

Language

Represents Internaly 

Represents Externaly  

Allows to Express Allows to Express

Reflects

Provides Concepts to Structure 

 
  Aspects 

e.g., control, organization, information

 
Core

i.e., process, case, task, activity

Provides Concepts to Structure 

Figure 4: The process artifact framework.

The language provides the process artifact with a set of
inherent features (i.e., syntax, semantics, paradigm, cf. Sec-
tion 2.2). For instance, one can say that a process artifact is
described in an imperative language characterized by a formal
syntax and formal semantics (e.g., Petri nets). Besides the in-
herent features, a process artifact has a visual feature. Building
upon the process visual representations in [47], a process arti-
fact can be static, dynamic, or interactive (cf. Section 2.4 for
examples). A static process artifact is characterized by a visual

representation that remains static over time (i.e., textual pro-
cess description, process model). A dynamic process artifact
is characterized by an animated visual representation (i.e., dy-
namic over time) replaying previous executions of a business
process (e.g., replay of event log traces). An interactive process
artifact is characterized by an animated and interactive visual
representation that changes depending on the way the user in-
teracts with it (i.e., a guided simulation of a business process).

2.4. Examples of Process Artifacts

This section illustrates examples of the different process
artifacts introduced in Section 2.3. Section 2.4.1 illustrates
static artifacts. Section 2.4.2 illustrates dynamic artifacts. Sec-
tion 2.4.3 illustrates interactive artifacts.

2.4.1. Static Artifacts
Textual process descriptions and process models are both

examples of static artifacts, which means that their visual repre-
sentation does not change over over time (compared to dynamic
and interactive artifacts). Figure 5 shows two fragments de-
scribing the process of editing and handling a project proposal.
Although both fragments are written in natural language, the
interactions between the process activities are expressed differ-
ently. Indeed, while Fragment 1 describes the general interplay
of actions in a loosely-coupled manner (using a D-NL), Frag-
ment 2 specifies the exact course of actions with no room for
flexible behavior (using an I-NL, e.g., “Note that all decisions
are final and cannot be reversed”). This example illustrates a
practical scenario where process specifications comprise both
flexible and rigid requirements.

The two process models in Figure 6 describe the editing part
of the project proposal process (cf. Fragment 1) using impera-
tive (i.e, BPMN) and declarative (i.e, DCR2) languages respec-
tively. Although, both models accommodate the same behav-
ior, it is clear that the BPMN model in Figure 6a contains many

2 The semantics of the DCR relations are summarized in https://wiki.
dcrgraphs.net/connection/.
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Fragment 1:
The process of writing a project proposal starts when the au-
thor comes up with an initial idea. Afterwards, it is possible
to write a project proposal and to refine the idea at any time.
After having written the project proposal it becomes possible
to check for plagiarism. It is possible to cancel the proposal
if it turns out that the idea is infeasible. Otherwise, as soon as
the project proposal is described sufficiently well, it is possi-
ble for the author to submit the proposal. Note that a proposal
can be submitted only once.

(a) Declarative process description in D-NL, adapted from [12, 48].

Fragment 2:
When a project proposal is received, a funding officer per-
forms an initial screening of the proposal to check its com-
pliance with the funding requirements of the institute. In case
the proposal is not compliant, it is directly rejected. Other-
wise, if the proposal complies with the given requirements,
the funding officer provides an initial review of the proposal
and sends it together with the initial proposal to a competent
committee. The committee evaluates the proposal and based
on their decision, the project proposal is either approved for
funding or rejected. Note that all decisions are final and can-
not be reversed.

(b) Imperative process description in I-NL.

Figure 5: Two process fragments describing different parts of the
project proposal process.
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(a) Fragment 1 modeled imperatively.
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(b) Fragment 1 modeled declaratively.

Figure 6: Comparing the process in Fragment 1 when modeled imper-
atively using BPMN, and declaratively using DCR. The semantics of
the DCR relations are summarized online2.
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(a) Fragment 2 modeled imperatively.
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(b) Fragment 2 modeled declaratively.

Figure 7: Comparing the process in Fragment 2 when modeled imper-
atively using BPMN, and declaratively using DCR. The semantics of
the DCR relations are summarized online2.
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Frame t=1

Frame t=2

Frame t=3

Figure 8: The frames of a Petri nets animation replaying a single event
log trace. The letters in the transitions correspond to the initials of the
activities extracted from Fragment 2 (e.g., NR N: Notify rejection for
none-compliance).

more elements than the DCR model in Figure 6b, which re-
sults in a spaghetti-like process model, making it more visually-
complex and thus, hard to understand and maintain. Hereby,
it becomes evident that imperative languages are not the ideal
candidates for modeling flexible processes. Similarly, the han-
dling part of the project proposal process (cf. Fragment 2) is
described using imperative and declarative languages in Fig-
ure 7. Since this part of the process is rather rigid, describing it
using a declarative language (cf. Figure 7b) would imply extra
constraints to restrict the process behavior, which in turn result
in a visually-complex process model, making its understand-
ability and maintainability difficult. Alternatively, the use of an
imperative language can provide a more concise process model
(cf. Figure 7a).

2.4.2. Dynamic Artifacts
Dynamic artifacts provide an animated visual representa-

tion allowing to perceive how an existing process instance
evolve overtime. Figure 8 illustrates the frames of the Petri nets
token animation replying a single execution trace. The trace
contains the execution of a process model implementing Frag-
ment 2. The Petri nets token animation allows replaying the
executed process instances, which in turn provides a visualiza-
tion of the actual executions of the business process [49]. The
choice of Petri nets to illustrate dynamic artifacts is motivated
by the concept of token replay [49]. Any other modeling lan-
guage with a similar concept can be used to express a dynamic
artifact.

2.4.3. Interactive Artifacts
Interactive process artifacts provide a dynamic visual rep-

resentation allowing the user to test the different courses of
actions allowed by the process model. The example depicted
in Figure 9 illustrates a guided simulation of a business pro-
cess. The process artifact depicted in the figure is an instance
of DCR Graphs, however, the same guided simulation could
be provided by instantiating any other language. This artifact
allows performing a guided simulation based on the user input,
which in turn allows to test the possible execution scenarios and
to perceive the allowed behavior at any stage of the simulation.

Guided Simulation

Figure 9: Example of a guided simulation corresponding to Frag-
ment 1.

3. Hybrid Business Process Representations

This section provides a unified terminology allowing to
conceive the different types of HBPRs. As mentioned in Sec-
tion 1, the definitions presented in this section are general
enough to cover all HBPRs. Sections 3.1 and 3.2 instantiates
the conceptual framework presented in Section 2 in order to de-
fine the scope of hybrid languages and hybrid process artifacts
respectively and to highlight the properties allowing to denom-
inate both of them. Finally, Section 3.3 provides a generic defi-
nition of a HBPR.

3.1. Hybrid Languages

A hybrid language combines existing languages at the level
of their syntax, semantics and language paradigm. Consider-
ing the process artifact framework depicted in Figure 4, the lan-
guage entity can be instantiated into a hybrid language which
can be represented as any combination of languages from the
imperative and declarative paradigm spectrum. The composi-
tion of a hybrid language is restrained by the ability to support
the syntax, semantics and language paradigm allowed by all
its composing languages. In other words, a hybrid language
should remain consistent even when only the vocabulary of a
single language is used [50]. This feature allows active users of
a composing language to progressively adapt to the new hybrid
language without having to acquire it from scratch [24].

The use of hybrid languages brings a number of advan-
tages. Firstly, by combining languages from the imperative–
declarative paradigm, hybrid languages allow overcoming the
limitations of individual languages and maintaining the balance
between understandability and flexibility (e.g., [51]). Secondly,
hybrid languages allow delivering an adequate language capa-
ble of representing business processes more concisely and pre-
cisely (e.g., [52]). Finally, hybrid languages enable the model-
ing of both rigid and flexible parts of a business process using
the same language (e.g., [8]).

3.2. Hybrid Process Artifacts

A hybrid process artifact combines a set of interrelated pro-
cess artifacts describing the same business process. Figure 10
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Figure 10: The scope of a hybrid process artifact defined based on the
process artifact framework.

illustrates an instance of the process artifact framework cap-
turing the scope of a hybrid process artifact. Here, a set of lan-
guages (represented in the figure as separated entities) is used to
describe different but interrelated process artifacts. The over-
lap between artifacts is an important characteristic discerning
hybrid process artifacts from multi-perspective process mod-
els (e.g., [53]). While a multi-perspective process model de-
scribes each business process aspect in a detached artifact, a hy-
brid process artifact overlaps in describing the business process
aspects, which in turn provides parallel visual representations
where equivalent information can be extracted easily.

Hybrid process artifacts have been proposed in the litera-
ture to address the separation of concerns between imperative
business processes and business rules. Moreover, hybrid pro-
cess artifacts have been used to improve the understandability
of process models as they provide hybrid visual representations
allowing to clarify the semantics of the model and to extract
equivalent information easily (e.g., [45, 21, 2]). Furthermore,
hybrid process artifacts have the potential to improve the main-
tainability of declarative process models by providing concrete
means to track the hidden dependencies (between the activities)
introduced due to the entanglement of constraints in the model.
For instance, by extending a declarative process model with
a guided simulation, it becomes possible to define the desired
and prohibited behaviors (through test cases) and to constantly
check them with the process model during a maintainability
task (e.g., [23]). In addition, hybrid process artifacts can of-
fer an alternative communication channels allowing to alternate
between different levels of abstraction and support the knowl-
edge transfer during the Process of Process Modeling (PPM)
by combining formal and informal artifacts, which in turn, en-
sure a seamless communication between domain experts and IT
specialists (e.g., [43, 54]).

3.3. Hybrid Business Process Representation

Following the characteristics of hybrid languages and hy-
brid process artifacts (cf. Sections 3.1 and 3.2 respectively), a
HBPR is defined as a collection of interrelated languages or
process artifacts defining overlapping aspects and parts of the
same business process.

4. Literature Search Method

This SLR aims at identifying the existing HBPRs taking a
control-flow perspective to look into the declarative paradigm.
In addition, it focuses on providing a fundamental understand-
ing of the proposed techniques through a transparent and re-
producible approach. The research method deployed in this
SLR follows the methodology proposed by Kitchenham [55]
and lines up with the guidelines suggested by Budgen and Br-
ereton [56] and Webster and Watson [57].

This section describes the search protocol adopted to con-
duct this SLR (cf. Figure 11). As a first step, the research prob-
lem is investigated by the authors and then formulated as a set
of research questions (cf. Section 4.1). Then, following the rec-
ommendations of modeling experts (i.e., academics with sev-
eral years of experience within the BPM field), a pilot search
is conducted on the bibliography of notable authors within the
field. (cf. Section 4.2). The outcome of this step allowed gath-
ering the most common keywords and refining a comprehensive
search string that covers the relevant literature (cf. Section 4.3).
In addition, the most common publication venues are identified
(cf. Section 4.4) and a set of inclusion and exclusion criteria is
defined to filter the search results and select the most relevant
articles (cf. Section 4.5). In the following step, the main lit-
erature search is performed and then the resulting articles are
scrutinized (cf. Section 4.6). Afterwards a forward search and
a backward search are performed (cf. Section 4.7). Finally, all
the articles are read and relevant data are extracted according to
a predefined scheme (cf. Section 4.8).

4.1. Research Questions

The research questions addressed in this study are the result
of a series of meetings where the authors discussed the research
problem (cf. Section 1.1) and the objectives of this study (cf.
Section 1.2). In order to obtain a clear understanding about
the HBPRs taking a control-flow perspective to look into the
declarative paradigm, it is important to identify and investigate
their distribution over time, type (i.e., journal, conference, book
chapters) and venues. Therefore, the first research question is
formulated as follows:
RQ1: What publications about HBPRs taking a control-flow
perspective to look into the declarative paradigm exist?
This question is divided into the following sub questions:
RQ1.1: How are these publications distributed over time?
RQ1.2: How are these publications distributed over publica-
tion type (i.e., journal, conference)?
RQ1.3: How are these publications distributed over publica-
tion venues?
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Figure 11: Summary of the protocol deployed to conduct this SLR (in BPMN language).

HBPRs have been deployed in several contexts. Therefore,
it is possible that the proposed approaches have emerged within
different research lines. The second research question investi-
gates this aspect by addressing the following question:
RQ2: What are the different research lines where the identified
HBPRs were proposed?

Once the research lines are identified, it is important to scru-
tinize the motivations behind the existing HBPRs in order to
have a clear understanding about the process modeling issues
which can be addressed using the proposed HBPRs. To this

end, the third research question is formulated as follows:
RQ3: What are the motivations driving the emergence of the
identified HBPRs?

The identification of the languages and the artifacts used
to compose the existing HBPRs allows discerning the ones
which were commonly deployed to model the imperative and
the declarative process specifications. Hereafter, the fourth re-
search question is formulated as follows:
RQ4: Which languages and artifacts are combined in the iden-
tified HBPRs?
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Among the key contributions aimed by this work is a de-
scriptive taxonomy allowing to categorize the existing HBPRs
based on their common inherent and visual features. The fifth
research question addresses this contribution as follows:
RQ5: How can we categorize the identified HBPRs into a de-
scriptive taxonomy?

The maturity of the proposed hybrid approaches is another
important aspect to investigate in order to evaluate the robust-
ness of the proposed HBPRs. In that respect, it is necessary to
investigate the extent to which the existing HBPRs have been
formalized, and whether they have been implemented and eval-
uated empirically. These 3 aspects are addressed by the sixth
research question as follows:
RQ6: How mature are the identified HBPRs in terms of for-
malization, availability of implementation and empirical eval-
uations?

Last but not least, the identification of the different applica-
tion domains where HBPRs have been used allows illustrating
the different fields where the use of HBPRs could be beneficial
in practice. With this regard, the seventh research question is
formulated as follows:
RQ7: In what application domains can the deployment of the
identified HBPRs be beneficial?

4.2. Pilot Search

Prior to the main literature search, a pilot search has been
conducted on the bibliography of notable authors following the
recommendations of modeling experts. As a result, the follow-
ing articles were considered as reference: [46, 58, 50, 24, 16,
59, 21, 60]. These articles use different terminologies. West-
ergaard and Slaats [50] and Slaats et al. [24] use the terms,
“hybrid model”, “hybrid process” and “mixing paradigms” to
describe HBPRs that combine languages from the imperative–
declarative paradigm spectrum. Lu et al. [58] use the term
“flexible workflow” in the context of an HBPR combining pre-
defined parts with loosely coupled parts of a business process.
Wang et al. [46] use the term “integrated modeling” referring
to a HBPR that combines business rules with business process
models. The authors in [16, 21, 59, 60] propose approaches
that combine multiple artifacts. Although no clear hybrid ter-
minology was mentioned, the proposed representations can be
seen as HBPRs in a way that they combine interrelated artifacts.
Therefore, it was necessary to extend the search to cover similar
publications (incorporating a combination of declarative repre-
sentations with other types of representations) where no hybrid
terminology was mentioned.

4.3. Search String

Following the keywords extracted from the pilot search (cf.
Section 4.2), the search string can be composed from the prod-
uct of two sets of keywords: (1) keywords emphasizing the
mixed nature of the proposed representations i.e., hybrid, mix-
ing, flexible and integrated. (2) keywords emphasizing the con-
cept of a business process i.e., workflow, process, model and
paradigm. Additionally, as some articles do not use explicit
terminologies to designate HBPRs, the keywords declarative,

constraint and rule-based were added to Set 1. These key-
words allow covering all subsets of declarative representations
including those extending declarative languages and artifacts
with other types of representations (e.g., [16]). The use of these
keywords leads to more false positive matches, but it helps cov-
ering a wider spectrum of the literature. In addition, the false
positive matches are filtered-out using the inclusion and exclu-
sion criteria introduced in Section 4.5 and the manual inspec-
tion of articles.

As some keywords might be used in different forms (e.g.,
appending suffixes), all keywords were transformed to their
base form, then a wildcard character (i.e., asterisk *) was ap-
pended to each one of them to broaden the search by looking
for all words starting with the same letters (e.g. mix* → mix,
mixed, mixing, etc.). Consequently, the following keywords
were derived: hybrid*, mix*, flexib*, integrat*, declar*, con-
straint*, rule*, workflow*, model*, process* and paradigm*.
To interlink the search keywords, the “OR” logical operator
was used. Indeed, during the study retrieval process, some lit-
erature search engines were unable to provide accurate results
using complex search queries (i.e., search strings combining
“OR”, “AND”, “NOT” operators). Thus, we have opted for a
simple search string to provide a unified search string and max-
imize the hit rate across all search engines. The final search
string is formulated as follows:

hybrid* workflow* OR hybrid* model* OR hy-
brid* process* OR hybrid* paradigm* OR mix*
workflow* OR mix* model* OR mix* pro-
cess* OR mix* paradigm* OR flexib* work-
flow* OR flexib* model* OR flexib* process*
OR flexib* paradigm* OR integrat* workflow*
OR integrat* model* OR integrat* process* OR
integrat* paradigm* OR declar* workflow* OR
declar* model* OR declar* process* OR declar*
paradigm* OR constraint* workflow* OR con-
straint* model* OR constraint* process* OR con-
straint* paradigm* OR rule* workflow* OR rule*
model* OR rule* process* OR rule* paradigm*

4.4. Publication Venues
The notion of hybrid representations is widely deployed

in several engineering fields. Therefore, conducting a general
string look-up would lead to a huge amount of false positive
matches. Once again, the recommendations of modeling ex-
perts were used to select the most popular data sources as well
as the most prominent publication venues. Namely, the fol-
lowing data sources have been covered: Springer Link, IEE
Explore Digital Library, ACM Digital Library, Science Direct,
and Wiley Inter Science. As some data sources do not enable
automated search, the Crossref3 API was used. Within these
data sources, the following journals have been covered: Deci-
sion support Systems (DSS), Information Systems (IS), Busi-
ness & Information Systems Engineering (BISE), Software and

3Crossref is Digital Object Identifier (DOI) registration agency indexing
publications identified with a DOI from different data sources. See http:
//crossref.org/
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Systems Modeling (SoSyM). In addition, the following con-
ference venues have been considered: International Confer-
ence on Software and System Processes (ICSSP), Enterprise
Distributed Object Computing (EDOC), Business Information
Systems (BIS), Business Process Management (BPM), Busi-
ness Process Modeling, Development and Support (BPMDS),
Conference on Advanced information Systems Engineering
(CAiSE), Conference on Conceptual Modeling (ER), Funda-
mental Approaches to Software Engineering (FASE), Formal
Methods (FM), Integrated Formal Methods (IFM) and On the
Move to Meaningful Internet Systems (OTM). Note that the
proceedings of the forums and the workshops organized during
each conference were also covered by the search.

4.5. Inclusion and Exclusion Criteria
In order to frame the search and to filter-out false positive

matches, a set of inclusion and exclusion criteria has been de-
fined.

4.5.1. Inclusion Criteria
A study is relevant if the following criteria apply:

• IC1: The study emphasizes the modeling of a HBPR.

• IC2: The study proposes a HBPR that includes at least
one declarative language or artifact.

• IC3: The proposed HBPR focuses on the control-flow
aspect (as defined in Section 2.1).

4.5.2. Exclusion Criteria
A study is excluded in case one of the following criteria

apply:

• EC1: The study does not have the main focus on the
modeling of HBPRs. (e.g., This excludes studies mining
HBPRs i.e., [61, 62, 63].)

• EC2: The study is not published in English.

4.6. Main Literature Search and Selection Process
The main literature search yielded a considerable amount

of matching articles. The look-up in the search engines covered
the meta-data of the articles i.e., title, abstract and keywords.
In total 3713 articles were found. The high number of article
retrieved from the search engines is typical for systematic liter-
ature reviews (e.g., [64]). In addition, since no unified terminol-
ogy about HBPRs exists, the search string was formulated to be
over-fitting for the purpose to cover a wide range of literature.

The selection process was performed by the corresponding
author of this paper who followed a systematic approach to fil-
ter the literature articles based on a set of inclusion and exclu-
sion criteria (cf. Section 4.5), which has been formulated and
agreed by all the co-authors. Furthermore, in order to reduce
any potential bias while selecting articles, the selection process
has been constantly checked by the co-authors and borderline
papers were discussed before deciding on their inclusion. Prior
to the selection process, the meta-data of these articles were
organized in a spreadsheet. During the selection process, the

title of each retrieved article was scanned first in order to de-
termine its relevance to the literature review (according to the
inclusion and exclusion criteria). If the title is prominent, then,
the abstract and keywords are inspected to further determine
the article relevance. In case, the relevance remains doubtful,
the article is fully read before being discussed internally by
the co-authors. A spreadsheet with all the found studies and
the decision on inclusion and exclusion is available online at
https://doi.org/10.5281/zenodo.3516661.

As result, 22 relevant articles were selected from the main
literature search. The selection also includes articles from the
pilot search (cf. Section 4.2). The articles selected in the main
literature search are the following: [46, 24, 52, 51, 45, 50, 59,
65, 58, 8, 37, 66, 25, 67, 68, 69, 70, 22, 16, 21, 60, 71] (the ar-
ticles meta-data are presented after adding the backward search
and forward search results, cf. Table 1). In the next step, a
backward and forward search are conducted on these articles to
gather additional relevant studies.

4.7. Backward and Forward Searches

To cover a wider range of the relevant literature, the initial
search process has been expanded with a backward search and
forward search. Section 4.7.1 shows the results of the backward
search, Section 4.7.2 shows the results of the forward search.

4.7.1. Backward Search
The backward search examines the references cited in the

literature to learn more about the foundation of the knowledge
in question. In the context of our SLR, the backward search
has covered the publications selected from the main literature
search. During this process, we came across 4 new publica-
tions addressing our research subject. The following publica-
tions were then appended to the results of the main literature
search: [72, 73, 74, 75].

4.7.2. Forward Search
The forward search examines new articles citing the litera-

ture and provides a follow-up on the development of the knowl-
edge in question. In the context of our SLR, Google Scholar4

was used to conduct the forward search on the publications se-
lected from the main literature search. As a result, 4 new pub-
lications were retrieved and appended to the results of the main
literature search: [76, 77, 78, 79].

4.8. Data Extraction

This section describes the data extraction process and lists
the attributes used to answer each of the research questions in-
troduced in Section 4.1. The data extraction process consists
of extracting information relevant to the SLR according to a
predefined data extraction scheme. The attributes depicted in
Figure 12 summarize the scheme used to organize the data.

The extended article meta-data, including the title, authors,
keywords, abstract, references, publication year, publication

4See https://scholar.google.com
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type (i.e., journal or conference) and publication venue, are
used to answer RQ1 by first enabling the identification of exist-
ing literature and then describing their time distribution, types,
and venues. For this analysis, descriptive statistics (i.e., count
and distributions in percentage) are used (cf. Section 5.1). To
Answer RQ2, all the articles are read and labeled subjectively
according to their research line. At the analysis, a backward
search is performed on the articles of the final study retrieval
list. During this process, an automated tool5, is used to ex-
tract and filter the references cited by each article in order to
retain only the citations referring to articles from the final study
retrieval list. Afterwards using a graph visualization, the arti-
cles are represented as nodes, and the references are represented
as directed edges between referring and referred articles. The
size of each node is defined based on the number of incom-
ing edges (i.e., the number of cites by the other articles in the
graph). As we suspect that the articles belong to different re-
search lines, a color is assigned to each node based on the label
of its research line (cf. Section 5.2). For RQ3, the motivations
behind each proposed approach are extracted, then used in the
analysis phase to discern the different motivations driving the
emergence of new HBPRs and to organize them into different
categories (cf. Section 5.3). RQ4 is answered by looking at the
combinations of languages and artifacts seen in the literature.
In this regard, the artifacts used to construct each HBPR (to-
gether with their languages) are extracted, then both their inher-
ent and visual features are scrutinized in order to discern their
hybrid properties. (cf. Section 5.4). The data extracted in RQ4
is further investigated to answer RQ5 (cf. Section 5.5). To an-
swer RQ6, data about formalization, availability of implemen-
tation and availability of evaluation are inferred. On that matter,
the articles are classified as having a mathematical formaliza-
tion, a meta-model formalization or not being formalized at all.
Concerning the implementation, in case an article provides an
implementation, information about tool name, type (i.e., pro-
totype, plugin or commercial product), parent framework and
reference are extracted. Then, for the evaluation, information
about the number (#) of participants, evaluation reference, eval-
uation type (i.e., quantitative, qualitative or both), research as-
pects, instruments, measurements, and outcome are extracted.
The data about formalization, implementation and evaluation
are investigated during the analysis to denote the maturity of
the proposed approaches (cf. Section 5.6). Finally, to answer
RQ7, information about the different application domains used
to exemplify the approaches proposed in the literature are ex-
tracted, grouped and presented at the analysis (cf. Section 5.7).

5. Analysis of Findings

This section provides an overarching analysis of the liter-
ature. Section 5.1 identifies the existing HBPRs and provides
descriptive statistics (i.e., time distribution of publications, pub-
lication venues, and publication types) emphasizing the general

5CERMINE is the tool used to extract references from the articles. Source
code available at https://github.com/CeON/CERMINE

findings obtained from the SLR search. Section 5.2 identifies
the existing research lines that propose HBPRs. Section 5.3
highlights the motivations supporting the proposed representa-
tions. Section 5.4 distinguishes the different combinations of
languages and artifacts proposed in the literature, Section 5.5
introduces a new taxonomy to categorize existing HBPRs, Sec-
tion 5.6 investigates their maturity in terms of formalization,
availability of implementation and empirical evaluation, and
finally Section 5.7 reports the different application domains
where the proposed HBPRs can be deployed.

5.1. Literature Search Findings
This section reports the results for RQ1. Table 1 shows the

final study retrieval list including the title, the venue, the year
and the authors of the selected articles. Overall, 30 articles were
identified following the search method introduced in Section 4.

As depicted in Figure 13a, the articles addressing HBPRs
have emerged since 2001 (answering RQ1.1). The time distri-
bution of publications shows that 2011 and 2016 were the years
with the highest number of publications addressing the topic
(4 articles each year). By comparing the time distribution be-
tween the last two decades (cf. Figure 13b), one can notice
that 77% of the articles were published between 2009 and 2018
compared to only 23% between 2001 and 2008. This shows an
increasing tendency of articles proposing HBPRs over the last
two decades. This tendency is also visible from the trend line
depicted in Figure 13a.

Figure 13c shows the distribution of publications over pub-
lication type (answering RQ1.2). The search results show that
73% of articles appeared in conference proceedings, 23% ap-
peared in journal proceedings, whereas only 4% where pub-
lished as book chapters.

Finally, the selected articles were published in different
venues (answering RQ1.3). As shown in Figure 13d, besides
the initial publication venues considered for the main search,
new venues have been covered during the backward and for-
ward search. The distribution of the publication venues shows
that EDOC, BPM and CAiSE take the lead with the largest pro-
portions (i.e., 20%, 17%, and 10% respectively) and gather 47%
of publications.

5.2. Research Lines
This section discusses the different research lines where

HBPRs were introduced (answering RQ2). In the process of
examining the articles retained in the final study retrieval list
(cf. Table 1), a label was subjectively assigned to each ar-
ticle depending on its corresponding research line (cf. Sec-
tion 4.8). The results of the labeling indicate that HBPRs have
evolved in different contexts. More specifically, we have iden-
tified two main research lines within the BPM field. In the first
research line (RL1), the authors proposed extending and sup-
porting declarative languages, whereas in the second research
line (RL2), the authors proposed integrating business rules with
business processes. Section 5.2.1 validates the subjective label-
ing used to identify the research lines, and then Sections 5.2.2
and 5.2.3 present respectively the articles identified within these
research lines.
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Figure 12: Data extraction scheme.

Titles Venues Years Authors

The Process Highlighter: From Texts to Declarative Processes and Back [21] BPM 2018 Hugo A. Lopez et al.
Formal Model of Business Processes Integrated with Business Rules [79] ISF 2018 Kluza, Krzysztof and Nalepa, Grzegorz J.
Discovering hidden dependencies in constraint-based declarative process models for improving understandability [45] IS 2018 De Smedt, Johannes et al.
Effect of Linked Rules on Business Process Model Understanding [46] BPM 2017 Wang, Wei et al.
The Semantics of Hybrid Process Models [24] OTM 2016 Slaats, Tijs et al.
Improving Understandability of Declarative Process Models by Revealing Hidden Dependencies [67] CAiSE 2016 De Smedt, Johannes et al.
Web-Based Modelling and Collaborative Simulation of Declarative Processes [70] BPM 2016 Marquard, Morten et al.
Business Process Flexibility and Decision-Aware Modeling—The Knowledge Work Designer [60] Book 2016 Hinkelmann, Knut
Mixed-paradigm process modeling with intertwined state spaces [52] BISE 2015 De Smedt, Johannes et al.
Declarative Process Modeling in BPMN [51] CAiSE 2015 De Giacomo, Giuseppe et al.
Hybrid Process Technologies in the Financial Sector [22] BPM 2015 Debois, Søren et al.
Mixing Paradigms for More Comprehensible Models [50] BPM 2013 Westergaard, Michael and Slaats, Tijs
Towards the Combination of BPMN Process Models with SBVR Business Vocabularies and Rules [78] ICIST 2013 Mickevičiūtė, Eglė and Butleris, Rimantas
Creating Declarative Process Models Using Test Driven Modeling Suite [16] CAiSE 2012 Zugal, Stefan et al.
Enriching Business Processes with Rules Using the Oryx BPMN Editor [73] ICAISC 2012 Kluza, Krzysztof et al.
Patterns for Flexible BPMN Workflows [59] EuroPLoP 2011 Zimmermann, Brigit and Doehring, Markus
Modeling Flexible Business Processes with Business Rule Patterns [65] EDOC 2011 Milanovic, Milan et al.
Framework for Business Process and Rule Integration: A Case of BPMN and SBVR [68] BIS 2011 Cheng, Ran et al.
Toward enhanced life-cycle support for declarative processes [69] SEP 2011 Zugal, Stefan et al.
Exploiting Rules and Processes for Increasing Flexibility in Service Composition [72] EDOC 2010 Sapkota, Brahmananda and van Sinderen, Marten
Flexibility as a Service [75] DASFAA 2009 van der Aalst, W. M. P. et al.
On managing business processes variants [58] DKE 2009 Lu, Ruopeng et al.
Towards a Language for Rule-Enhanced Business Process Modeling [74] EDOC 2009 Milanovic, Milan and Gasevic, Dragan
Achieving Business Process Flexibility with Business Rules [66] EDOC 2008 van Eijndhoven, Tim et al.
DECLARE: Full Support for Loosely-Structured Processes [8] EDOC 2007 Pesic, Maja et al.
Patterns of Business Rules to Enable Agile Business Processes [71] EDOC 2007 Graml, Tobias et al.
Specification and validation of process constraints for flexible workflows [25] IS 2005 Sadiq, Shazia W. et al.
A constraint specification approach to building flexible workflows [77] RPIT 2003 Mangan, Peter and Sadiq, Shazia
On Building Workflow Models for Flexible Processes [76] ADC 2002 Mangan, Peter and Sadiq, Shazia
Pockets of Flexibility in Workflow Specification [37] ER 2001 Sadiq, Shazia et al.

Table 1: Final study retrieval list. The publication venues are abbreviated as mentioned in Section 4.4. The new venues are the following: DASFAA
(International Conference on Database Systems for Advanced Applications), DKE (Data and Knowledge Engineering), IS (Information Systems),
SEP (Software: Evolution and Process), ICAISC (International Conference on Artificial Intelligence and Soft Computing), ISF (Information
Systems Frontiers), Australasian Database Conference (ADC), EuroPLoP (European Conference on Pattern Languages of Programs) and RPIT
(Research and Practice in Information Technology).

5.2.1. Labeling Validation
To substantiate our subjective labeling, we have followed

the approach introduced in Section 4.8. As shown in Figure 14,
two nearly independent clusters of articles can be discerned.
Namely, the cluster of articles in RL1 (colored in red) and the
cluster of articles in RL2 (colored in green). Except a unique

edge (cross-reference) between van Eijndhoven et al. [66] and
Sadiq et al. [37], none of the other articles in one cluster has
cited articles from the other cluster. By closely inspecting the
context where [66] cited [37], we have found a single cita-
tion that came up in the context of sharing the same concerns
as Sadiq et alẇith regards to process flexibility. However the
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Figure 13: Different distributions of the articles in Table 1.

two approaches use different concepts and techniques to define
HBPRs.

Additionally, one article (i.e., Hinkelmann [60]) remained
independent from both research lines. Although, the ap-
proach proposes a hybrid representation addressing the separa-
tion of concerns between process and business logic, no cross-
referencing has been identified in relation with the articles of
RL2. By scrutinizing the article, we have noticed that the au-

thor did not explicitly describe the related work about the simi-
lar hybrid representations, which could in turn explain the lack
of connections with other similar articles.

The size of the nodes provides insights about the approaches
which offer the most widespread traction and were used as a
basis to develop other approaches. In the context of the HBPRs
covered in this study, [8], [37] and [50] were the most cited
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Figure 14: Cross-referencing graph of the articles in Table 1. The colors of the nodes refer to their corresponding research lines. The direction of
the arrows indicates the citing between articles.

approaches in RL1, while [71] was the most cited approache in
RL2. The impact of these approaches is discussed in Section 6.

In the next sub-sections (cf. Sections 5.2.2 and 5.2.3), the
articles proposed within each research line are introduced.

5.2.2. Extending and Supporting Declarative Languages
The use of HBPRs extending declarative languages occu-

pies a large part of the literature. Sadiq et al. [37] propose a
hybrid approach to construct process models. Herein, an im-
perative process model is extended with several “pockets of
flexibility” where the relations between the activities in each
pocket are modeled in a declarative – constraint-based style.
Pockets of flexibility are defined at design-time and explicit
workflow executions are constructed at run-time according to
the pockets’ constraints. Using the same concept, Mangan
and Sadiq [76, 77] extend this work and propose a HBPR
combining basic imperative modeling constructs with dynamic
constraints (cf. Section 5.4). The later is further elaborated
in [25]. Similarly, Lu et al. [58] present a HBPR combining
pre-defined model parts with loosely coupled model parts us-
ing a constraint-based approach.

Pesic et al. [8] introduce Declare as a new constraint-based
process modeling language for loosely coupled process models.
Since Declare is not appropriate for modeling highly structured
processes due to its constraint-based nature and the inability
of users to make sense of process models with too many con-
straints [14], the authors suggested to combine it with YAWL
(i.e., an imperative language). This in turn, would enable mod-
eling both highly structured parts and loosely structured parts
of process models efficiently. An extension for this approach
was later proposed by Van der Aalst et al. [75].

Westergaard and Slaats [50] proposed a hybrid language al-
lowing for the use of both the imperative and declarative for-
malisms within the same process model. This in turn, enables a
concise representation for unstructured processes and detailed

specifications for structured processes. Similarly, De Giacomo
et al. [51] propose a new extension of BPMN entitled BPMN-
D. With the same concept in mind, Slaats et al. [24] propose a
hybrid framework, allowing to model processes in a hierarchi-
cal structure such that each sub-process of the hierarchy can be
modeled using either an imperative or declarative language.

De Smedt et al. [52] address the trade-off between un-
derstandability and flexibility when using an imperative or a
declarative modeling language, and analyze the implications of
combining languages from different paradigms (particularly in
terms of their syntax, execution semantics, and understandabil-
ity). On these grounds, the authors introduce a step-wise ap-
proach to derive a hybrid language.

Zugal et al. [69, 16] propose a Test Driven Modeling (TDM)
approach addressing the understandability and maintainability
of declarative process models. The authors base their approach
on the concept of computational offloading from CLT [80],
which refers to the extent to which a user can extract cer-
tain information from a business process model quickly. As
declarative process modeling languages have lower computa-
tional offloading (compared to imperative languages), enrich-
ing them with test cases would increase their computational
offloading by providing means to easily locate hidden depen-
dencies and validating specific scenarios against forbidden be-
haviors. Similarly, Marquad et al. [70] and Debois et al. [22]
propose HBPRs to support declarative process models using
guided simulations.

Lopez et al. [21] introduce the process highlighter as a
means to clarify the semantics of declarative process mod-
els. The proposed hybrid representation interlinks the mod-
eling constructs (i.e., roles, activities and constraints) of the
model with the corresponding fragments in the textual descrip-
tion. This hybrid approach, in turn, provides a better alignment
between the two artifacts and improves the comprehension of
the model [48].
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In another quest to support declarative process models, De
Smedt et al. [67, 45] address the issue of hidden dependencies
and its negative impact on the understandability of declare pro-
cess models (cf. Section 1). In this vein, a hybrid representation
revealing hidden dependencies is proposed to avoid all sort of
ambiguities while conjoining Declare constraints.

5.2.3. Integrating Business Rules with Business Processes
The second research line evoking HBPRs in the literature

is associated with approaches addressing the separation of con-
cerns between imperative processes and business rules. These
approaches aim at integrating business rules with process mod-
els. In this context, business rules are extracted from the control
flow and represented in natural language or following specific
rule-based languages (usually using an intuitive syntax). This
way, the complexity of the process model is reduced and higher
flexibility and adaptability are ensured at run-time. What makes
the difference between the approaches proposed in this research
line compared to the previous one is that, here, constraints are
represented in a more human readable way (i.e., annotations),
which in turn, improve the understandability of the business
process. Business rules can be appended to a process model
as model annotations [68] or as linked rules connected to spe-
cific parts of the process model [72]. In both cases, business
rules provide a HBPR combining two different artifacts (i.e.,
business rules with a process model).

The literature proposes a variety of approaches aiming
at combining business rules with process models. Cheng et
al. [68] address four important aspects to consider while com-
bining both artifacts: (1) Business rules and imperative process
models have different representations. In other words, business
rules tend to be represented textually while imperative process
models tend to be represented graphically. Thus, the combina-
tion should map the textual annotations to the business process
constructs with a minimal information loss. (2) The seman-
tics of both artifacts are fundamentally different. (3) Each of
the artifacts targets different levels of abstraction. While im-
perative process models elicit the way activities should happen,
business rules emphasizes what should happen. (4) Neverthe-
less, an overlap between the specifications provided by both ar-
tifacts is possible which should be also taken into consideration
when using such combinations. The authors propose an over-
arching framework to support the combination of imperative
models and business rules by introducing two mapping meth-
ods allowing to identify the inconsistencies between business
rules and imperative business processes. Similarly, Mickevi-
ciute and Butleris [78] investigate the combination capabilities
of imperative and declarative languages and address a possible
mapping of elements of both languages to infer inconsistencies
and overlaps.

Kluza et al. [73] claim that imperative languages are not
suitable to model low-level logic of tasks in business processes.
Alternatively, the authors propose to use business rules to in-
tegrate the low-level logic in business processes. In this work,
the authors address two important integration aspects: (1) The
visual modeling aspect of business rules by introducing an ap-
proach to manage them visually. (2) The execution aspect of the

integrated model by providing an execution environment imple-
menting a rule engine. Kluza and Nalepa [79] extend this work
by introducing a formal semantics for integrating business rules
in a process model.

Graml et al. [71] argue that existing business processes
(modeled in an imperative style) lack adaptability and are un-
able to cope with changes in real-time. To ensure a high flexi-
bility and better adaptability, the authors propose a set of mod-
eling patterns allowing to extract derivation rules (used for de-
cisions), constraints (used to enforce decisions), and process
rules (used to define the dependencies between the process ac-
tivities) from process models. These rules can be defined sepa-
rately from the control flow and then integrated as linked rules.
Following this approach, the resulting HBPR combines a pro-
cess model and business rules modeled as linked rules. Simi-
larly van Eijndhoven et al. [66], propose a rule-based approach
to separate business rules from process models. The approach
consists of of first discerning the static and the changing parts
in the process model, then representing the latter as business
rules. This way, all modifications on the changing part of the
process will involve only editing the business rules.

Milanovic and Gasevic [74] introduce a HBPR allowing to
model the different modeling patterns proposed in [71] to inte-
grate business rules in business processes. This work was fur-
ther elaborated in [65] by Milanovic et al., where the authors
review the modeling patterns proposed in [71] and address the
lack of a systematic modeling approach that abstracts from the
implementation details and rather focus on the modeling itself.
Consequently, the authors refined the approach proposed in [71]
and abstracted it from any technology dependency.

Similarly, Zimmermann and Doehring [59] introduce a
HBPR aiming at extracting the contextual facets from the pro-
cess model and representing them as business rules. Hence,
reducing the complexity of the process model. This way also,
dynamic changes are supported and process instances are able
to adapt to events and changes of context variables at run-time.

Sapkota and van Sindern [72] address the continuous
change in business demands and the inability of existing service
composition techniques to cope with flexibility and adaptabil-
ity of business processes. Consequently, the authors consoli-
date between declarative and imperative designs by deploying
business rules to define constraints and handle service orches-
tration in a dynamic manner. Similarly to Graml et al. [71],
the authors emphasize the importance of extracting rules from
process models, then integrating them in a way that business
processes can adapt to changing requirements and ensure rules
consistency without altering the composition logic.

The understandability of HBPRs combining a process
model with business rules was investigated by Wang et al. [46].
In the design of their experiment the authors deploy a layout
where a process model and linked rules are displayed side by
side. This layout illustrates a hybrid representation that com-
bines a process model with business rules expressed in natural
language.

Hinkelmann [60] proposes a hybrid representation allow-
ing to represent process logic imperatively and business logic
declaratively in an integrated manner. As mentioned in Sec-
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tion 5.2.1, although no direct connections can be established
(in term of cross-referencing) with the article of RL2, the pro-
posed approach is clearly addressing the separation of concerns
between process logic and business logic, and thus sharing sim-
ilar characteristics with the other approaches in RL2.

5.3. Motivations

This section presents the motivations driving the emergence
of the proposed HBPRs (answering RQ3). In the context of this
study, the motivations are derived based on the functional as-
pects of the proposed approaches. This information is directly
extracted from each of the selected articles after being fully
read.

The articles published within the different research lines
share several motivations. Most of the authors in the literature
motivate their approaches and explicitly describe the motiva-
tions behind the proposed HBPRs. Through the literature, the
following motivations were identified:

(a) Enhancing process flexibility and allowing adaptability
at run-time by combining loosely structured model parts
with highly structured parts.

(b) Reducing the complexity of process models by separat-
ing business rules from the control flow, then integrating
them in a hybrid representation.

(c) Introducing hybrid languages to deliver the most ade-
quate language allowing to represent business processes
more concisely and precisely.

(d) Improving the understandability of process models and
fostering the communication between the different pro-
cess stakeholders (i.e., domain experts and IT special-
ists).

(e) Improving the maintainability of process models and en-
suring better process re-usability.

(f) Supporting the modelers in the PPM.

Table 2 summarizes the motivations driving the emergence
of the approaches proposed within RL1 and RL2. The table
shows that several articles intersect with more than one mo-
tivation despite their context or research line. By looking at
the distribution of the motivations over the two research lines,
one can notice that both research lines share motivations about
process flexibility, understandability and maintainability. How-
ever, only approaches in RL1 aim at improving the PPM and
enhancing the conciseness and preciseness of hybrid languages,
whereas only approaches in RL2 aim at separating and integrat-
ing business rules.

5.4. Combined Languages and Artifacts

This section identifies the languages and artifacts combined
in the proposed HBPRs (answering RQ4). As shown in Table 3,
some languages were commonly deployed in several hybrid ap-
proaches to model either imperative or declarative process spec-
ifications. With respect to RL1, Declare was the most common
language to be combined with other languages (i.e., [75, 8, 50,

24, 52, 51, 67, 45, 69, 16]). Besides Declare, DCR was com-
bined with textual annotations (i.e., [21]) and language indepen-
dent representations (i.e., flow-based representation [22] and
guided simulation tool [70]) in order to model declarative spec-
ifications. The proposed HBPRs were represented using differ-
ent types of artifacts. On that matter, two distinct types of ar-
tifacts can be discerned, namely, static artifacts and interactive
artifacts. Static artifacts were represented as a process model
(i.e., [75, 8, 50, 24, 52, 51, 67, 45, 69, 16, 70, 22]) and a textual
description (i.e., [67, 45, 21] ). Whereas interactive artifacts
were represented as a guided simulation (i.e., [69, 16, 70, 22]).

Regarding RL2, BPMN was the only language used to rep-
resent the structured parts of business processes, while several
other declarative languages were used to represent the unstruc-
tured parts (i.e., [68], [78], [73], [79], [65], [59], [60], [46]).
The proposed HBPRs in this case were represented using the
combination of two static artifacts (i.e., a process model and a
textual description).

In addition, several approaches in both RL1 and RL2 ab-
stracted from particular language specifications and rather pro-
posed generic approaches that can be adapted to a wide range
of declarative and imperative languages. In RL1, some ar-
ticles (i.e., [37, 25, 58, 76, 77]) propose hybrid approaches
combining generic imperative constructs with declarative con-
straints. The proposed HBPRs were all represented as static ar-
tifacts i.e., process models. Alternatively, in RL2, some articles
(i.e., [71, 66, 72]) restricted the modeling of imperative speci-
fications to BPMN , while they still abstracted from choosing
a particular language to model declarative specifications. Nev-
ertheless, all the resulting HBPRs assume the combination of
two static artifacts i.e., a process model to represent imperative
specifications and textual descriptions to represent declarative
specifications. Therefore, the use of these approaches is limited
to only declarative languages which are conventionally repre-
sented in a textual format.

By looking at the different combinations of artifacts shown
in Table 3, one can notice that none of the proposed HBPRs
comprises a dynamic artifact. On that matter, one can argue that
none of the covered approaches has deployed input from event
logs to support HBPRs. This limitation is further discussed in
Section 6.

5.5. Taxonomy

This section presents a descriptive taxonomy (answering
RQ5) based on the outcome of the combinations of the arti-
facts and the languages presented in Section 5.4. Process ar-
tifacts can be categorized according to their inherent and vi-
sual features (cf. Section 2.3). The inherent features can be
used to discern the formality and the language paradigm char-
acteristics of the languages combined in a HBPR. In terms of
formality, some HBPRs in the literature (1) combine two lan-
guages having a formal syntax and formal semantics, whereas
other HBPRs (2) combine a language having a formal syntax
and semantics with a language having a semi-formal syntax or
semantics. Another set of HBPRs (3) uses a language having
a formal syntax and semantics together with a language having
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Motivations Articles in RL1 Articles in RL2

(a) Process flexibility [37], [25], [76], [77],[58], [50], [75], [51], [24], [52], [71], [66], [74], [65], [59], [72]
(b) Separating and integrating business rules [71], [66], [74], [65], [59], [72], [60]
(c) Conciseness and preciseness of hybrid languages [50], [51], [24], [52]
(d) Understandability [52], [69], [16], [67], [45], [70], [22] [68], [78], [73], [79], [74], [65], [59], [46], [21], [60]
(e) Maintainability [69], [16], [37], [25], [70], [22] [66], [59], [72], [21], [60]
(f) Improving the PPM [69], [16], [67], [70], [22], [21]

Table 2: Summary of the motivations behind the HBPRs proposed in the literature.

Languages Artifacts

Imperative Declarative Static Interactive
Work BPMN YAWL Petri net C.Petri net I-NL Lang. Indep/Unspecified Declare DCR CMMN C-NL R2ML SBVR XTT2 Lang. Indep./Unspecified Text.Des. P.Model Guided Sim.

R
L

1

[75] x x x
[8] x x x
[50] x x x x
[24] x x x
[52] x x x
[51] x x x
[67] x x x x
[45] x x x x
[69] x x x x
[16] x x x x
[70] x x x x
[22] x x x x
[21] x x x x x
[37] x x x
[25] x x x
[58] x x x
[76] x x x
[77] x x x

R
L

2

[68] x x x x
[78] x x x x
[73] x x x x
[79] x x x x
[74] x x x x
[65] x x x x
[59] x x x x
[60] x x xx
[46] x x x x
[71] x x x x
[66] x x x x
[72] x x x x

Table 3: List of the languages and artifacts combined in the HBPRs proposed within RL1 and RL2.

Formal and Formal Formal and Semi-formal Formal and Informal Generic Language

RL1 RL2 RL2 RL1 RL2 RL1 RL2

Hybrid Language Hierarchical Structure [8], [75], [24] [37], [76], [77], [25], [58]
Mixed Structure [50], [51], [52], [60]

Hybrid Artifacts P. Model and T. Descriptions [73], [79] [68], [78],[74], [65], [59] [67], [45], [21] [46] [71], [66], [72]
P. Model and Guided Sim. [69], [16], [70], [22]

Table 4: Categorization of the literature articles based on their language formality and visual features. “Formal and Formal” refers to the
combination of two languages having a formal syntax and formal semantics. “Formal and Semi-formal” refers to the combination of a language
having a formal syntax and semantics with a language having a semi-formal syntax or semantics. “Formal and Informal” refers to the combination
of a language having a formal syntax and semantics with a language having an informal syntax and semantics.

an informal syntax and semantics. Table 4, categorizes the lit-
erature articles according to their language formality6. In terms
of the language paradigm, HBPRs can be grouped as previously
shown in Table 3.

The visual feature can be used to discern the types of the
artifacts combined in the proposed HBPRs. As mentioned in
Section 2, HBPRs can be divided into (a) hybrid languages
and (b) hybrid process artifacts. In the literature, hybrid lan-
guages are composed in a single static artifact, whereas hybrid
process artifacts are composed using multiple static and inter-
active artifacts. By looking closely at the articles describing
hybrid languages, two different types of structures emerge: hi-
erarchical structures and mixed structures. With hierarchical

6Approaches abstracting from combining particular language specifications
are not covered by the formality grouping.

structures, process models are fragmented into sub-processes
or so so called “Pockets of Flexibility” [37] where each sub-
process or pocket can be modeled using a declarative or an
imperative language. Such a decomposition reduces the com-
plexity of the hybrid representation and allows for s better re-
usability of the existing model fragments [24]. Alternatively,
mixed structures allow combining declarative and imperative
languages within the same process or sub-process. This way,
languages from different ends of the imperative–declarative
paradigm spectrum can be fully mixed to represent both imper-
ative and declarative specifications in a compact manner. Al-
though this approach is not very common in the literature some
articles (i.e., [50, 51, 52, 60]) have used mixed structures in
the design of their hybrid languages. The structures of hybrid
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languages identified in the literature complement the character-
istics of hybrid languages introduced in Section 3.1.

Hybrid process artifacts have been represented differently
in the literature. Some articles combine two static process ar-
tifacts, which are represented as a combination of a process
model with textual descriptions. Other approaches combine a
static artifact with an interactive one, namely, a process model
with a guide simulation. Table 4 categorizes the literature arti-
cles based on their visual features, and Figure 15 summarizes
the proposed taxonomy graphically.

5.6. Maturity

This section evaluates the maturity of the proposed ap-
proaches (answering RQ6). To this end, a set of maturity crite-
ria has been defined according to the recommendations of mod-
eling experts. First, the degree of formalization evaluates the
extent to which the proposed approaches can be used to design
a HBPR consistently. Secondly, the availability of implementa-
tion provides indications about how swiftly they can be applied

in realistic settings. Finally, empirical evaluations provide an
assessments of the proposed approaches under different condi-
tions. Section 5.6.1 compares the articles based on their degree
of formalization. Section 5.6.2 provides details about the im-
plementations proposed in the literature and compares them.
Section 5.6.3 describes the results of the empirical evaluations
conducted in the literature and provides a comparison for them.

5.6.1. Formalization
The approaches introduced in the literature are described

with varying levels of formalization. Indeed, part of the pro-
posed approaches use meta-models to describe the components
of their HBPRs. Although meta-models might not be enough
to formally describe the proposed approaches, their abstraction
allows conveying the overall idea and provides a moderate un-
derstanding to the reader. However, as a mathematical formal-
ization is missing for these approaches, side issues and mis-
interpretations might be encountered during their deployment.
Besides, several authors in the literature have provided a mathe-
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Figure 16: Distribution of the articles according to their formalization based on different categorizations.

Deg. of Formalization Publications Refs.

Meta-model [74], [65], [59], [69],
[16], [60]

Mathematical [77], [75], [51],
[24], [52], [71],
[67], [45], [25], [58]

No Formalization [37], [76], [8], [50],
[68], [78], [73], [79],
[66], [72], [46], [22],
[70], [21]

Table 5: Degrees of formalization of each of the HBPRs proposed in
the literature.

matical formalization to describe their approaches. With this re-
gards, the proposed formalizations provide an overarching un-
derstanding of the approaches and mark their readiness for de-
ployment in realistic settings. Another portion of the literature

did not provide any formalization to their approaches. By in-
specting the articles with none formalized approaches, one can
notice that most of them were either part of new initiatives, in-
termediate work, evaluations or approaches proposed in ad-hoc
contexts (i.e., for specific case studies). Table 5 summarizes the
degrees of formalization of each of the approaches proposed in
the literature.

Figure 16 compares the formalization of the approaches
based on the research lines categorization and the taxonomy
introduced in Sections 5.2 and 5.5 respectively. By comparing
the two research lines, one can notice that nearly half of the ap-
proaches proposed within RL1 and RL2 are formalized. Look-
ing at the different types of formalization, one can see a ten-
dency to formalize approaches in RL1 mathematically, whereas
more approaches in RL2 are formalized using a meta-model.
By comparing the approaches based on the proposed taxon-
omy (i.e., hybrid languages, hybrid artifacts), one can notice
a balanced distribution between none-formalized and formal-
ized approaches in both research lines. However, none of the
approaches in RL1 has been formalized using a meta-model,
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whereas, nearly two-thirds of approaches in RL2 have been
formalized using a meta-model. These insights suggest that
the approaches in RL1 and the approaches proposing a hybrid
language are the candidates to represent HBPRs consistently,
which in turn raise the need to provide mathematical formaliza-
tions for the approaches in RL2 and for the approaches propos-
ing a hybrid artifact.

5.6.2. Availability of Implementation
The availability of implementation is another important as-

pect allowing to assess the maturity of the proposed HBPRs.
Information about the implemented approaches including the
tool name, type, parent framework and a reference to the tool
are shown in Table 6. This information provides clear insight
into the maturity of the proposed approaches in terms of their
implementation characteristics. For instance, the implementa-
tion type allows discerning whether the tool is a prototype, a
plugin or a commercial product. Furthermore, the implementa-
tion type can also provide indications about the tool integration
in industry, as commercial products are more likely to be used
in industry compared to prototypes or plugins.

Among the 30 articles found in the literature, 18 comprise
an implementation. As shown in Table 6, most of the imple-
mented approaches were either prototypes or plugins, whereas
only 3 approaches are available as part of a commercial prod-
uct. Furthermore, as prototypes were mostly used as a proof
of concept, some articles have not shared their implementation
source code in their publications while other implementations
have been discontinued.

By comparing the approaches proposed within the two re-
search lines identified in Section 5.2 (cf. Figures 17a and 17b),
it is visible that more approaches have been implemented in
RL1 compared to RL2. In addition, by considering the devel-
opment of commercial products, one can claim that RL1 com-
prises mature implementations which can be adopted in indus-
trial settings. When comparing the proposed approaches based
on the taxonomy in Section 5.5 (cf. Figures 17c and 17d), one
can notice that the largest portion of hybrid languages has not
yet been implemented and the rest were implemented either
as prototypes or plugins. Regarding hybrid artifacts, a large
portion has already been implemented as commercial products,
prototypes and plugins. This insight denotes the maturity of ap-
proaches implementing hybrid artifacts and raises the need for
providing a tool-support for the existing hybrid languages since
some of them have been already formalized (cf.Section 5.6.1).

5.6.3. Empirical Evaluation
The availability of empirical evaluations is considered as

an important factor to evaluate the maturity of the approaches
presented in the literature. Among the 30 articles in the liter-
ature, only 5 HBPRs developed in 8 articles i.e., [46, 69, 16,
67, 45, 70, 22, 21] were evaluated in the literature. As shown
in Table 4, these articles correspond to approaches proposing a
hybrid artifact, in particular, approaches combining a process
model with textual descriptions and approaches combining a
process model with a guided simulation. Table 7 provides an
overview about the approaches evaluated in the literature.

The TDM approach [69, 16] was evaluated in [23] and [83],
the evaluation has covered two empirical studies. The first study
covered 8 participants and investigated the extent to which the
proposed HBPR helps to foster the communication with domain
experts and IT specialists during the PPM. In this experiment,
the communication between the process stakeholders during the
PPM was recorded. Then following, the CoPrA approach [84],
the verbal data was transcribed and coded according to a spe-
cific coding scheme. Additionally, video recordings of the mod-
eling sessions were also collected to perceive the context of the
verbal data. A qualitative analysis of the coded data shows that
test cases were accepted by the participants as communication
channel and the HBPR contributes to a better understandability
of declarative process models. The second study has covered
12 participants and investigated the maintainability of the pro-
posed representation. In this study, the TDM framework and
the Cheetah experimental platform [85] were used to track the
PPM and to assess the quality of the obtained process models.
In addition, questionnaires were deployed to measure the cog-
nitive load and the quality of the process models as perceived by
the participants by the end of the modeling session. The results
of a quantitative analysis demonstrate that the proposed rep-
resentation improves the maintainability of declarative process
models, lowers the cognitive load, and increases the perceived
model quality.

The approach extending a declarative process model with
textual descriptions of the hidden dependencies between the
Declare relations [67, 45] was evaluated in two studies. A first
study was reported in [67] with 95 participants then extended in
a second study to cover 146 participants in [45]. In this work,
the authors investigate the impact of the proposed HBPR on
model understandability by scrutinizing the effect of adding an
extra layer of textual descriptions to declarative process mod-
els. To this end, the authors used Declare Execution Environ-
ment (cf. Table 6) to record important interactions (i.e., opening
a dependency graph visualization) and response time. Further-
more, the authors use questionnaires to evaluate the participants
comprehension and self-assessment of cognitive load. The re-
sults of quantitative and qualitative analyses demonstrate that
the use of textual descriptions contributes to an enhanced un-
derstandability, reduced mental effort and response time when
dealing with a HBPR compared to a declarative process model
representation.

The understandability of HBPRs where linked rules are
combined with imperative process models was evaluated
in [46]. This representation illustrates the common represen-
tation of HBPRs proposed in RL2 (cf. Section 5.2.3). The
study has covered 58 participants. In order to investigate the im-
pact of integrating business rules in process models, an Eclipse
RCP application7 illustrating a HBPR was developed. Further-
more an eye tracking device was deployed to record the par-
ticipants gaze data during the experiment, which in turn, were
used to derive the total fixation duration (i.e., sum of the du-
ration of all fixations on a specific area of the stimulus [86]).
As a performance measure, the response times of participants

7See https://wiki.eclipse.org/Rich_Client_Platform

22

https://wiki.eclipse.org/Rich_Client_Platform


Commercial 
Product

23%

Prototype
23%

Plugin
15%

Not 
implemented

39%

Research line 1: Extending and 
supporting declarative languages

Commercial Product Prototype Plugin Not implemented

(a) Distribution of articles of RL1 (cf. Section 5.2.2) according to
their implementation type.

Prototype
34%

Plugin
8%

Not 
implemented

58%

Research line 2: Integrating business 
rules with business processes

Prototype Plugin Not implemented

(b) Distribution of articles of RL2 (cf. Section 5.2.3) according to
their implementation type.

Prototype
11%

Plugin
22%

Not 
implemented

67%

Taxonomy: Hybrid languages

Prototype Plugin Not implemented

(c) Distribution of articles proposing a hybrid language (cf. Sec-
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(d) Distribution of articles proposing a hybrid process artifact (cf.
Section 5.5) according to their implementation type.

Figure 17: Distribution of the articles according to their implementation type based on different categorizations.

Publications Tools Name Implementation Type Parent Frameworks References

[22] DCR swimlanes Commercial Product DCR Solutions http://dcrgraphs.net
[67, 45] Declare Execution Environment Prototype http://processmining.be/declareexecutionenvironment
[59] vBPMN Prototype jBoss Drools 5.1 N/A
[66] Unamed Prototype Aqualogic BPM Studio and ILOG business rules engines N/A
[71] Unamed Prototype IBM WebSphere Integration Developer/ Process Server N/A
[73, 79] Oryx-HQEd Plugin Oryx Editor https://ai.ia.agh.edu.pl/wiki/hekate:start
[70] DCR Simulation Tool Commercial Product DCR Solutions http://dcrgraphs.net
[21] Process Highlighter Commercial Product DCR Solutions http://dcrgraphs.net
[60] The knowledge work designer Prototype ADOxx http://adoxx.org
[37, 25] Chameleon Prototype FlowMake Discontinued
[75, 8] Declare service Plugin YAWL environment cf. [81]
[50] Unamed Plugin CPN Tools http://cpntools.org cf. [82]
[69, 16] TDMS Prototype Cheetah, Declare Framework http://www.zugal.info/tdms

Table 6: Information about the implementations proposed in the literature.

Articles Ev. Ref. # Par. Ev. type Instruments Measurements Research Aspects

[46] [46] 58 Quan. RCP app, eye tracking, questionnaires Comprehension accuray, response time, total fixation duration Effect of integrating BR with BP

[69, 16] [83] 8 Qual. Audio and video recordings, questionnaires Coding of transcribed verbal data Communication during the PPM
12 Quan. TDM framework, Cheethah experimental platform Cognitive load, perceived quality, quality of model Maintainability and model quality

[67, 45] [45] 146 Both Declare Execution Environment, questionnaires User interactions, response time, self-rating of cognitive load Impact on comprehension difficulty
[70, 22] [44, 43] 15 Quan. Eye tracking, user Interactions Fixation-based measures, coding of transcribed verbal data Attention, reading patterns, use of a HBPR artifacts
[21] [48] 17 Quan. User Interactions User Interactions, coding of transcribed verbal data Benefits of using a HBPR during the PPM

Table 7: Summary of the evaluation findings. The outcomes of the studies are described in Section 5.6.3. New acronyms: Par. (Participants), Ev.
(Evaluation), Quan. (Quantitative), Qual. (Qualitative), BR (Business Rules) and BP (Business Processes).
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were used. In addition, cognitive load was measured objec-
tively using eye fixation data [87] and subjectively using the
participants’ self-assessments of the perceived mental effort.
The results of a quantitative analysis show that participants
had a higher comprehension accuracy and lower mental effort
dealing with a HBPR compared to an ordinary representation
where rules are separated from the process model. These in-
sights demonstrate that the combination of an imperative pro-
cess model with linked rules is associated with an enhanced
understandability.

The combination of DCR graphs, a flow-based representa-
tion of the control-flow and a simulation tool [22, 70] was eval-
uated by A. Andaloussi et al. [44]. The authors deploy a HBPR
combining a DCR process model with a guided simulation and
a swimlane illustrating the flow-based representation. The ini-
tial study has covered 10 participants (university students and
municipal employees). In order to investigate the understand-
ability of the proposed HBPR, the authors examined the distri-
bution of attention on the different artifacts using a set of eye
tracking fixation-based measures [88] including fixation count
(i.e., number of fixations on specific area of the stimulus [86])
and total fixation duration. Furthermore, the authors identified
the common reading patterns of participants following a pro-
cess mining based approach proposed in [89]. With this regard,
fixation data were converted to event logs, then a process dis-
covery technique [49] was used to infer the implied attention
maps. The results of a qualitative analysis demonstrate an un-
balanced distribution of attention over the different artifacts and
denote the presence of different user profiles exhibiting differ-
ent reading patterns of the proposed representation. A follow
up study was conducted in [43]. In this work, the authors trian-
gulated the subjective insights obtained from the retrospective
think-aloud sessions with the objective data recorded by the eye
tracking device. The follow up study, which has covered 15
participants with different backgrounds, highlighted the bene-
fits and the challenges associated with using each of the HBPR
artifacts individually, and investigated the way users with dif-
ferent backgrounds engage with each of the deployed artifacts.
In addition, the study explored the different reading patterns as-
sociated with different types of tasks. The results show that
the deployment of a single artifact is not enough to provide an
overarching understanding for domain experts and IT special-
ists when dealing with different tasks, which in turn motivate
the use of HBPRs.

The process highlighter proposed by Lopez et al. [21] was
evaluated by A. Andaloussi et al. [48]. The study has covered
17 participants including employees at a Danish municipality
and university students. In this work, the authors investigated
the potential support offered by a HBPR during the PPM. The
triangulation of the subjective insights obtained from the think-
aloud data and the objective insights obtained from the user
interactions highlights the support provided by the proposed
HBPR during the PPM and hints toward an enhanced quality
of process models w.r.t to alignment, traceability and documen-
tation of the process specifications.

5.7. Application Domains
This section reports the different application domains of

HBPRs referred in the literature (answering RQ7). The ap-
proaches proposed in the literature target dynamic business en-
vironments characterized by continuous changes in customer’s
attitudes and regulations. The authors in the literature illustrate
the applicability of their approaches in several domains either
by investigating specific case studies or by providing realistic
examples illustrating the challenges faced in industrial settings.

The literature shares the same requirements for flexible, un-
derstandable and maintainable systems able to adjust for chang-
ing customers needs in different domains. As shown in Ta-
ble 8, the literature covers a variety of application domains such
as Health Care, Education, Customer Relation Management
(CRM), Web Content Management (WCM), Human Resources
Management (HRM), Consultancy, Logistics, Insurance, Bank-
ing, and Citizens Services. Moreover, the application of some
approaches in the literature is not only limited to specific do-
mains but could also be adapted in designing any HBPR shar-
ing similar needs and motivations as the ones discussed in the
literature.

Application Domains References

Auctioning Service [78]
Book Store Management [65]
Consultancy Service [54]
Funding Applications [24]
Governement Citizens Service [66], [22], [21]

Health Care [50], [74], [72] [51], [37],
[25], [58], [76], [77]

Education [37], [25], [58], [76], [77], [60]

CRM [51], [37], [25], [58], [76],
[77]

WCM [76], [77]
Human Ressource Mangement [75]
Liability Insurrance Processes [73], [79]
Loan Application [2]
Order Delivery/Cash Processes [52], [71]
Ship Engine Maintainance [59]

Generic HBPR [8], [68], [46], [69], [16],
[67], [45], [70]

Table 8: Application Domains of the approaches proposed in the liter-
ature.

6. Discussion

The analysis presented in Section 5 enabled answering the
different research questions of this work. This section discusses
the results of the analysis with a twofold purpose. On the one
hand, it highlights the important findings in the literature (cf.
Section 6.1). On the other hand, it provides a research agenda
based on the key findings to guide the emergence of HBPRs (cf.
Section 6.2).

6.1. Key Findings
The research lines identified in Section 5.2 discern the con-

texts where hybrid representations have been proposed. Al-
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though both research lines combine languages and artifacts and
share similar motivations (e.g., flexibility, understandability
and maintainability) the underlying approaches have evolved
within their own cluster. In the context of the HBPRs cov-
ered in this study, the work of Pesic et al. [8] seems to have
the most widespread traction. However this traction is mostly
due to the specification of the Declare language, which was
cited by all the approaches proposing a hybrid representation
including Declare. Besides that, the approaches proposed by
Sadiq et al. [37] and Westergaard and Slaats [50] are the ones
with the most widespread traction within RL1. Indeed, the
two structures characterizing hybrid languages (cf. Section 5.5)
have been initiated in these two publications. Namely, Sadiq et
al. [37] proposed the hierarchical structure to combine hybrid
languages, whereas Westergaard and Slaats [50] proposed the
mixed structure. Most of the upcoming publications about hy-
brid languages have taken inspiration from either of the two ap-
proaches. In RL2, the cross-referencing between the different
articles is lower compared to RL1. Nevertheless, the modeling
patterns used to extract business rules from business processes
proposed by Graml et al. [71] were the primary source of inspi-
ration for other similar approaches.

Looking at the combined languages and artifacts in Sec-
tion 5.4, it is clear that most of the existing hybrid languages
combine Declare language with imperative languages, whereas,
most of the hybrid process artifacts combine declarative arti-
facts with process models in BPMN. The descriptive taxonomy
introduced in Section 5.5 extends the conceptual framework in-
stantiated in Section 3 by discerning the characteristics of the
existing HBPRs. The taxonomy shows that none of the pro-
posed HBPRs comprises a dynamic artifact. Indeed none of
the covered approaches has deployed traces from event logs to
provide a dynamic visualization as part of a HBPR. This is due
to the descriptive nature of the proposed taxonomy which em-
phasizes only the characteristics of the HBPRs covered by the
SLR search. In addition, as mentioned in Section 4.5, this study
emphasizes only the modeling of HBPRs, thus the approaches
mining HBPRs were excluded, which might explain the lack of
approaches incorporating a dynamic artifact. Nevertheless, as
explained in Section 2.3, the distinction between dynamic and
interactive artifacts is rather clear, which, in turn, motivates its
placement into the proposed conceptual framework.

The maturity aspects scrutinized in Section 5.6 provide in-
dications about the ability of the proposed HBPRs to be inte-
grated in industrial settings. In terms of formalization, more ap-
proaches proposing hybrid languages are formalized compared
to those proposing hybrid artifacts. Regarding the availability
of implementation, an inverse pattern can be observed: imple-
mentations are more common for hybrid artifacts than hybrid
languages. We conjecture that this may be the case because re-
search on hybrid languages tends to be of a more theoretical
nature and therefore a formal treatment of the language is ex-
pected, whereas research on hybrid artifacts tends to focus more
on questions of understandability, which are best demonstrated
empirically through the implementation of tools. In terms of
the maturity of implementation, except for a few commercial
tools, most of the proposed approaches within both research

lines present prototypes or plugins mainly as a proof of concept.
However, in order to reach the industrial market and to ensure
a positive impact on the development of HBPRs, more robust
implementations are required. In terms of empirical evaluation,
few approaches have been evaluated so far and these cover only
hybrid process artifacts.

6.2. Research Agenda
This section discusses a research agenda to delineate the di-

rections for the up-coming research. In order to promote the
use of HBPRs, it is necessary to consider the entire HBPR
development-cycle, which includes the following phases: (a)
design, (b) modeling and (c) evaluation.

Design: In the past two decades, a set of approaches and
methodologies has been proposed to design HBPRs. Still, lit-
tle is known about the synergies and overlaps between the
languages composing these hybrid representations. Besides a
handful of articles looking into the representation capabilities of
hybrid process artifacts integrating business rules with business
processes (e.g., [90]), most of the other combinations remain
unexplored. On that matter, it is necessary to conduct more on-
tological analyses questioning the overlap between the existing
modeling languages and investigating how different languages
can semantically complement each other to derive concise rep-
resentations of business processes.

It is also crucial to consider the human factor during the de-
sign of HBPRs as Lindland et al. [91] said “not even the most
brilliant solution to a problem would be of any use if no one
could understand it”. In the field of process modeling, cogni-
tive psychology has been deployed to compare the visual sup-
port offered by different process modeling languages [92]. For
instance, Figl et al. [92] compared the control-flow constructs
of several languages (e.g., YAWL, BPMN, EPC) according to a
subset of the visual design principles introduced by Moody [93]
as part of the physics of notations framework. Namely, the cov-
ered languages have been compared based on their represen-
tational clarity (i.e., the fit between the graphical symbol rep-
resenting a construct and the semantic concepts referring to it),
perceptual discriminability (i.e., the ease to distinguish between
the graphical symbols of a language), perceptual immediacy
(i.e., the extent to which a graphical symbol can provide a cue to
its meaning), visual expressiveness (i.e., the use of visual vari-
ables such as shape, size and color in a language) and graphic
parsimony (i.e., the graphical complexity of a language). The
physics of notations framework provides a comprehensive set of
visual design principles allowing to investigate the cognitive ef-
fectiveness of single languages – but also hybrid languages and
hybrid process artifacts. This in turn could be used to derive
hybrid representations with an increased cognitive support.

Modeling: The quality of process models has been exten-
sively investigated in the field of process modeling. Accord-
ingly, several guidelines aiming at enhancing the quality of
process models have emerged. The Seven Process Modeling
Guidelines (7PMG) [94] and the SEQUAL framework [95]
comprise a set of quality aspects defining the criteria for un-
derstandable process models. These criteria have emerged as
a result of several empirical studies investigating the reading
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and the modeling of imperative process models, thus, their ap-
plicability remain questionable for declarative process mod-
els. Since hybrid representations combine languages from both
paradigms, more research is required to (1) differentiate the
guidelines which can be applicable to languages from both
paradigms (e.g., verb-object naming of activities, number of
elements in the model) and (2) derive new guidelines covering
the aspects specific to declarative languages (e.g., the placement
of entry-point and exit-point activities in a declarative process
model). Afterwards, it is necessary to evaluate the applicability
of these guidelines on hybrid representations and refine them
accordingly to fit the intended purpose. Considering the variety
of combinations of languages and artifacts proposed in the lit-
erature, the new guidelines should cover the different classes of
HBPRs presented in the descriptive taxonomy (cf. Section 5.5).

The modeling of HBPRs is also constrained by the quality
of the tools supporting process modeling. In this context, it is
important to guide users toward using what is best in a context
specific manner. By learning from users’ behavior and the con-
textual information available at run-time, an adaptive system
can be developed to provide a set of recommendations allow-
ing to enhance the interactions with the HBPR. In this direc-
tion, initiatives have been made in the field of process model-
ing to discern the different phases associated with the modeling
of BPMN process models (i.e., problem understanding, method
finding, modeling and reconciliation) based on eye tracking and
user interaction data [96]. Hence, similar approaches could be
developed to identify the features defining the different model-
ing phases of a hybrid representation, which in turn could be
used to provide a phase-specific modeling support at run-time.

Evaluation: Process modeling languages have been widely
evaluated with regards to their understandability (e.g., [97, 98,
99]), maintainability (e.g., [100]) and modeling (e.g., [101]).
However, when it comes to hybrid approaches, there is not
much empirical work yet. Indeed most of the existing empir-
ical studies are limited to the understandability of hybrid pro-
cess artifacts, mainly those combining a process model with a
textual annotation or a guided simulation, therefore, it is nec-
essary to extend the evaluations to cover all the other classes
of hybrid representations. Empirical evaluations should not be
limited to the understandability of hybrid representations but
should also cover other perspectives such as the modeling, the
maintainability and the communication support offered by hy-
brid representations. The evaluation of the process highlighter
presented in [48] is one among the few studies investigating the
modeling using a HBPR and reporting some modeling patterns,
even though, the provided insights remain of exploratory na-
ture. To understand the way users engage with modeling tasks
using HBPRs, more confirmatory studies are required. In this
vein, HBPRs could be compared in terms of the perceived qual-
ity of process models and their alignment with the process spec-
ifications. In addition, physio-psychological measures can be
used to estimate the cognitive load associated with the use of
the different representations.

The support for better maintainability is another aspect to
be investigated. The empirical evaluation of the maintainability
of the TDM [83] is a starting point in this direction. However,

due to the limited number of participants and the subjectivity
of the used measures, the results cannot be generalized. Be-
sides that, the maintainability of other classes of hybrid repre-
sentations has to be evaluated as well. Part of the literature (cf.
Section 5.3) claims the maintainability support offered by hy-
brid representations, however, little is known about the proper
approach to maintain overlapping artifacts where certain infor-
mation might be redundant.

The communication support offered by hybrid representa-
tions is another aspect to be investigated in the literature espe-
cially when dealing with hybrid process artifacts. In that re-
spect, it is important to investigate the ability of hybrid process
artifacts to bridge the communication gap between domain ex-
perts and IT specialists. An existing study hints towards this
kind of support [23]. However, due to the lack of participants,
no strong inferential statistics could be made. An in-depth un-
derstanding of this aspect would have a strong impact on the
development of PAIS systems.

A large portion of existing empirical evaluations use stu-
dents as subjects to evaluate their approaches, which, in turn,
limits the validity of the results to academia. However, in order
to be able to generalize the obtained results, it is crucial to go
beyond academia and explore the use of HBPRs in industrial
and administrative settings. Among the empirical studies to be
cited in this direction is the study by [43], where the authors
explored the understandability of HBPRs in both academic and
administrative settings. In this work, the authors were able to
spot considerable differences w.r.t the interactions of students
and municipal employees with HBPRs. The results provide pre-
liminary insights which can serve as a basis for future research
in this direction.

A great variety of measurements are deployed to assess
the interaction of humans with software artifacts. From ba-
sic questionnaires to advanced technologies (e.g., eye tracking,
electroencephalography) these techniques have proven their ef-
ficacy in several user experience studies (e,g., [102]. When
considering HBPRs, the deployment of such measurements
remains limited, except for a few studies which report eye-
tracking related insights (e.g., [46, 44]), the use of physio-
psychological measurements to evaluate HBPRs remains very
limited. Understanding the human cognitive processes and dis-
cerning the different strategies and patterns when reading, mod-
eling and maintaining HBPRs is therefore vital to develop ro-
bust hybrid representations.

7. Threats to Validity

The validity of this SLR is subject to some threats partic-
ularly related to completeness, selection bias and the reliabil-
ity of the automated tools used through the data collection and
analysis. To ensure the search completeness, generic keywords
were appended to the search string after a series of string re-
finements and search iterations. Moreover, the results of the
backward search and forward search allowed identifying the
extra articles that were not identified during the main literature
search. To avoid any selection bias the articles were selected
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systematically according to a set of clear inclusion and exclu-
sion criteria. Nevertheless, slight selection bias might be sub-
jectivity introduced during the initial selection process as some
articles did not clearly describe and motivate the aim of their
approaches. Furthermore, articles published after September,
2018 were not covered by the search as the literature search was
completed by that time. The search engines deployed to retrieve
relevant literature constitute another potential threat to validity.
With this regard, a simple and comprehensive search string was
formulated using a single logical operator as some search en-
gines do not support complex queries. In addition, the search
process was fragmented to cover each publication venue indi-
vidually in order to ensure a consistent search through all the
relevant venues. Finally, the backward search was performed
automatically by extracting and parsing the references cited in
each of the selected articles, which in turn, were used to gener-
ate the graph visualization depicting the different research lines.
A potential risk of this approach is associated with the inability
to parse some references which can impact of the validity of the
presented visualization.

8. Conclusion

This work proposes a conceptual framework and summa-
rizes the outcome of a SLR about HBPRs. At a first stage
a unified terminology is defined and the characteristics dis-
cerning hybrid languages and hybrid process artifacts are pre-
sented. Afterward a SLR is conducted to explore the existing
literature. The analysis of the SLR findings allowed identify-
ing the characteristics of existing HBPRs and the motivations
driving their emergence. The data extracted from the literature
allowed the identification of two research lines i.e., one aim-
ing at extending and supporting declarative languages and an-
other aiming at integrating business rules in business processes.
For both research lines, the underlying publications were scru-
tinized closely. To this end, the combined representations were
analyzed and grouped to derive a descriptive taxonomy. In ad-
dition, the maturity of the proposed approaches was profoundly
examined. In addition, the common application domains where
the use of these approaches is beneficial were identified and
presented at the analysis.

The discussion of the findings reveled important insights
about the results of the literature research, and provided a com-
prehensive research agenda tracing out the directions for future
work while considering each phase of the HBPR development-
cycle.

Finally, The overall contributions of this study allowed de-
veloping a deepened understanding of HBPRs. The outcome
of this study will contribute to the development of new HBPRs
and will serve as a basis to be systematically updated with up-
coming research.
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