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This book is divided into two parts. 
Section I, "Supervisor Services·, provides 
explanations and aids for using the 
facilities available through the supervisor 
by means of the macro instructions 
described in Section II, "Macro 
Instructions·. 

Section I is divided into five topics: 
"Program Management," "Task Creation," 
"Task Management," "Program Management 
Services," and nMain-Storage Management. n 

The "Program Management" section 
describes linkage conventions and ways that 
the supervisor can assist you in linking 
together the separate pieces of your 
program. 

The "Task Creation" section describes 
how the system creates a task for you, and 
how you can create other tasks (under MVT 
or under MFT with subtasking)~ Basically, 
it tells how to use the ATTACH macro 
instruction. 

The "Task Management" section deals with 
communication among separate tasks and with 
synchronization of one task with another. 

The "Program Management Services n 
section describes several miscellaneous 
services that you can use in your programs. 
It covers the ENQ and DEQ macro 
instructions, timer services, communication 
with the operator, abnormal termination and 
dumps, and other miscellaneous services. 

The "Main-Storage Management" section 
describes how to acquire and release main 
storage, how to share it with other tasks, 
and how to specify which way it is to be 
divided into hierarchies. 

Section II contains the descriptions and 
definitions of the supervisor macro 
instructions available in the IBM 
System/360 Operating System assembler 
language. It provides applications 
programmers coding the assembler language 
with the information necessary to code the 
macro instructions. The standard, list, 
and execute forms of the macro instructions 
are grouped, where applicable, for ease of 
reference. 

Appendix A describes message routing 
procedures for multiple operator consoles. 

PREFACE 

Use of this book requires a basic 
knowledge of the operating system and of 
System/360 assembler language. Two books 
that contain information about these 
subjects are: 

IBM System/360 Operating System 

Introduction, GC28-6534 

Assembler Language, GC28-6514 

If you are using the MVT version of the 
control program with the time sharing 
option (TSO), note that this book also 
assumes that you understand how to use TSO. 
Specifically, the book assumes that you are 
familiar with the concepts discussed in the 
following books: 

IBM System/360 Operating System 

Time Sharing Option Command Language, 
GC28-6732, which describes the TSO 
command language that a terminal user 
must use to request computing services. 

Time Sharing Option Guide, GC28-6698, 
which describes the concepts, features, 
and capabilities of TSO. 

Time Sharing Option Guide to writing a 
Terminal Monitor Program or a Command 
Processor, GC28-6764, which describes 
the programming features provided for 
user-written terminal monitor programs, 
command processors, and application 
programs. 

If you are using the operating system 
without TSO, ignore the sections 
"Intercepting Abnormal Termination of 
Subtasksn and "Time Sharing Option (TSO) 
Services.- Also ignore the TSO, PSB, and 
TJID operands of EXTRACT. 

In the examples in Section I, the macro 
instructions are coded in just enough 
detail to make the examples clear. See 
Section II for a complete description of 
all the operands and options available with 
any of the macro instructions discussed 
here. 

When other IBM manuals are referred to 
in the text, only partial titles are given. 
Here is a list of the complete titles and 
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order numbers of all manuals referred to in 
the text. 

IBM System/360 

Model 91 Functional Characteristics, 
GA22-6907 

Model 195 Functional Characteristics, 
GA22-6943 

Principles of Operation, GA22-6821 

IBM System/360 Operating System 

Advanced Checkpoint/Restart, GC28-6708 

Job Control Language Reference, 
GC28-6704 

Linkage Editor and Loader, GC28-6538 

Programmer's Guide to Debugging, 
GC28-6670 

Service Aids, GC28-6719 

Storage Estimates, GC28-6551 

Data Management Macro Instructions, 
GC28-6647 

System Programmer's Guide, GC28-6550 

IBM System/370 

Principles of Operation, GA22-7000 
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SUMMARY OF CHANGES 

Following is a list of programming changes that affect the 
information in this publication. 

Release 20 

r----------------------------------------------------------------------, 
I I 
I Reason for Change Items Changed or Added I 
~----------------------------------------------------------------------~ 

Main Storage Hierarchy ATTACH, GETMAIN, LINK, LOAD, XCTL 
Support 

Time of Day Clock 

II 272 

STAE Improvement 

DXR Macro Instruction 

Release 20.1 

TIME 

EXTRACT 

STAE 

DXR, extended-precision 
floating-point simulation 

r----------------------------------------------------------------------, 
I Reason for Change Items Changed or Added I 
~----------------------------------------------------------------------~ 
I Time Sharing Option (TSO> ATTACH, DETACH~ EXTRACT I 
I I 
I ENQ Macro Instruction Addition of RET=CHNG operand I l ______________________________________________________________________ J 

Release 21 

r----------------------------------------------------------------------, 
I Reason for Change Items Changed or Added I 
~----------------------------------------------------------------------~ 
I Generalized Trace Facility GTRACE, use of the facility I 
I (GTF) I 
I I 
I Multiple-line WTO Macro WTO I 
I Instruction I l ______________________________________________________________________ J 
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SECTION I: SERVICES 

INTRODUCTION 

1.1 The supervisor provides the resources that your programs need in such 
a way that at any given time, as many resources as possible are in use. 
By using certain macro instructions, by specifying certain JCL parame­
ters, and by organizing your program in certain ways, you can direct the 
supervisor as it goes about this job. This book tells you how to do it. 

TYPES OF SERVICES AVAILABLE 

1.2 The kinds of services you can request from the supervisor can be 
classified as follows: 

• Program Management: Most programs are divided into segments. When 
these segments are separate load modules, the supervisor can be used 
to help them communicate with each other. 

The section of this book called nprogram Managementn discusses save 
areas, addressability, and passage of control from one segment of a 
program to another. 

• Task Management: In some configurations of the operating system, 
units of work called tasks can compete with each other for 
resources. 

You can change your program's priority, break it into smaller units 
that compete with each other, and obtain certain information about 
how your tasks are progressing. The nTask Management" and "Task 
Creationn sections of this book tell you how. 

• Main-Storage Management: Frequently, a program needs additional 
main storage for a particular requirement, such as for save areas. 
You can use main-storage management services to dynamically obtain 
additional main storage within your region or partition (an explicit 
request), and have the storage returned for other use when you no 
longer need it. 

When you request the use of a subtask or different load module, via 
the appropriate macro instruction, main storage management allocates 
space for the requested program (an implicit request) if sufficient 
main storage is available. 

The services available for obtaining and freeing, and for sharing 
main storage among several tasks are described in the nMain Storage 
Management" section of this book. 

• Miscellaneous Services: The supervisor has facilities for providing 
dumps of main storage, communicating with the operator, handling 
abnormal conditions (such as program checks), allocating serially 
reusable resources, and timing events. The supervisor also provides 
a service for use with the time sharing option (TSO) which allows 
you to specify an attention exit routine. These services are dis­
cussed in the nprogram Management Services" section. 

Section I: Services 1 



1.3 

CONFIGURATIONS OF THE OPERATING SYSTEM 

1.3 This book covers two major configurations of the operating system: 
the operating system that provides multiprogramming with a fixed number 
of tasks (MFT), and the operating system that provides multiprogramming 
with a variable number of tasks (MVT). Unless otherwise indicated in 
the text, the descriptions in this section apply to all configurations 
of the operating system; when differences arise because of operating 
system options, these differences are explained. 

1.4 A brief description of the configurations of the operating system is 
given in Figure 1. This table does not attempt to cover all of the 
options available in the operating system; it only summarizes the 
options that affect the material covered in this manual. 

r--------------T---------------------------T---------------------------, 
1 IMFT IMVT 1 
~--------------+---------------------------+---------------------------~ 
I Brief IPriority Scheduler, one IPriority Scheduler, one or I 
I Description 1 (or, optionally, more than Imore tasks per job step, 1 I 
I lone) task per job step, 1 Ito 15 jobs processed con- I 
I Ito 15 jobs processed con- I currently I 
I I currently I I 
t--------------t---------------------------+---------------------------~ 
I Attach I Optional I Standard 1 

~--------------t---------------------------+---------------------------~ 
I Identify I Optional I Standard I 
t--------------t---------------------------+---------------------------~ 
I Timer I Optional 1 Standard 1 
~--------------+-------------~-------------+---------------------------~ 
IInterval Timerloptional I Standard I 
t--------------t---------------------------+---------------------------~ 
I Mul tiple I Optional I Optional I 
I Console I I I 
1 Support 1 1 I 
~--------------t---------------------------+---------------------------~ 
I Time Sharing .1 Not Available I Optional I L ______________ L ___________________________ ~ ___________________________ J 

Figure 1. Summary of characteristics and available options 
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PROGRAM MANAGEMENT 

2.1 This section discusses the requirements for designing programs to be 
processed by the IBM System/360 Operating System. Included here are the 
procedures required when receiving control from the control program, the 
program design facilities available, and the conventions established for 
use in program management. 

2,.2 This discussion presents the conventions and procedures used by 
called and calling programs. Each program given control during the job 
step is initially a called program. During the execution of that pro­
gram, the services of another program may be required, at which time the 
first program becomes a calling program. For example, the control pro­
gram passes control to program A which is, at that point, a called pro­
gram. During the execution of program A, control is passed to program 
B. Program A is now a calling program, program B a called program. 
Program B eventually returns control to program A, which eventually 
returns control to the control program. This is one of the simpler 
cases, of course. Program B could pass control to program C, which 
passes control to program D, which returns control to program C, etc. 
Each of these programs has the characteristics of either a called or 
calling program, regardless of whether it is the first, fifth or twen­
tieth program given control during a job step. 

2.3 The conventions and requirements that follow are presented in terms 
of one called and one calling program; these conventions and require­
ments apply to all called and calling programs in the system. 

INITIAL REQUIREMENTS 

2.4 The following paragraphs discuss the procedures and conventions to be 
used when a program receives control from another program. Although the 
discussion is presented in terms of receiving control from the control 
program, the procedures and conventions apply as well when control is 
passed directly from another processing program. If the requirements 
presented here are followed in each of the programs used in a job step, 
the called program is not affected by the method used to pass control or 
by the identity of the program passing control. 

PROVIDING AN INITIAL BASE REGISTER 

2.5 When control is passed to your program from the control program, the 
address of the entry point in your program is contained in register 15. 
This address can be used to establish an initial base register, as shown 
in Figure 2 and Figure 3. In Figure 2, the entry point address is 
assumed to be the address of the first byte of the control section; an 
internal entry point is assumed in Figure 3. Since register 15 already 
contains the entry point address in both examples, no register loading 
is required. 

r----------------------, 
I PROGNAME CSECT I 
I USING *,15 I 
I I l ______________________ J 

Figure 2. Control section addressability 
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r----------------------, 
I I 
I PROGNAME DS OH I 
I USING *,15 I 
I I L ______________________ J 

Figure 3. Internal entry point addressability 

SAVING REGISTERS 

2.6 The first action your program should take is to save the contents of 
the general registers. The contents of any register your program will 
modify must be saved, along with the contents of registers 0, 1, 14, and 
15. The latter registers may be modified, along with the condition 
code, when system macro instructions are used to request data management 
or supervisor services. 

2.7 The general registers are saved in an 18--word area provided by the 
control program; the format of this area is shown in Figure 4. When 

r------T-----------------------------------, 
I Word I contents I 
~------+-----------------------------------~ 
I 1 I Used by PL/I language program I 
t------+-----------------------------------~ 
I 2 I Address of previous save area I 
I I (stored by calling program) I 
~------+-----------------------------------~ 
I 3 I Address of next save area I 
I I (stored by current program) I 
~------+-----------------------------------~ 
I 4 I Register 14 (Return address) I 
~------+-----------------------------------~ 
I 5 I Register 15 (Entry Point address) I 
~------+-----------------------------------~ 
I 6 I Register 0 I 
~------+-----------------------------------~ 
I 7 I Register 1 I 
~------+-----------------------------------~ 
I 8 I Register 2 I 
~------+-----------------------------------~ 
I 9 I Register 3 I 
~------+-----------------------------------~ 
I 10 I Register 4 I 
~------+-----------------------------------~ 
I 11 I Register 5 I 
~------+-----------------------------------~ 
I 12 I Register 6 I 
~------+-----------------------------------~ 
I 13 I Register 7 I 
~------+-----------------------------------~ 
I 14 I Register 8 I 
~------+--------------~----------------~---~ 
I 15 I Register 9 I 
~------+-----------------------------------~ 
I 16 I Register 10 I 
~------+-----------------------------------~ 
I 17 I Register 11 I 
~------+-----------------------------------~ 
I 18 I Register 12 I L ______ ~ ___________________________________ J 

Figure 4. Save area format 
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control is passed to your program from the control program, the address 
of the save area is contained in register 13. As indicated in Figure 2, 
the contents of each of the registers must be saved at a predetermined 
location within the save area; for example, register 0 is always stored 
at word 6 of the save area, register 9 at word 15. The safest procedure 
is to save all of the registers; this ensures that later changes to your 
program will not result in the modification of the contents of a regist­
er that has not been saved. 

2.8 To save the contents of the general registers, a store-multiple 

2.9 

2.10 

2.11 

instruction, such as STM 1q,12,12(13), can be written. This instruction 
places the contents of all the registers except register 13 in the prop­
er words of the save area. (Saving the contentsQf register 13 is 
covered later.) If the contents of only registers 1Q, 15, and 0-6 are 
to be saved, the instruction would be STM 1Q,6,12(13}. 

THE SAVE MACRO INSTRUCTION 

The SAVE macro instruction, provided to save you coding time, results 
in the instructions necessary to store a designated range of registers. 
An example of the use of the SAVE macro instruction is shown in 
Figure 5. The registers to be saved are coded in the same order as they 
would have been designated had an STM instruction been coded. A further 
use of the SAVE macro instruction is shown in Figure 6. The operand T 
specifies that the contents of registers 1Q and 15 are to be saved in 
words Q and 5 of the save area. The expansion of this SAVE macro 
instruction results in the instructions necessary to store registers 
5-10, 1Q, and 15. 

When you use the optional identifier name operand, you can code the 
SAVE macro instruction only at the entry point of a program. This is 
because the code resulting from the macro instruction with this operand 
requires that register 15 contain the address of the SAVE macro 
instruction. 

PROVIDING A SAVE AREA 

If any control section in your program is going to pass control to 
another control section and receive control back, your program is going 
to be a calling program and must provide another save area. Providing a 
save area allows the program you call to save registers without regard 
to whether it was called by your program, another processing program, or 
by the control program. If you establish beforehand what registers are 
available to the called program or control section, a save area is not 
necessary, but this is poor practice unless you are writing very simple 
routines. 

r------------------------------, 
I PROGNAME SAVE (lQ,12) I 
I USING PROGNAME,15 I 
I I L ______________________________ J 

Figure 5. Saving a range of registers 

r------------------------------, 
I PROGNAME SAVE (5,10),T I 
I USING PROGNAME,15 I 
I I L ______________________________ J 

Figure 6. Saving registers 5-10, 1Q, and 15 
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2.12 

2.12 

2.13 

2.14 

Whether or not your program is going to provide a save area, the 
address of the save area you used must be saved. You will need this 
address to restore the registers before you return to the program that 
called your program. If you are not providing a save area, you can keep 
the save area address in register 13, or save it in a fullword in your 
program. If you are providing another save area, the following proce­
dure should be followed: 

• Store the address of the save area you used (that is, the address 
passed to you in register 13) in the second word of the new save 
area • 

• store the address of the new save area (that is, the address you 
will pass in register 13) in the third word of the save area you 
used. 

The reason for saving both addresses is discussed more fully under the 
heading nThe Dump.n Briefly, save the address of the save area you used 
so you can find the save area when you need it to restore the registers; 
save the address of the new save area so a trace from save area to save 
area is possible. 

Figure 7 and Figure 8 show two methods of obtaining a new save area 
and of saving the save area addresses. In Figure 7, the registers are 
stored in the save area provided by the calling program (the control 
program). The address of this save area is then saved at the second 
word of the new save area, an 18 fullword area established through a DC 
instruction. Register 12 (any register could have been used) is loaded 
with the address of the previous save area. The address of the new save 
area is loaded into register 13, then stored at the third word of the 
old save area. 

In Figure 8, the registers are again stored in the save area provided 
by the calling program. The entry point address in register 15 is 
loaded into register 5, which is declared as a base register. The con­
tents of register 1 are saved in another register, and a GETMAIN 

r--------------------------------, 
I PROGNAME STM 14,12,12(13) I 
I USING PROGNAME,15 I 
I ST 13,SAVEAREA+4 I 
I LR 12,13 I 
I LA 13,SAVEAREA I 
I ST 13,8(12) I 
I I 
I SAVEAREA DC 18A(O) I L ________________________________ J 

Figure 7. Nonreenterable save area chaining 

r-------------------------------, 
I PROGNAME SAVE (14,12) I 
I LR 5,15 I 
I USING PROGNAME,5 I 
I LR 3,1 I 
I GETMAIN R,LV=72 I 
I ST 13,4(1) I 
I ST 1,8(13) I 
I LR 13,1 I 
I I L _______________________________ J 

Figure 8. Reenterable save area chaining 
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2.15 

2.16 

2.17 

2.18 

2.19 

2.20 

2.21 

macro instruction is issued. The GETMAIN nacro instruction (discussed 
in greater detail under the heading "Main Storage Management") requests 
the control prograrr to allocate 72 bytes of main storage from an area 
outside your program, and to return the address of the area in register 
1. The addresses of the new and old save areas are saved in the estab­
lished locations, and the address of the new save area is loaded into 
register 13. 

ESTABLISHING A PERMANENT BASE REGISTER 

If your program does not use system macro instructions and does not 
pass control to another program, the base register established using the 
entry pOint address in register 15 is adequate. Otherwise, after you 
have saved your registers, establish base registers using one or more ef 
registers 2-12. Register 15 is used by both the control program and 
your program for other purposes. 

LINKAGE REGISTERS 

Registers 0, 1, 13, 14, and 15 are known as the linkage registers, 
and are used in an established manner ty the control program. It is 
good pra~ice to use these registers in the same way in your prograrr. 
As noted earlier, registers 0, 1, 14, and 15 may be rrodified when system 
macro instructions are used; registers 2-13 remain unchanged. 

REGISTERS 0 AND 1: Registers 0 and 1 are used to pass parameters to the 
control program or to a called program. The expansion of a system macro 
instruction results in instructions required to load a value into 
register 0 or 1 or both, or to load the address of a parameter list into 
register 1. The control program also uses register 1 to pass parameters 
to your program or to the program you call. This is why the contents of 
register 1 were loaded into register 3 in Figure 8. For mere informa­
tion on parameter lists see "passing control", below. 

REGISTER 13: Register 13 contains the address of the save area you have 
provided. The control program may use this save area when processing 
requests you have made using systerr macro instructions. A program ycu 
call can also use this save area when it issues a SAVE macro 
instruction. 

REGISTER 14: Register 14 contains the return address of the program 
that called you, or an address within the control program to which you 
are to return when you have completed processing. The expansion of most 
system macro instructiens results in an instruction to load register 14 
with the address of your next sequential instruction. A BR 14 instruc­
tion at the end of any program will return control to the calling prc­
gram as long as the contents of register 14 have not been altered. 

REGISTER 15: Register 15, as you have seen, contains an entry point 
address when control is passed to a program from the control program. 
The entry point address should alsc be contained in register 15 when yeu 
pass control to another program. In addition, the expansions of some 
system macro instructions result in the instructions to load into 
register 15 the address of a parameter list to be passed to the control 
program. Register 15 is also used to pass a return code to a calling 
program. 

ACQUIRING THE INFORMATION IN THE PARM FIEL~ OF THE EXEC STATEMENT 

The manner in which the control program passes the information in the 
PA~1 field of your EXEC statement is a good example of how the control 
program uses a parameter register to pass information. When control is 
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2.22 

2.22 

2.23 

2.24 

passed to your program from the control program, register 1 contains the 
address of a fullword on a full word toundary in your area of main 
storage (refer to Figure 9). The high order tit (tit 0) of this word is 
set to 1. This is a convention used by the control program to indicate 
the last word in a variable-length parameter list; you must use the same 
convention when making requests to the control program. The low-order 
three bytes of the fullword contain the address of a two-byte length 
field on a halfword boundary. The length field contains a binary count 
of the number of bytes in the PARM field, which immediately follows the 
length field. If the PARM field was omitted in the EXEC statement, the 
count is set to zero. To prevent ~ossible errors, the count should 
always be used as a length attribute in acquiring the information in the 
PARM field. If your program is not going to use this information imme­
diately, you should load the address from register 1 into one of regis­
ters 2-12 or store the address in a fullword in your program. 

LOAD MODULE STRUCTURE TYPES 

Each load module used during a job step can be designed in one of 
three load module structures: simple, planned overlay, or dynamic. A 
simple structure does not pass control to any other load modules during 
its execution, and is brought into main storage all at one time. A 
planned overlay structure may, if necessary, pass control to other load 
modules during its execution, and it is not brought into main storage 
all at one time. Instead, segments of the load module reuse the same 
area of main storage. A dynamic structure is brought into main storage 
all at one time, and passes control to other load modules during its 
execution. Each of the load modules to which control is passed can be 
one of the three structure types. 

Figure 10 summarizes the characteristics of these load module 
structures. 

The following paragraphs cover the advantages and disadvantages of 
each type of structure, and discuss the use of each. 

Register 
1 

4 Bytes 
~ ____________ ~A~ ______________ ~ 

Full-Word 
Boundary 

Length Field PARM Field 0 
'-------"""'v;----~/l'-----_V_V ------' 

2 Bytes 
Half-Word 
Boundary 

o to 100 Bytes 

Figure 9. Acquiring PARM field information 

8 Supervisor Services 



2.25 

2.26 

2.27 

2.28 

r-----------------T------------------------T-------------------------, 
I I I Passes Control to Other I 
I Structure Type I Loaded All at One Time I Load Modules I 
~-----------------+------------------------+-------------------------~ 
I Simple I Yes I No I 
~-----------------+------------------------+-------------------------~ 
I Planned Overlay I No I Optional I 
~-----------------+------------------------+-------------------------~ 
I Dynamic I Yes I Yes I L _________________ ~ ________________________ i _________________________ J 

Figure 10. Load medule characteristics 

SIMPLE STRUCTURE 

A simple structure consists of a single load modu1e produced by the 
linkage editor. The single load module contains all of the instructions 
required, and is brought into the «ain storage all at one time by the 
control program. The simple structure can be the most efficient of the 
three structure types because the instructions it uses to pass control 
do not require control program intervention. However, when a program is 
very large or complex, the main storage area required for the load 
module may exceed that which can be reasonably requested. (Main storage 
considerations are discussed under the heading nMain Storage 
Management. n ) 

PLANNED OVERLAY STRUCTURE 

A planned overlay structure consists of a single load module produced 
by the linkage editor. The entire load module is not brought into ~ain 
storage at once; different segments of the load module use the same area 
of main storage. The planned overlay structure, while not as efficient 
as a simple structure in terms of execution speed, is more efficient 
than a dynamic structure. When using a planned overlay structure, con­
trol program assistance is required to locate and load portions of a 
single load module in a library; in a dynamic structure, many load 
modules in different libraries may need to be located and loaded in 
order to execute an equivalent program. 

DYNAMIC STRUCTURE 

A dynamic structure requires more than one load module during execu­
tion. Each load module required can operate as either a simple struc­
ture, a planned overlay structure, or another dynamic structure. The 
advantages of a dynamic structure ever a planned overlay structure 
increase as the program becomes more complex, particularly when the log­
ical path of the program depends on the data being processed. The load 
modules required in a dynamic structure are brought into main storage 
when required, and can be deleted from main storage when their use is 
completed. 

LOAD MODULE EXECUTION 

Depending on the configuration of the operating system and the macro 
instructions used to pass control, execution of the load modules is 
serial or in parallel. Execution of the load modules is always serial 
in an operating system with MFT without suttasking; there is only one 
task in the job step. Execution is also serial in an operating system 
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2.29 

2.30 

2.31 

with MFT with subtasking or MVT, unless an ATTACH macro instruction is 
used to create a new task. The new task competes for control indepen­
dently with all other tasks in the system. The load module named in the 
ATTACH macro instruction is executed in ~arallel with the load module 
containing the ATTACH macro instruction. The execution of the load 
modules is serial within each task. 

The following paragraphs discuss passing control for serial execution 
of a load module. Creation and managenent of new tasks is discussed 
under the headings "Task Creation" and "Task Management." 

PASSING CONTROL IN A SIMPLE STRUCTURE 

There are certain procedures to follow when passing control to an 
entry point in the same load module. The established conventions to use 
when passing control are also discussed. These procedures and conven­
tions provide the framework around which all program interface is built. 
Knowledge of the information contained in the section "Addressing -­
Program Sectioning and Linking" in the Assembler Language publication is 
required. 

PASSING CONTROL WITHOUT RETURN 

A control section is usually written to perform a specific logical 
function within the load module. Therefore, there will be occasions 
when control is to be passed to another control section in the same load 
module, and no return of control is required. An example of this type 
of control section is a "housekeeping" routine at the beginning of a 
program which estatlishes values, initializes switches, and acquires 
buffers for the other control sections in the program. The following 
procedures should be used when passing control without return. 

Initial Reguirements 

2.32 Because control will not be returned to this control section, you 
must restore the contents of register 14. Register 14 originally con­
tained the address of the location in the calling program (for example, 
the control program) to which control is to te passed when your program 
is finished. Since the current control section will not make the return 
to the calling program, the return address must be passed to the control 
section that will make the return. In addition, the contents of regis­
ters 2-12 must be unchanged when ycur program eventually returns con­
trol, so these registers must also be restored. 

2.33 If control were being passed to the next entry point from the control 
program, register 15 would contain the entry point address. You should 
use register 15 in the same way, so that the called routine remains 
independent of which program passed control to it. 

2.34 Register 1 should be used to pass parameters. A parameter list 
should be established, and the address of the list placed in register 1. 
The parameter list should consist cf consecutive full words starting on 
a fullword boundary, each fullword containing an address to be passed to 
the called control section in the three low order tytes of the word. 
The high-order bit of the last word should be set to 1 to indicate the 
last word of the list. The system convention is that the list contain 
addresses only. (The term "address parameters" is also used in this 
publication to describe entries in a parameter list.) You may, of 
course, deviate from this convention; however, when you deviate from any 
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2.35 

2.36 

2.37 

2.38 

2.39 

system convention, you restrict the use of your Frograms to those pro­
grammers who are aware of your special conventions. 

Since you have reloaded all the necessary registers, the save area 
that you used is now available, and can te reused ty the called control 
section. You pass tne address of the save area in register 13 just as 
it was passed to you. By passing the address of the old save area, you 
save the 72 bytes of main storage area required for a second, and unne­
cessary, save area. 

Passing Control 

The common way to pass control cetween one control section and an 
entry point in the same load module is to load register 15 with a V-tYFe 
address constant for the name of the external entry point, and then to 
branch to the address in register 15. The external entry ~oint must 
have been identified using an ENTRY instruction in the called control 
section if the entry point is not the same as the control section name. 

An example of proper register loading and control transfer is shown 
in Figure 11. In this example, no new save area is used, so register 13 
still contains the address of the old save area. It is also assumed for 
this example that the control section will pass the same parameters it 
received to the next entry point. First, register 14 is reloaded with 
the return address. Next, register 15 is loaded with the address of the 
external entry point NEXT, using the V-type address constant at the 
location NEXTADDR. Registers 0-12 are reloaded, and control is passed 
by a branch instruction using register 15. The control section to which 
control is passed contains an ENTRY instruction identifyinq the entry 
point NEXT. 

An example of the use of a parameter list is shown in Figure 12. 
Early in the routine the contents of register 1 (that is, the address of 
the fullword containing the PARM field address) were stored at the full­
word PARMALDR. Register 13 is loaded with the address of the old save 
area, which had been saved in word 2 of the new save area. The contents 
of register 14 are restored, and register 15 is loaded with the entry 
point address. 

The address of the list of parameters is loaded into reqister 1. 
These parameters include the addresses of two data control blocks (DCBs) 
and the original register 1 contents. The high-order bit in the last 
address parameter (PARMADDR) is set to 1 using an OR-immediate instruc­
tion. The contents of registers 2-12 are restored. (Since one of these 
registers was the tase register, restoring the registers earlier would 
have made the parameter list unaddressable.) A rranch instruction using 
register 15 passes control to entry point NEXT. 

r------------------------------T---------------------, 
I Program 1 I Program 2 I 
~------------------------------+---------------------~ 
I I I 
I L 14,12(13) I CSECT I 
I L 15,NEXTADDR I ENTRY NEXT I 
I LM 0,12,20(13) I I 
I BR 15----------> I NEXT SAVE (14,12) I 
I I I 
I NEXTADDR DC V (NEXT) I I L ______________________________ i _____________________ J 

Figure 11. Passing control in a simple structure 
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2.41 

2.42 

2.43 

r-------------------------------------------------------------------, 

EARLY 

PARMLIST 
DCBADDRS 

PARMADDR 
NEXTADDR 

US'ING 
ST 

L 
L 
L 
LA 
01 
LM 
BR 

DS 
DC 
DC 
DC 
DC 

*,12 
1,PARMADDR 

13,4(13) 
14,12(13) 
15,NEXTADDR 
1,PARMLIST 
PARMADDR,X'80' 
2,12,28(13) 
15 

OA 
A(INDCB) 
A (OUTDCB) 
A(O) 
V (NEXT) 

Establish addressability 
Save parameter address 

Reload address of old save area 
Load return address 
Load address of next entry point 
Load address of parameter list 
Turn on last parameter indicator 
Reload remaining registers 
Pass control 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I ___________________________________________________________________ J 

Figure 12. Passing control with a parameter list 

PASSING CONTROL WITH RETURN 

The control program passed control to your program, and your program 
will return control when it is through processing. Similarly, control 
sections within your program will pass control to other control sec­
tions, and expect to receive control back. An example of this type of 
control section is a nmonitorn portion of a program; the monitor deter­
mines the order of execution of other control sections based on the type 
of input data. The following procedures should be used when passing 
control with return. 

Initial Requirements 

Registers 15 and 1 are used in exactly the same manner as they were 
used when control was passed without return. Register 15 contains the 
entry point address in the new control section and register 1 is used to 
pass a parameter list. 

Using the standard convention, register 14 must contain the address 
of the location to which control is to be passed when the called control 
section completes processing. This tirre, cf course, it is a location in 
the current control section. The address can be the instruction follow­
ing the instruction which causes contrcl to pass, or it can be another 
location within the current control section designed to handle all 
returns. Registers 2-12 are not involved in the passing of control; the 
called control section should not depend on the contents of these regis­
ters in any wa y. 

You should provide a new save area for use by the called control sec­
tion as previously described, and the address of that save area should 
be passed in register 13. Note that the same save area can be reused 
after control is returned by the called control section. One new save 
area is ordinarily all you will require regardless of the number of con­
trol·sections called. 

Passing Control 

2.44 Two standard methods are available for passing control to another 
control section and providing for return of control. One is merely'an 
extension of the method used to pass control without a return, and 
requires a V-type address constant and a branch or a branch and link 
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2.46 

instruction. The other method uses the CALL macro instruction to pro­
vide a parameter list and establish the entry point and return point 
addresses. Using either method, the entry point must be identified by 
an ENTRY instruction in the called control section if the entry name is 
~ot the same as the control section name. Figure 13 and Figure 14 
illustrate the two methods of passing control; in each example, it is 
assumed that register 13 already contains the address of a new save 
area. 

Use of an inline parameter list and an answer area is also illus­
trated in Figure 13. The address of the external entry point is loaded 
into register 15 in the usual manner. A branch and link instruction is 
then used to branch around the parameter list and to load register 1 
with the address of the parameter list. An inline parameter list such 
as the one shown in Figure 13 is convenient when you are debugging 
because the parameters involved are located in the listing (or the dump) 
at the point they are used, instead of at the end of the listing or 
dump. Note that the first byte of the last address parameter (ANSWERAD) 
is coded with the high-order bit set to 1 to indicate the end of the 
list. The area pointed to by the address in the ANSWERAD parameter is 
an area to be used by the called control section to pass parameters back 
to the calling control section. This is a possible method to use when a 
called control section must pass parameters back to the calling control 
section. Parameters are passed back in this manner so that no addition­
al registers are involved. The area used in this example is twelve full 
words; the size of the area for any specific application depends on the 
requirements of the two control sections involved. 

The CALL macro instruction in Figure 14 provides the same functions 
as the instructions in Figure 13. When the CALL macro instruction is 
expanded, the operands cause the following results: 

NEXT 
A v-type address constant is created for NEXT, and the address is 
loaded into register 15. 

r---------------------------------------------------------------------, 
L 15,NEXTADDR Entry point address in register 15 
CNOP 0,4 
BAL 1,GOOUT Parameter list address in register 1 

PARMLIST DS OA start of parameter list 
DCBADDRS DC A(INDCB) Input dcb address 

DC A (OUTDCB) Output dcb address 
ANSWERAD DC B'10000000' Last parameter bit on 

DC AL3 (AREA) Answer area address 
NEXTADDR DC V(NEXT) Address of entry point 
GOOUT BALR 14,15 Pass control; register 14 contains 

return address 
RETURNPT 
AREA DC 12F'0' Answer area from NEXT 

Figure 13. passing control with return 

r---------------------------------------------, 
I CALL NEXT,(INDCB,OUTDCB,AREA),VL I 
I RETURNPT I 
I AREA DC 12F'0' I l _____________________________________________ J 

Figure 14. Passing control with CALL 
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(INDCB,OUTDCB,AREA) 

VL 

A-type address constants are created for the three parameters coded 
within parentheses, and the address of the first A-type address 
constant is placed in register 1. 

The high order bit of the last A-type address constant is set to 1. 

Control is passed to NEXT using a branch and link instruction. The 
address of the instruction following the CALL macro instruction is 
loaded into register 14 before control is passed. 

In addition to the results deJcribed above, the V-type address con­
stant generated by the CALL macr1 instruction causes the load module 
with the entry point NEXT to be automatically edited into the same load 
module as the control section containing the CALL macro instruction. 
Refer to the Linkage Editor and LOader publication, if you are 
interested in finding out more about this service. 

The parameter list constructe~_from the CALL macro instruction in 
Figure 14 contains only A-type adtlress constants. A variation on this 
type of parameter list results from the following coding: 

CALL NEXT, (INDCB, (6), (7»,VL 

In the above CALL macro instruction, two of the parameters to be passed 
are coded as registers rather than symbolic addresses. The expansion of 
this macro instruction again results in a three-word parameter list; in 
this example, however, the expansion also contains the instructions 
necessary to store the contents of registers 6 and 7 in the second and 
third words, respectively, of the parameter list. The high-order bit in 
the third word is set to 1 after register 7 is stored. You can specify 
as many parameters as you need as address parameters to be passed, and 
you can use symbolic addresses or register contents as you see fit. 

ANALYZING THE RETURN 

2.50 When control is returned from the control program after processing a 
system macro instruction, the contents of registers 2-13 are unchanged. 
When control is returned to your control section from the called control 
section, registers 2-14 contain the same information they contained when 
control was passed, as long as system conventions are followed. The 
called control section has no obligation to restore registers 0 and 1; 
so the contents of these registers mayor may not have been changed. 

2.51 When control is returned, register 15 can contain a return code indi-
cating the results of the processing done by the called control section. 
If used, the return code should be a multiple of 4, so a branching table 
can be used easily, and a return code of 0 should be used to indicate a 
normal return. The control program frequently uses this method to ind­
icate the results of the requests you make using system macro instruc­
tions; an example of the type of return codes the control program pro­
vides is shown in the description of the IDENTIFY macro instruction in 
the macro instructions section. 

2.52 The meaning of each of the codes to be returned must be agreed upon 
in advance. In some cases, either a "goodn or "bad" indication (zero or 
nonzero) will be sufficient for you to decide your next action. If this 
is true, the code shown in Figure 15 could be used to analyze the 
results. Many times, however, the results and the alternatives are more 
complicated, and a branching table, such as shown in Figure 16, could be 
used to pass control to the proper routine. 

14 Supervisor Services 



2.53 

2.54 

2.55 

2.56 

2.57 

r-------------------------------------------------------------, 
I RETURNPT LTR 15,15 Test return code for zero I 
I BNZ ERROR TN Branch if not zero to error routine I 
I I L _____________________________________________________________ J 

Figure 15. Test for normal return 

r------------------------------------------------------------, 
I RETURNPT B RETTAB(15) Branch to table using return code I 
I RET TAB B NORMAL Branch to normal :routine I 
I B CONDl Branch to routine for condition 1 I 
I B COND2 Branch to routine for condition 2 I 
I B GIVEUP Branch to routine to handle I 
I impossible situations I 
I I L ____________________________________________________________ J 

Figure 16. Return code test using branching table 

HOW CONTROL IS RETURNED 

In the discussion of the return under the heading "Analyzing the 
Return" it was indicated that the control section returning control must 
restore the contents of registers 2-14. Because these are the same 
registers reloaded when control is passed without a return, refer to the 
discussion under "Passing Control Without Return" for detailed informa­
tion and examples. The contents of registers 0 and 1 do not have to be 
restored. 

Register 15 can contain a return code when control is returned. As 
indicated previously, a return code should be a multiple of four with a 
return code of' zero indicating a normal return. The return codes other 
than zero that you use can have any meaning, as long as the control sec­
tion receiving the return codes is aware of that meaning. 

The return address is the address originally passed in register 14; 
return of control should always be passed to that address. You can 
either use a branch instruction such as BR 14, or you can use the RETURN 
macro instruction. An example of each method of returning control is 
discussed in the following paragraphs. 

Figure 17 is a portion of a control section used to analyze input 
data cards and to check for an out-of-tolerance condition. Each time an 
out-of-tolerance condition is found, in addition to some corrective 
action, one is added to the value at the address STATUSBY. After the 
last data card is analyzed, this control section returns to the calling 
control section, which proceeds based on the number of out-of-tolerance 
conditions encountered. The coding shown in Figure 17 causes register 
13 to be loaded with the address of the save area this control section 
used, then reloads register 14 with the proper return address. The con­
tents of register 15 are set to zero, and the value at the address STA­
TUSBY (the number of errors) is placed in the low-order eight bits of 
the register. The contents of register 15 are shifted to the left two 
places to make the value a multiple of four. Registers 2-12 are 
reloaded, and control is returned to the address in register 14. 

The RETURN macro instruction is provided to save coding time. The 
expansion of the RETURN macro instruction provides the instructions 
necessary to restore a designated range of regist,ers, provide the proper 
return code value in register 15, and branch to the address in register 
14. In addition, the RETURN macro instruction can be used to flag the 
save area used by the returning control section; this flag, a byte con­
taining all ones, is placed in the high-order byte of word four of 

Program Management 15 



2.58 

2.58 

2.59 

2.60 

the save area after the registers have been restored. The flag indi­
cates that the control section that used the save area has returned to 
the calling control section. You will find that the flag is useful when 
tracing the flow of your program in a dump. For a complete record of 
program flow, a separate save area must be provided by each control sec­
tion each time control is passed. This is usually not done because it 
requires too much main storage. 

The contents of register 13 must be restored before the RETURN macro 
instruction is issued. The registers to be reloaded should be coded in 
the same order as they would have'been designated had a load-multiple 
(LM) instruction been coded. You can load register 15 with the return 
code value before you code the RETURN macro instruction, you can specify 
the return code value in the RETURN macro instruction, or you can reload 
register 15 from the save area. 

The code shown in Figure 18 provides the same result as the code 
shown in Figure 11. Registers 13 and 14 are reloaded, and the proper 
value is established in register 15. The RETURN macro instruction 
causes registers 2-12 to be reloaded, and control to be passed to the 
address in register 14. The save area used is not flagged. The RC=(15) 
operand indicates that register 15 already contains the return code 
value, and the contents of register 15 are not to be altered. 

Figure 19 illustrates another use of the RETURN macro instruction. 
The correct save area address is again established, then the RETURN 
macro instruction is issued. In this example, registers 14 and 0-12 are 
reloaded, a return code of 8 is placed in register 15, the save area is 
flagged, and control is returned. Specifying a return code overrides 
the request to restore register 15 even though register 15 is within the 
designated range of registers. 

r----------------------------------------------------------------, 
I I 
I L 13,4(13) Load address of previous save area I 
I L 14,12(13) Load return address I 
I SR 15,15 Set register 15 to zero I 
I IC 15,STATUSBY Load number of errors I 
I SLA 15,2 Set return code to multiple of 4 I 
I LM 2,12,28(13) Reload registers 2-12 I 
I BR 14 Return I 
I I 
I STATUSBY DC X'OO' I L _____________________________________________________ ~ __________ J 

Figure 11. Establishing a return code 

r--------------------------------------------------------------------, 
I I 
I L 13,4(13) Restore save area address I 
I L 14,12(13) Return address in register 14 I 
I SR 15,15 Zero register 15 I 
I IC 15,STATUSBY Load number of errors I 
I SLA 15,2 Set return code to multiple of 4 I 
I RETURN (2,12),RC=(15) Reload registers and return I 
I I 
I STATUSBY DC X'OO' I L ____________________________________________________________________ J 

Figure 18. Use of the RETURN macro instruction 
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r------------------------, 
I ..• I 
I L 13,4(13) I 
I RETURN (14,12),T,RC=8 I L ________________________ J 

Figure 19. RETURN macro instruction with flag 

RETURN TO THE CONTROL PROGRAM 

The discussion in the preceding paragraphs has covered passing con­
trol within one load module, and has been based on the assumption that 
the load module was brought into main storage because of the program 
name specified in the EXEC statement. The control program established 
only one task to be performed for the job step. When the logical end of 
the program is reached, control is returned to the address passed in 
register 14 to the first control section in the program. When the con­
trol program receives control at this point, it terminates the task it 
created for the job step, compares the return code in register 15 with 
any COND values specified on the JOB and EXEC statements, and determines 
whether or not the following job steps, if any, should be executed. 

PASSING CONTROL IN A PLANNED OVERLAY STRUCTURE 

A complete discussion of the requirements for passing control in an 
overlay environment is provided in the Linkage Editor and Loader manual. 

PASSING CONTROL IN A DYNAMIC STRUCTURE 

The discussion of passing control in a simple structure has provided 
the necessary background for the discussion of passing control in a 
dynamic structure. Within each load module, control should be passed as 
in a simple structure or planned overlay structure. If you can deter­
mine which control sections will make up a load module before you code 
the control sections and if they will fit in the main storage available, 
you should pass control within the load module without involving the 
control program. The macro instructions discussed in this section pro­
vide increased linkage capability, but they require control program 
intervention and possibly increased execution time. 

BRINGING THE LOAD MODULE INTO MAIN STORAGE 

The load module containing the entry point name you specified on the 
EXEC statement is automatically brought into main storage by the control 
program. Any other load modules you require during your job step are 
brought into main storage by the control program as a result of specific 
requests for dynamic acquisition; these requests are made through the 
use of the LOAD, LINK, ATTACH, or XCTL macro instructions. The follow­
ing paragraphS discuss the proper use of these macro instructions. 

LOAD MODULE LOCATION 

Initially, each load module that you can obtain dynamically is 
located in a library (partitioned data set). This library is the link 
library, the job or step library, task library, or a private library. 

• The link library is always present and is available to all job steps 
of all jobs. The control program provides the necessary data con­
trol block for the library, and logically connects the library to 
your program, making the members of the library available to your 
program. 
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• The job and step libraries are explicitly established by including 
//JOBLIB and //STEPLIB DD statements in the input stream. The 
//JOBLIB DD statement is placed immediately after the JOB statement, 
while the //STEPLIB DD statement is placed among the DD statements 
for a particular job step. The job library is available to all 
steps of your job, except those that have step libraries. A step 
library is available to a single job step; if there is a job 
library, the step library replaces the job library for the step. 
For either the job library or the step library, the control program 
provides the necessary data control block and issues the OPEN macro 
instruction to logically connect the library to your program. 

• In systems with MVT, unique task libraries may be established by 
using the TASKLIB operand of the ATTACH macro instruction. The 
issuer of the ATTACH macro instruction is responsible for providing 
the DD statement and opening the data set or sets. If the TASKLIB 
operand is omitted, the task library of the attaching task is propa­
gated to the attached task. In the following example, Task A's job 
library is LIB1. Task A attaches Task B, specifying TASKLIB=LIB2 on 
the ATTACH macro instruction. Task B's task library is therefore 
LIB2. When Task B attaches Task C, LIB2 is searched for Task C 
before LIB1 or the link library. Because Task B did not specify a 
unique task library for Task C, its own task library (LIB2) is pro­
pagated to Task C and will be the first library searched when Task C 
requests that a module be brought into main storage. 

Task A 
Task B 

ATTACH EP=B,TASKLIB=LIB2 
ATTACH EP=C 

• A private library is established by including a DD statement in the 
input stream, and is available only to the job step in which it is 
defined. You must provide the necessary data control block and 
issue the OPEN macro instruction for each data set. You may use 
more than one private library by including more than one DD state­
ment and associated data control block. 

A library can be a single partitioned data set, or a collection of 
such data sets. When it is a collection, you define each data set by a 
separate DD statement, but you assign a name only to the statement that 
defines the first data set. Thus, a job library consisting of three 
partitioned data sets would be defined as follows: 

//JOBLIB DD DSNAME=PDS1,---
// DD DSNAME=PDS2,---
// DD DSNAME=PDS3,---

The three data sets (PDS1, PDS2, PDS3) are processed as one, and are 
said to be concatenated. Concatenation and the use of partitioned data 
sets are discussed in more detail in the Data Management Services 
publication. 

2.71 Operating systems with MFT or MVT may already have some of the load 
modules from the link library in main storage in an area called the 
resident reenterable module area (optional in MFT) or the link pack area 
(MVT). The contents of these areas are determined at Initial Program 
Loading time, and will vary depending on the requirements of your 
installation. In an operating system with MVT, the link pack area con­
tains frequently used, reenterable load modules from the link library 
along with data management load modules; these load modules can be used 
by any job step in any job. When it is started, TSO extends the link 
pack area. In an operating system with MFT, the resident reenterable 
module area can contain user-written modules and the loader, discussed 
in the Linkage Editor and Loader publication, and all reenterable gra­
phics subroutine package (GSP) modules. 
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With the exception of those load modules contained in this area, 
copies of all of the load modules you request are trought into your area 
of main storage, and are available to any task in your job step. For 
systems with MVT and MFT with subtaskin~, the portion of your area con­
taining the copies of load modules is called the job pack area. 

The Search for the Load Module 

In response to your request for a copy of a load module, the control 
program searches the job pack area (MVT and MFT with subtasking), the 
libraries, and the link pack area (MVT) or the resident reenterable 
module area (MFT). If a copy of the load rrodule is found in one of the 
pack areas, the control program determines whether or not that copy can 
be used, based on criteria discussed under the heading "Using an Exist­
ing Copy." If an existing copy can be used, the search stops. If it 
can not be used, the search continues until the module is located in a 
library. The load module is then brought into the job pack area. 

The order in which the libraries and pack areas are searched depends 
on whether the system is MVT or MFT, and upon the operands used in the 
macro instruction requesting the load module. The operands that define 
the order of the search are the EP, EPLOC, DE, and DCB operands. The EP, 
EPLOC, and DE operands are used to specify the name of the entry point 
in the load module; you code one of the three every time you use a LINK, 
LOAD, XCTL, or ATTACH macro instruction. The DCB operand is used to in­
dicate the address of the data control tlock for the library containing 
the load module, and is optional. Omitting the DCE operand or using the 
DCB operand with an address of zero specifies the data control blocks 
for the link library, the job or step library, or the task library. 

The following paragraphs discuss the order of the search when the 
entry point name used is a member name. 

The EP and EPLOC operands require the least effort on your part; you 
provide only the entry point name, and the control program searches for 
a load module having that entry point name. Figure 20 shows the order 
of the search when EP or EPLOC is coded, and the DCB operand is omitted 
or DCB=O is coded. 

r-----------------------------------T----------------------------------, 
I MFT I MVT I 
r-----------------------------------t----------------------------------~ 
I The job pack area, the optional I The job pack area of the region I 
I r~sident access method area, and I is searched for an available copYI 
I the loaded program list are ~----------------------------------~ 
I searched, in that order. I The requesting task's task I 
I I library and all the unique task , 
, I litraries of its direct ascen- , 
, , dants are searched. I 
r-----------------------------------t----------------------------------~ 
I The resident reenterable load I The step library is searched; if , 
, module area is searched , there is no step library, the , 
I (optional). I jot litrary (if any) is searched., 
~-----------------------------------t----------------------------------~ 
I The step library or the job I The link pack area is searched. , 
I library (if any) is searched. If I , 
, both libraries are specified, the , , 
I job library is not searched. I , 
~-----------------------------------t----------------------------------~ 
, The link library is searched. , The link library is searched. , L ___________________________________ ~ _________________________________ ~ 

Figure 20. Search for module, EP or EPLOC operands with DCB=O or DCB 
operand omitted 
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When used without the DCB operand, the EP and EPLCC operands provide 
the easiest method of requesting a load roodule from the link, task, job, 
or step library. In a system with MVT, the task libraries are searched 
before the job or step library, beginning with the task library of the 
task that issued the request and continuing through the task libraries 
of all its ascendents. The job or step litrary is then searched, fol­
lowed by tne link library. In a system with MFT, the job or step 
library is the first searched, followed ty the link library. The data 
sets that make up these libraries are searched in the order of their DD 
statements. 

A job, step, or link library or a data set in one of these libraries 
can be used to hold one version of a load module, while another can be 
used to hold another version with the sarre entry point name. If one 
version is in the link library, you can ensure that the other will be 
found first by including it in the job or step library. However, if 
both versions are in the job or step library, you must define the data 
set that contains the version you want to use tefore that which contains 
the other version. For example, if the wanted version is in PDSl and 
the unwanted version is in PDS2, a step litrary consisting of these data 
sets should be defined as follows: 

//STEPLIB DD DSNAME=FDS1,--­
// DD DSNAME=PDS2,---

If, however, the first version in the job or step library has been pre­
viously loaded and the version in the link library or the second version 
in the job library is desired, the DCB operand must be coded on the 
macro instruction. 

This is not the case for task libraries. Extreme caution should be 
used when specifying module naaes in unique task libraries, because 
duplicate names may lead to the wrcng roodule being given to the task 
requesting that the module be brought into main storage. Once a module 
has been loaded, the module name is kncwn to all tasks in the region and 
a copy of that module will be given to all tasks requesting that that 
module name be loaded, regardless cf the requester's task library. 

If you know that the load module you are requesting is a member of 
one of the private libraries, you can still use the EP or EPLOC 
operands, this time in conjunction with the DCB operand. You would spe­
cify the address of the data control block for the private library in 
the DCB operand. The order of the search for EP or EPLOC with the DCB 
operand is shown in Figure 21. 

r-----------------------------------T----------------------------------, 
I MFT I MVT I 
~-----------------------------------+----------------------------------~ 
I The partition is searched. I The job pack area of the region I 
I I is searched for an available I 
I I copy. I 
~-----------------------------------+----------------------------------~ 
I The resident reenterable load I The specified library is I 
I module area is searched I searched. I 
I (optional). I I 
~-----------------------------------+----------------------------------~ 
I The specified library is I The link pack area is searched. I 
I searched. ~----------------------------------~ 
I I The link library is searched. I L ___________________________________ ~ __________________________________ J 

Figure 21. Search for module, EP or EPLOC operands with DCB operand 
specifying private library 
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Searching a job step, or task library slows the retrieval of load 
modules from the link library; to s~eed this retrieval, you should limit 
the size of the jot and step libraries. You can best do this by elirrin­
ating the job library altogether, and ~roviding step libraries where 
required. You can limit each step library to the data sets required by 
a single step; some ste~s (such as corn~ile) will not require a step 
library, and therefore will not require any unnecessary search in retri­
eving modules from the link library. For reaxirrurr efficiency, you should 
define a job library only when a step library would.be required for 
every step, and every step library would te the same. . 

The DE operand requires more work than the EP and EPLOC operands, but 
it can reduce the amount of time spent searching for a lo~d module. 
Before you can use this operand, ycu must use the BLDL macro instruction 
to obtain the directory entry for the module. The directory entry is 
part of the library that contains the module. 

To save time, the BLDL macro instruction used must obtain directory 
entries for more than one entry point name. You specify the names of 
the load modules and the address of the data control tlock for the 
library when using the BLDL macro instruction; the control program 
places a copy of the directory entry for each entry point name requested 
in a designated location in main storage. If no DCB address is given, 
the task library, job/step library, and link library are searched. If 
you specify the link library and the job or step library, the directory 
information indicates from which library the directory entry was taken. 
The directory entry always indicates the exact relative track and block 
location of the load module in the library. If the load module is not 
located on the library you indicate, a return code is given. You can 
then issue another BLDL macro instruction specifying a different 
library. For information about the use of load modules by more than one 
task, see the descri~tion of BLDL in OS Data Management Services Guide. 

To use the DE operand, you ~rovide the address of the directory 
entry, and code or omit the DCB operand to indicate the same library 
specified in the BLDL macro instruction. The order of the search when 
the DE operand is used is shown in Figure 22 for the link, job, step, 
and private libraries. 

The preceding discussion of the search is based on the premise that 
the entry point name you specified is the rrember name. When you are 
using an operating system with MFT, the same search results from s~eci­
fying an alias rather than a member name. When you are using an operat­
ing system that includes MVT, the control prograrr. checks if the entry 
point name is an alias when the load module is found in a library. If 
the name is an alias, the control program obtains the corres~onding 
member name from the library directory, then searches the link pack and 
job pack areas using the member name to determine if a usable copy of 
the load module exists in main storage. If a usable copy does not exist 
in a pack area, a new copy is brought into the job pack area. Other­
wise, the existing copy is used, ccnserving main storage and eliminating 
the loading time. 

As the discussion of the search indicates, you should choose the 
operands for the macro instruction that provide the shortest search 
time. The search of a-library actually involves a search of the direc­
tory, followed by copying the directory entry into main storage, fol­
lowed by loading the load module into main storage. If you know the 
location of the load module, you should use the operands in your macro 
instruction that eliminate as many of these unnecessary searches as 
possible, as indicated in Figure 20, Figure 21, and Figure 22. Examples 
of the use of these figures are shown in the discussion of ~assing 
control. 
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r----------------------------------T-----------------------------------, 
I MFT , MVT , 

r----------------------------------~-----------------------------------~ 
, Directory Entry Indicates Link Library and DCB=O or CCB Operand I 
I Omitted I 
~----------------------------------T-----------------------------------~ 
I The partition is searched. I The job pack area for the region I 
I I is searched for an available copy.' 
t----------------------------------+-----------------------------------~ 
, The resident reenterable load ,The link pack area is searched. , 
, module area is searched I I 
I (optional). I , 
r----------------------------------+-----------------------------------~ 
, The module is obtained from the 'The module is obtained from the , 
, link library. I link library. , 
r----------------------------------~-----------------------------------~ 
, Directory Entry Indicates Job, SteF, or Task Library and DCB=O or , 
, DCB Operand omitted , 
r----------------------------------T-----------------------------------~ 
, The jOb pack area for the parti- , The job pack area for the region , 
, tion is searched for an avail- I is searched for an available COFY.' 
I able copy. I , 
t----------------------------------+-----------------------------------~ 
I The module is obtained from the I The module is obtained from the , 
I step library; if there is no ,library indicated in the direc- , 
, step library, the module is , tory entry. , 
, obtained from the job library. , , 
~----------------------------------~-----------------------------------~ 
I DCB Operand Indicates Private library , 
~----------------------------------T-----------------------------------~ 
I The job pack area for the parti- , The job pack area for the region I 
I tion is searched for an avail- ,is searched for an available COFY.' 
, able copy.' I 
~----------------------------------+-----------------------------------~ 
, The module is obtained from the ,The module is obtained from the , 
I specified private library. I sFecified private library. , L __________________________________ ~ ___________________________________ J 

Figure 22. Search for module using DE operand 

Using an Existing COEY 

2.87 The control program will use a copy of the load module already in the 
link pack area or job pack area if the copy can be used. Whether the 
copy can be used or not depends on the reusability and current status of 
the load module; that is, the load module attributes, as designated 
using linkage editor control statements, and whether or not the load 
module has already been used or is in use. The status information is 
available to the control program only ~hen you specify the load module 
entry point name on an EXEC statement, or when you use ATTACH, LINK, or 
XCTL macro instructions to transfer control to the load module. The 
control program will protect you from cbtaining an unusable copy of a 
load module as long as you always "formally" request a copy using these 
macro instructions (or the EXEC statement); if you ever pass control in 
any other manner (for instance, a branch or a CALL macro instruction), 
the control program, because it is not informed, cannot protect you. 
Note that attributes can be dynamically changed by using the IDENTIFY 
macro instruction (see "Additional Entry Points"). 

2.88 Operating System With MVT: If you are using an operating system with 
MVT, all reenterable modules (modules designated as reenterable using 
the linkage editor) from any library are completely reusable; only one 
copy is ever placed in the link pack area or brought into your job pack 
area, and you get immediate control of the load module. If the module 
is serially reusable, only one copy is ever placed in the job pack area; 
this copy will-always be used for a LOAD macro instruction. If the cOFY 
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is in use, however, and the request is made using a LINK, ATTACH, or 
XCTL macro instruction, the task requiring the load module is placed in 
a wait condition until the copy is available. A LINK macro instruction 
should not be issued for a serially reusatle load module currently in 
use for the same task; the task will be abnormally terminated. (This 
could occur if an exit routine issued a LINK macro instruction for a 
load module in use by the main program.) 

If the load module is nonreusable, a LOAD macro instruction will 
always bring in a new copy of the load module; an existing copy is used 
only if a LINK, ATTACH, or XCTL macro instruction is issued and the co~y 
has not been used previously. Remernter, the control program can deter­
mine if a load module has been used or is in use only if all of your 
requests are made using LINK, ATTACH, or XCTL rracro instructions. 

MFT Systems With Subtasking: If you are using an MFT system with sut­
tasking, the LOAD macro instruction enables all tasks in a fartition to 
share the same copy of a reenteratle module invoked ty a previous LOAD 
macro instruction. (A reenterable module in MFT is considered reusatle 
only.) If the reenterable module is again invoked by a LINK, XCTL, or 
ATTACH macro instruction and a previous request is still active, a new 
copy of the module will be brought into main storage. 

MFT Systems Without Subtasking: If you are using an operating system 
with MFT, the macro instruction used to request the load module also 
determines if an existing copy can be used. If a LOAD macro instruction 
is issued, an existing copy is always used to satisfy the request, 
without regard to the reusability designation or the current status of 
the copy. However, if an ATTACH, LINK, or XCTl macro instruction is 
issued, an existing copy is used only if that copy was brought into main 
storage as a result of a request using a LOAD roacro instruction and the 
copy is not in use; otherwise, a new copy is brought into the job'pack 
area. 

MFT Systems With the Resident Reenteratle ~odule Area Option: If you 
are using an operating system with the MFT resident reenterable module 
area option, and you request use of a module by issuing an ATTACH, LINK, 
LOAD, or XCTL macro instruction, the supervisor will search the resident 
reenteratle module area for a copy of the module tefore fetching a new 
copy into main storage. 

Using the LOAD Macro Instruction 

The LOAD macro instruction is used to ensure that a copy of the s~e­
cified load module is in main storage in your jot pack area if it is not 
preloaded into the link pack area. When a LOAD macro instruction is 
issued, the control program searches for the load module as discussed 
previously, and brings a copy of the load module into the job pack area 
if required. When the control program returns control, register 0 con­
tains the main storage address of the entry point specified for the 
requested load module. Normally, the LOAD macro instruction is used 
only for a reenterable or serially reusable load module, since the lead 
module is retained even though it is net in use. 

The control program also establishes a "responsibility" count for the 
copy, and adds one to the count each time the requirements of a LOAD 
macro instruction are satisfied by the same copy. As long as the 
responsibility count is not zero, the copy is retained in main storage. 

The responsibility count for the cOFY is lowered by one when a DELETE 
macro instruction is issued during the task which was active when the 
LOAD macro instruction was issued. When a task is terminated, the count 
is lowered by the number of LOAD macro instructions issued for the copy 
when the task was active minus the numter of deletions. 
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When the responsibility count for a copy in a job pack area reaches 
zero, the main storage area containing the copy is made available; the 
copy is never reused after the resFonsibility count established by LOAD 
macro instructions reaches zero. 

Copies of load roodules are not added to or deleted from the link Fack 
area; LOAD and DELETE macro instructions issued for load modules already 
in the link pack area result in returns indicating successful comple­
tion, however. 

PASSING CONTROL WITH RETURN 

The LINK macro instruction is used to pass control between load 
modules and to provide for return cf centrel. In an operating systerr 
with MFT without subtasking, the ATTACH nacro instruction is executed in 
a similar manner to the LINK macro instruction. You can also pass ccn­
trol using branch or branch and link instructions or the CALL macro 
instruction; however, when you pass control in this roanner you must Fro­
tect against multiple uses of nonreusable cr serially reusable modules. 
The following paragraphs discuss the requirements for passing control 
with return in each case. 

The LINK Macro Instruction 

When you use the LINK macro instruction, as far as the logic of your 
program is concerned, you are passing control to another load module. 
Remember, however, that you are requesting the control program to assist 
you in passing control. You are actually Fassing control to the control 
program, using an SVC instrQction, and requesting the control prograro to 
find a copy of the load module and pass control to the entry point you 
designate. There is some similarity between passing control using a 
LINK macro instruction and passing control using a CALL macro instruc­
tion in a simple structure. These similarities are discussed first. 

The convention regarding registers 2-12 still applies; the control 
program does not change the contents of these registers, and the called 
load module should restore them before control is returned. You must 
provide the address in register 13 of a save area for use by the called 
load module; the control program does not use this save area. You can 
pass address parameters in a pararoeter list to the load module using 
register 1; the LINK macro instruction provides the same facility for 
constructing this list as the CALL macro instruction. Register 0 is 
used by the control program and the contents will be modified. 

There is also some difference between passing control using a LINK 
macro instruction and passing control using a CALL macro instruction. 
When you pass control in a simple structure, register 15 contains the 
entry point address and register 14 contains the return point address. 
When the called load module gets control, that is still what registers 
14 and 15 contain, but ,when you use the LINK macro instruction, it is 
the control program that establishes these addresses. When you code the 
LINK macro instruction, you provide the entry point name and possibly 
some library information using the EP, EPLCC, or DE, and DCB operands. 
But you have to get this entry point and library information to the con­
trol program. The expansion of the LINK macro instruction does this, by 
creating a control program parameter list (the information required by 
the control program) and placing the address of this parameter list in 
register 15. After the control program finds the entry point, it places 
the address in register 15. 
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The return address in your control section is always the instruction 
following the LINK; that is not, hewever, the address that the called 
load module receives in register 14. The control program saves the 
address of the location in your pregrarr in its own save area, and places 
in register 14 the address of a routine within the control program that 
will receive control. Because control was passed using the control pro­
gram, return must also be made using the ccntrol program. 

The control program establishes a responsibility count for a load 
module when control is passed using the LINK macro instruction. This is 
a separate responsibility count frem the count established for LOAD 
macro instructions, but it is used in the same manner. The count is 
increased by one when a LINK macro instruction is issued, and decreased 
by one when return is made to the control program or when the called 
load module issues an XCTL macro instructien. 

Figures 23 and 24 show the coding of a LINK macro instruction used to 
pass control to an entry point in a load module. In Figure 23, the load 
module is from the link, job, or step library; in Figure 24, the module 
is from a private library. Except for the method used to ~ass contrel, 
this example is similar to Figures 13 and 14. A problem program para­
meter list containing the addresses INDCB, OUTDCB, and AREA is passed to 
the called load module; the return point is the instruction following 
the LINK macro instruction. A V-type address constant is not generated, 
because the load module containing the entry point NEXT is not to be 
edited into the calling load module. Note that the EP operand is cho­
sen, since the search begins with the jot pack area and the appropriate 
library as shown in Figure 20. 

Figures 25 and 26 show the use of the BlDL and lINK macro instruc­
tions to pass control. Assuming centrel is to be passed to an entry 
point in a load module from the link library, a BLDL macro instruction 
is issued to bring the directory entry for the member into main storage. 
(Remember, however, that time is saved only if more than one directory 
entry is requested in a BLDL macro instruction. Only one is requested 
here for simplicity. Time is also saved if the program links to the 
load module more than once, using the information in directory entry 
each time.) 

The first operand of the BLDL macro instruction is a zero, which 
indicates that the directory entry is en the link or job library. The 
second operand is the address in main storage of the list description 
field for the directory entry. The first two bytes at LISTADDR indicate 
the number of directory entries in the list; the second twe bytes indic­
ate the length of each entry. If the entry is to be used in a LINK, 
LOAD, ATTACH, or XCTL macro instruction, the entry must be 58 bytes in 
length. A character constant is established to contain the directory 
information to be placed there by the control program as a result of the 
BLDL macro instruction. The LINK rracre instruction in Figure 26 can new 
be written. Note that the DE operand refers to the name field, not the 
list description field, of the directory entry. 

r--------------------------------------------------------, 
I LINK EP=NEXT,PARAM=(INDCB,OUTDCB,AREA),VL=l I 
I RETURNPT I 
I AREA DC 12F' 0' I L ______________________________________________________ ~_J 

Figure 23. Use of the LINK macre instruction with the job or link 
library 
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r-----------------------------------------------------------------, 
I OPEN (PVTLIB) I 
I I 
I LINK EP=NEXT,DCB=PVTLIB,P~RAM=(INDCB,OUTDCB,AREA),VL=l I 
I I 
I PVTLIB DCB DllNAME=PVTLIBDD,DSORG=PO,MACRF=(R) I L _________________________________________________________________ J 

Figure 24. Use of the LINK macro instruction with a private library 

r---------------------------------------------------------------------, 
I BLDL 0, LISTADDR I 
I I 
I DS OH List description field: I 
I LISTADDR DC H'Ol' Nurnter of list entries I 
I DC H' 58' Length of each entry I 
I NAMEADDR DC CL8' NEXT' Member name I 
I DS 25H Area required for directory information I L _____________________________________________________________________ J 

Figure 25. Use of the BLDL macro instruction 

r--------------------------------------------------------, 
I LINK DE=NAMEADDR,DCB=O,PARAM=(INDCB,OUTDCB,AREA),VL=l I L ________________________________________________________ J 

Figure 26. The LINK macro instruction with a DE operand 

Using the ATTACH Macro Instruction (MFT Without subtasking) 

In a system without subtasking, the ATTACH macro instruction performs 
exactly the same functions as the LINK macro instruction and should be 
used in the same way. In a system with subtasking, however, you use the 
ATTACH macro iri'struction to cause t:arallel execution. 

You should use the ATTACH macro instruction only when coding for 
upward compatibility with a systerr that includes subtasking. There are 
two additional operands provided with the ATTACH macro instruction: the 
ECB and ETXR operands. When used in an operating system with MVT or 
with MFT with subtasking, these operands provide a means of communica­
tion between tasks from the same job step. Refer to "Task Management" 
for a discussion of the ECB and ETXR o~erands. 

Using CALL or Branch and Link 

You can save tirre by passing control to a load module without using 
the control program. Passing control without using the control prcgram 
is performed as follows: issue a LOAD macro instruction to obtain a 

'copy of the load module, preceded by a BLDL macro instruction if you can 
shorten the search time by using it. The control program returns the 
address of the entry point in register o. Load this address into 
register 15. The linkage requirements are the same when passing contrcl 
between load modules as when passing control between control sections in 
the same load module: register 13 must contain a save area address, 
register 14 must contain the return point address, and register 1 is 
used to pass parameters in a parameter list. A branch instruction, a 
branch and link instruction, or a CALL macro instruction can be used to 
pass control, using register 15. The return will be made directly to 
you. 
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Note: When control is passed to a load module without using the control 
program, you must check the load module attributes and current status of 
the copy yourself, and you must check the current status in all succeed­
ing uses of that load module during the job step, even when the control 
program is used to pass control. 

The reason you have to keep track of the usability of the load module 
has been discussed previously: you are not allowing the control program 
to determine whether you can use a particular copy of the load module. 
The following paragraphs discuss your responsibilities when using load 
modules with various attributes. You must always know what the reusabi­
lity attribute of the load module is. If you do not know, you should 
not attempt to pass control yourself. 

If the load module is reenterable, one copy of the load module is all 
that is ever required for a job step. You do not have to determine the 
current status of the COPYi it can always be used. The best way to pass 
control is to use a CALL macro instruction or a branch or branch and 
link instruction. 

If the load module is serially reusable, one use of the copy must be 
completed before the next use begins. If your job step consists of only 
one task, preventing simultaneous use of the same copy involves making 
sure that the logic of your program does not require a second use of the 
same load module before completion of the first use. An exit routine 
must not require the use of a serially reusable load module also 
required in the main program. 

Preventing simultaneous use of the same copy when you have more than 
one task in the job step requires more effort on your part. You must 
still be sure that the logic of the program for each task does not 
require a second use of the same load module before completion of the 
first use. You must also be sure that no more than one task requires 
the use of the same copy of the load module at one time; the ENQ macro 
instruction can be used for this purpose. Properly used, the ENQ macro 
instruction prevents the use of a serially reusable resource, in this 
case a load module, by more than one task at a time. Refer to "Program 
Management Services· for a complete discussion of the ENQ macro instruc­
tion. A conditional ENQ macro instruction can also be used to check for 
simultaneous use of a serially reusable resource within one task. 

If the load module is nonreusable, each copy can only be used once; 
you must be sure that you use a new copy each time you require the load 
module. If you are using an operating system with MVT or with MFT with 
subtasking, you can ensure that you always get a new copy by using a 
LINK macro instruction or by doing as follows: 

• Issue a LOAD macro instruction before you pass control. 

• Pass control using a branch or a branch and link instruction or a 
CALL macro instruction only. 

• Issue a DELETE macro instruction as soon as you are through with the 
copy. 

If you are using an operating system with MFT without subtasking, you 
should perform the same three steps indicated above, and also make sure 
that you do not require a second use of the load module before comple­
tion of the first use. 

HOW CONTROL IS RETURNED 

The return of control between load modules is exactly the same as 
return of control between two control sections in the same load module. 
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The program in the load module returning control is responsible for 
restoring registers 2-14, possibly establishing a return code in regist­
er 15, and passing control using the address in register 14. The pro­
gram in the load module to which control is returned can expect the con­
tents of registers 2-13 to be unchanged, the contents of register 14 to 
be the return point address, and optionally, the contents of register 15 
to be a return code. The return of control can be made using a branch 
instruction or the RETURN macro instruction. If control was passed 
without using the control program, that is all there is to it. However, 
if control was originally passed using the control program, the return 
of control is to the control program, then to the calling program. The 
action taken by the control program is discussed in the following 
paragraphs. 

When control was passed using a LINK or ATTACH macro instruction, the 
responsibility count was increased by one for the copy of the load 
module to which control was passed to ensure that the copy would be in 
main storage as long as it was required. The return of control indi­
cates to the control program that this use of the copy is completed, so 
the responsibility count is decremented by one. If you are using an 
operating system with MFT, the main storage area containing the copy is 
made available when the responsibility count reaches zero. If you are 
using an operating system with MVT, the copy is retained when the 
responsibility count reaches zero if all three of the following require­
ments are met: 

• The load module attributes are serially reusable or reenterable. 

• The count was not reduced to zero because of a DELETE macro 
instruction. 

• The main storage area is not required for other purposes. 

If control was originally passed using an ATTACH macro instruction 
(MFT without subtasking), the control program takes the following 
action: 

• If the ECB operand was specified, the control program posts the 
return code in the indicated full word. 

• If the ETXR operand was specified, the control program passes con­
trol to the designated address, using register 15 to contain the 
entry point address, and register 14 to contain the return point 
address (to the control program). When the exit routine returns 
control, the control program passes control to the instruction fol­
lowing the ATTACH macro instruction without modifying the contents 
of any register except register 14. Register 15 does not, in this 
case, contain the return code. 

If the ETXR operand was not specified, or if the LINK macro instruc­
tion was used to pass control, the control program only places the 
return point address into register 14, and passes control to that 
address. No other register contents are modified. 

PASSING CONTROL WITHOUT RETURN 

The XCTL macro instruction is used to pass control between load 
modules when no return of control is required. You can also pass con­
trol using a branch instruction; however, when you pass control in this 
manner, you must protect against multiple uses of non-reusable or seri­
ally reusable modules. The following paragraphs discuss the require­
ments for passing control without return in each case. 
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PASSING CONTROL USING A BRANCH INSTRUCTION 

The same requirements and procedures for protecting against reuse of 
a nonreusable copy of a load module apply when passing control without 
return as were stated under -Passing Control with Return.- The proce­
dures for passing control are as follows. 

A LOAD macro instruction should be issued to obtain a copy of the 
load module. The entry point address returned in register 0 is loaded 
into register 15. The linkage requirements are the same when passing 
control between load modules as when passing control between control 
sections in the same load module; register 13 must be reloaded with the 
old save area address, then registers 14 and 2-12 restored from that old 
save area. Register 1 is used to pass parameters in a parameter list. 
A branch instruction is issued to pass control to the address in regist­
er 15. 

Mixing branch instructions and XCTL macro instructions is hazardous. 
The next topic explains why. 

USING THE XCTL MACRO INSTRUCTION 

The XCTL macro instruction, in addition to being used to pass con­
trol, is also used to indicate to the control program that this use of 
the load module containing the XCTL macro instruction is completed. 
Because control is not to be returned, the address of the old save area 
must be reloaded into register 13. The return point address must be 
loaded into register 14 from the old save area, as must the contents of 
registers 2-12. The XCTL macro instruction can be written to request 
the loading of registers 2-12, or you can do it yourself. If you 
restore all registers yourself, do not use the EP parameter. This 
creates an inline parameter list that needs your base register to be 
addressable, and your base register is no longer valid. If EP is used, 
you must have XCTL restore the base register for you. 

When using the XCTL macro instruction, you pass parameters in a para­
meter list, with the address of the list contained in register 1. In 
this case, however, the parameter list must be established in a portion 
of main storage outside the current load module containing the XCTL 
macro instruction. This is because the copy of the current load module 
may be deleted before the called load module can use the parameters, as 
explained in more detail below. 

The XCTL macro instruction is similar to the LINK macro instruction 
in the method used to pass control: control is passed by way of the 
control program using a control program parameter list. The control 
program loads a copy of the load module, if necessary, establishes the 
entry point address in register 15, saves the address passed in register 
14 and replaces it with a new return point address within the control 
program, and passes control to the address in register 15. The control 
program adds one to the responsibility count for the copy of the load 
module to which control is to be passed, and subtracts one from the 
responsibility count for the current load module. The current load 
module in this case is the load module last given control using the con­
trol program in the performance of the active task. If you have been 
passing control between load modules without using the control program, 
chances are the responsibility count will be lowered for the wrong load 
module copy. And remember, when the responsibility count of a copy 
reaches zero, that copy may be deleted, causing unpredictable results if 
you try to return control to it. 
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Figure 27. Misusing control program facilities 

Figure 27 shows how this could happen. Control is given to load 
module A, which passes control to load module B (step 1) using a LOAD 
macro instruction and a branch and link instruction. Register 14 at 
this time contains the address of the instruction following the branch 
and link. Load module B then is executed, independent of how control 
was passed, and issues an XCTL macro instruction when it is finished 
(step 2) to pass control to load module C. The control program, knowing 
only of load module A, lowers the responsibility count of A by one, 
resulting in its deletion. Load module C is executed and returns to the 
address which used to follow the branch and link instruction. step 3 of 
Figure 27 indicates the result. 

Two methods are available for ensuring that the proper responsibility 
count is lowered. One way is to always use the control program to pass 
control with or without return. The other method is to use only LOAD 
and DELETE macro instructions to determine whether or not a copy of a 
load module should remain in main storage. 
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TASK CREATION 

3.1 In any configuration of the operating system, one task is created by 
the control program as a result of initiating execution of the job ste~. 
In an operating system with MFT without suttasking, only the control 
program can create tasks; your program cannot create tasks. 

3.2 In an operating system with MVT or with MFT with subtasking, you can 
create additional tasks in your prcgrarr. If you do not, however, the 
job step task is the only task in a job being executed under MVT or 
under MFT with subtasking. The benefits of a rr.ultiprogramming environ­
ment are still available even with only one task in the job step; work 
is still being performed when your task is unatle to use the system 
while waiting for an event, such as an input operation, to occur. 

3.3 The advantage in creating additional tasks within the job step is 
that more tasks are competing for control than the task in the job you 
are concerned with. When a wait condition occurs in one of your tasks, 
it is not necessarily a task from some other job that gets control. It 
may be one of your tasks, a portion of your job~ 

3.4 The general rule is that parallel execution of a job step (that is, 
more than one task in a job step> should be chosen only when a signifi­
cant amount of overlap between two or more tasks can be achieved. The 
amount of time taken by the control prcgrarr in establishing and control­
ling additional tasks, and your increased effort to coordinate the tasks 
and provide for communications between then must be taken into account. 

CREATING THE TASK 

3.5 A new task is created by issuing an ATTACH nacro instruction. The 
task that is active when the ATTACH macro instruction is issued is the 
originating task; the newly created task is the subtask of the originat­
ing task. The subtask competes for control in the same manner as any 
other task in the system, on the basis of ~riority and the current abi­
lity to use the central processing unit. The address of the task con­
trol block for the subtask is returned in register 1. 

3.6 If the ATTACH macro instruction is executed successfully, control is 
returned to the user with one of the fcllowing return codes in register 
15: 

Hexadecimal 
Code 
00 

04 

08 

OC 

10 

Meaning 
Indicates successful completion of the ATTACH request. 

Indicates that the ATTACH macro instruction was issued in 
a STAE exit routine. 

Indicates that sufficient main storage was not available 
to schedule the exit routine as specified by the STAI 
operand. The subtask has not been successfully created. 

Indicates that the exit routine or parameter list address 
specified in the STAI operand was invalid. The subtask 
has not been successfully created. 

Indicates that storage for the STAI request is not avail­
able for the propagation of STAIs from the mother to the 
daughter task. The suhtask has not been created. 
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3.7 The entry point in the load module to be given control when the sub-
task becomes active is specified in the sane way as in a LINK macro 
instruction, that is, through the use of the EP, EPLOC, DE, and DCB 
operands. The use of these operands is discussed in the section titled 
"Program Management." Parameters can be passed to the subtask using the 
PARAM and VL operand~, also descrited in "Program Management." Owner­
ship of subpools is transferred or shared using the GSPV, GSPL, SHSPV, 
and SHSPL operands discussed in "Main Storage Management." The only 
additional operands are those dealing with the priority of the subtask, 
the operands that provide for comrrunication tetween tasks, and the TASK­
LIB operand. 

3.8 The TASKLIB operand is used to specify the address of an epened data 
control block (DCB) for a job library to te searched for the entry point 
name of the module being attached and for the subsequent medules 
accessed by the subtask. If the TASKLIB operand is not specified, the 
job library DCB address from the attaching task's TeB is propagated to 
the subtask. 

3.9 Warning: All modules contained in the job library and task libraries 
for a job step should be uniquely named. If duplicate module names are 
contained in these libraries, the results are unpredictatle. 

3.10 

3.11 

3.12 

TASK PRIORITY 

In a system with MVT or MFT with subtasking, tasks compete for con­
trol on the basis of priority. When a task is created, it is assigned a 
priority that can later be revised upward or downward. It is also 
assigned a limit to its priority, a value equal to the highest priority 
the task can be assigned; this value is called the task's limit' priori­
~. The task's actual priority, the basis on which it com~etes for cen­
trol, is called the task's dispatching priority. 

A task can change its own dispatching priority but not its own lirrit 
priority. It can change both the dispatching and limit priorities of 
its subtasks, but cannot set the limit priority of a subtask higher than 
its own limit priority. 

PRIORITY OF THE JOB STEP TASK IN MVT 

The control program assigns limit and dispatching priorities to a job 
step task using input from parameters in one or more job control lan­
guage statements. However, the limit and dispatching priorities of the 
job step task never exceed the dispatching priority of the Initiator. 
The limit priority of the job step task cannot be changed. The follew­
ing list is in the order of importance assigned to the various methods 
of specifying priority. That is, force priority (item 1) is used, if 
specified. If force priority is nct specified, DPRTY (item 2) is used, 
if specified, etc. The following list contains the calculations per­
formed for user-specified priorities. This may te overriden by the con­
trol program if the calculation exceeds the LIMIT value specified in the 
EXEC statement in the Initiator procedure, or if the calculation exceeds 
the dispatching priority of the Initiator (see the paragraphs following 
the list). 

1. The installation may specify that all job step tasks assigned to a 
particular job class are to have a specified initial dispatching 
priority called the force priority. See the MVT Guide for a 
description of the force priority operand. If a force priority is 
specified, the limit and dispatching priorities are calculated as 
follows: 

(value X 16) + 11 
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3.13 

3.14 

3.15 

3.16 

This overrides any specifications in items 2, 3, and 4. 

2. In MV~, you may sfecify a dispatching priority for the job stef 
using the DPRTY parameter on the EXEC statement for the job step. 
See the JCL Reference publication for a description of the DPRTY 
parameter. If the DPRTY ~ararreter is specified, the priorities of 
the job step are calculated as follows: 

dispatching priority = (valuel X 16) + value2 
limit priority = (valuel X 16) + 15 

If valuel is not specified, a default of 0 is used. 
If value2 is not s~ecified, a default of 11 is used. 

This overrides any specification in items 3 or 4. 

3. You may specify the priority for all job step tasks using. the PRTY 
parameter in the JOB statement. See the JCL Reference publication 
for a description of the PRTY parameter. If the PRTY parameter is 
specified, the priorities of the job step task are calculated as 
follows: 

dispatching priority = (value X 16) + 11 
limit priority = (value X 16) + 15 

4. If no priority s~ecification is made in items 1 through 3, the 
priority specified in the EXEC statement of the Reader/Interpreter 
procedure is used. See the MVT Guide for a description of the sta­
tements used in the Reader/Inter~reter procedure. The priorities of 
the job step task are calculated as follo~s: 

dispatching priority 
limit priority 

(value X 16) + 11 
(value X 16) + 15 

There is one additional parameter used to determine the priorities of 
a job step task. The LIMIT ~arameter in the EXEC statement of the 
Initiator procedure allows the installation to sfecify the maximum limit 
and dispatching priorities that can be assigned to a job ste~ task. See 
the MVT Guide for a description of LIMIT parameter in the EXEC statement 
for the Initiator procedure. . Both the maximum limit and dispatching 
priorities are calculated as follows: 

(value X 16) + 11 

If the LIMIT parameter is specified and one or both of the calculated 
priorities from items 1, 2, 3, or 4 is greater than the priority calcu­
lated using the LIMIT parameter, the ~riority calculated using the LIMIT 
parameter is assigned as the dispatching and/or lirr.it priority that 
exceeded the LIMIT priority. 

The calculated priorities, determined by items 1, 2, 3, or 4 above 
and adjusted to the LIMIT priority as necessary, are compared with the 
dispatching priority of the Initiator. The Initiator has a dispatching 
priority of 251 and a limit priority of 255 unless they were modified 
using the DPRTY pararr.eter on the EXEC card for the Initiator procedure. 
If one or both of the calculated priorities of the job step task is 
greater than the dispatching priority of the Initiator, the dispatching 
priority of the Initiator is assigned as the limit and/or dispatching 
priority that exceeded the Initiatcr's dispatching priority. 

PRIORITY OF THE JOE STEP TASK IN MFT 

The limit and initial dispatching priorities of a job step task are 
always the same. These priorities are determined by the partition in 
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3.17 

which the jot step will execute. Figure 28 gives in column 2 ("Highest 
Dispatching") the limit and initial dispatching priority assigned to the 
job step task in each partition. 

The job step task can lower its initial dispatching priority by use 
of the CHAP macro instruction. It can later use this macro instruction 
to revise its dispatching priority either upward or downward. Of 
course, it can never raise its dispatching priority above its initial 
dispatching (limit) priority. 

PRIORITY OF SUBTASKS 

3.18 When a subtask is created, the limit and dispatching priorities of 
the subtask are the same as the current limit and dispatching priorities 
of the originating task except when the subtask priorities are modified 
by using the LPMOD and DPMOD operands of the ATTACH rracro instruction. 
The LPMOD operand specifies the nurrber to be subtracted from the current 
limit priority of the originating task. The result of the subtraction 
is assigned as the limit priority of the new task. The DPMOD operand 
specifies the number to be added to the current dispatching priority of 
the originating task. The result of the addition is assigned as the 
dispatching priority of the new task, unless the number is greater than 
the limit priority. In that case, the limit priority value is used as 
the dispatching priority. 

3.19 There are no absolute rules for assigning priorities to tasks and 
subtasks. Priorities should be assigned on the basis that tasks of 
higher priority will be given control when competing with tasks of lower 
priority. Tasks with a large number of input/output operations should 
be assigned a higher priority than tasks with little input/output 
because the tasks with much·input/cutput will be in a wait condition for 
a greater amount of time. The lower priority tasks will be executed 
when the higher priority tasks are in a wait condition. When the input/ 
output operation has completed, the higher priority tasks will get con­
trol so that the next operation can be started. In addition, if one or 
more subtasks must be completed before the originating task can proceed 
beyond a certain point, the subtasks that must be completed should be 
assigned a priority which will eliminate as much as possible a long wait 
time in the originating task. 

3.20 Since tasks from other job steps are competing for control, the 
priority initially established for the subtasks may be too high or too 
low to properly process the job step. To correct this, the priorities 
of these tasks can be changed after the tasks have been created by using 
the CHAP macro instruction. The EXTRACT macro instruction, discussed 
later, can be used to determine the current dispatching and limit 
priorities of the current task and its subtasks. Note that each change 
of 16 in limit or dispatching priority is equivalent to a change of ene 
in job priority. 

3.21 The CHAP macro instruction changes the dispatching priority of the 
active task or one of its subtasks. By adding a positive or negative 
value, the dispatching priority of the active task or a subtask is 
changed. The dispatching priority of the active task can be made less 
than the dispatching priority of another task waiting for control. If 
this occurs, the waiting task would be given control after execution of 
the CHAP macro instruction. 

3.22 The CHAP macro instruction can also be used to increase the limit 
priority of any of th,e active task's subtasks~ The active task cannet 
change its own limit priority. The dispatching priority of a subtask 
can be raised above its own limit priority, but not above the limit of 
the originating task. When the dispatching priority of a subtask is 
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3.24 

raised acove its own limit priority, the subtask's limit priority is 
automatically raised to equal its new dispatching priority. 

TIME SLICING 

Time slicing is an optional feature that allows tasks that are mem­
bers of the "time-slice group" to share control of the cpu. When a 
member of the time-slice group has been active for a certain length of 
time, it is interrupted, and control is given to another member of the 
group. In this way, all member tasks are given equal slices of CPU 
time; no task can use the CPU to the exclusion of all others. 

MFT SYSTEMS WI~HOUT SUBTASKING 

At system generation, your installation designates certain contiguous 
main storage partitions for time slicing. Your tasks (job steps) are 
members of the time-slice group if your jot is assigned to one of these 
partitions. You control partition assignment through the CLASS pararret­
er of your JOB staterrent. 
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3.25 

3.26 

3.27 

MFT SYSTEMS WITH SUBTASKING 

Any task or subtask is considered a member of a time-slicing group if 
its dispatching priority is within the range of the dispatching priori­
ties assigned to partitions designated for time slicing. 

During execution, a task or subtask can use the CHAP macro instrnc­
tion to designate itself as a member of the time-slicing group if its 
limi t priority is equal to or greater than the' lowest dispatch~;/!'-:J 
priority of the time~slicing group. Also, a parent task car.. ",.:e the 
ATTACH or CHAP macro instructions to designate a subtask as r member of 
the time-slicing group if the limit priority of the parent task is equal 
to or greater than the lowest dispatching priority of ':'..:.he time-slicing 
group. 

Each partition has a range of eleven dispatching priorities assigned 
to it. The range of dispatching priorities for a time-slicing group is 
from the highest dispatching priority of the highest priority partition 
within the group to the lowest dispatching priority for the lowest 
priority partition within the group. The highest and lowest dispatching 
priorities of a partition are given in Figure 28. The dispatching 
priorities indicated in the figure must be decremented by 1 for each of 
the following functions that are included in the system: 

• System Log 

• System Management Facility 

• I/O Recovery Management Support 

If Partitions 6 through 8 were assigned to the time-slicing group, any 
task or subtask whose dispatching priority fell within the range 185-153 
would be a member of the time-slicing group. If the System Log and Sys­
tem Management Facility functions were included in the system, the range 
of time-slicing dispatching priorities would be 183-151. 

r------------------T---------------------T--------------------, 
I Partition Number I Highest Dispatching I Lowest Dispatching I 
~------------------+---------------------+--------------------~ 

o 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 

23-n 

251 
240 
229 
218 
207 
196 
185 
174 
163 
152 
141 
130 
119 
108 

97 
86 
75 
64 
53 
42 
31 
20 

9 
o 

241 
230 
219 
208 
197 
186 
175 
164 
153 
142 
131 
120 
109 

98 
87 
76 
65 
54 
43 
32 
21 
10 

1 
o 

__________________ ~ ______________ -------~-------------_______ J 

Figure 28. Determining partition dispatching priorities 
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3.28 

MVT SYSTEMS 

At system generation, your installation designates certain job 
priorities for time 'slicing. Your tasks are members of the time-slicing 
group if their dispatching priorities correspond to these job priori­
ties. For example, if job priorities 8 and 9 are designated, tasks are 
members of the time-slice group when their dispatching priorities can be 
computed as follows: 

For job priority 8, 
Dispatching Priority = (8 x 16) + 11 = 139 

For job priority 9, 
Dispatching Priority = (9 x 16) + 11 = 155 

In this example, tasks with priorities 139 and 155 are members of the 
time slice group. Note that time slicing applies only to ready tasks 
with the highest priority; a task with priority 155 would not be inter­
rupted to give control to a task with priority 139. 

3.29 Time slicing is important chiefly in real-time applications, but it 
affects the use of the ATTACH and CHAP macro instructions by all tasks 
in the system. These macro instructions determine task priorities, and 
therefore determine membership in the time slice group. In using these 
macro instructions, you must consider carefully the priorities for which 
time slicing is performed at your installation. Using the ATTACH and 
the CHAP macro instructions can affect dispatching priorities, as dis­
cussed above. 

3.30 Consider again the example in which time slicing is performed for job 
priorities 8 and 9. If a job step task has an' initial dispatching 
priority of 139, it is initially a member of the time-slice group. If 
it lowers its priority, it is no longer a member of the group; if it 
attaches a subtask, the subtask is a member only if it is assigned a 
dispatching priority of 139 (the limit priority of the job step task). 

3.31 If another job step task is assigned an initial dispatching priority 
greater than 155, it is not initially a member of the time-slice group. 
However, it can create lower priority subtasks that are members of the 
time-slice group, and can itself become a member by lowering its own 
dispatching priority to 155 or 139. Note that careless use of the 
ATTACH and CHAP macro instructions could result in a task's becoming a 
member of the time-slice group when time slicing is not actually 
intended. 
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TASK MANAGEMENT 

4.1 The task management information in this section is required only for 
establishing communications among tasks in the same job step, and there­
fore applies only to operating systems with MVT or with MFT with sub­
tasking. The relationship of tasks in a job step is shown in Figure 29. 

4.2 The horizontal lines in Figure 29 divide the tasks into various 
levels. These levels have no relation to task priorities; they serve 
only to separate originating tasks and subtasks. Tasks A, B, Al, A2, 
A2a, Bl, and Bla are all subtasks of the job step task; Tasks Al, A2, 
and A2a are subtasks of Task A. Tasks A2a and Bla are the lowest level 
tasks in the job step. Although Task Bl is at the same level as Tasks 
Al and A2, it is not considered a subtask of Task A. 
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Figure 29. Task hierarchy 
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4.3 

4.3 Task A is the originating task for both Tasks Al and A2, and Task A2 
is the originating task for Task A2a. A hierarchy of tasks exists 
within the job step. Therefore the job step task, Task A, and Task A2 
are predecessors of Task A2a, while Task B has no direct relationship to 
Task A2a. 

4.4 All of the tasks in the job step compete independently for control; 
if no constraints are provided, the tasks are performed and are ter­
minated asynchronously. However, since each task is performing a por­
tion of the same job step, you will usually require some communication 
and constraints between tasks, such as notification of the completion of 
subtasks. If termination of a predecessor task is attempted before all 
of the subtasks are complete, those subtasks and the predecessor task 
are abnormally terminated. 

TASK AND SUBTASK COMMUNICATIONS 

4.5 Two operands, the ECB and ETXR operands, are provided in the ATTACH 
macro instruction to assist in communication between a subtask and the 
originating task. These operands are used to indicate the normal or 
abnormal termination of a subtask to the originating task. If either 
the ECB or ETXR operands, or both, are coded in the ATTACH macro 
instruction, the task control block of the subtask is not removed from 
the system when the subtask is terminated. The originating task must 
remove the task control block from the system after termination of the 
subtask. This is accomplished by issuing a DETACH macro instruction. 
The task control blocks for all subtasks must be removed before the ori­
ginating task can terminate normally. 

4.6 The ETXR operand specifies the address of an end-of-task exit routine 
in the originating task to be given control when subtask being created 
is terminated. The end-of-task routine is given control asynchronously 
after the subtask has terminated, and must be in main storage when it is 
required. After the control program terminates the subtask, the end-of­
task routine specified when the subtask was created is scheduled to be 
executed. The routine competes for control on the basis of the priority 
of the originating task, and can be given control even though the ori­
ginating task is in the wait condition. When the end-of-task routine 
returns control to the control program, the originating task remains in 
the wait condition if the event control block has not been posted. 

4.7 The end-of-task routine can issue an EXTRACT macro instruction speci-
fying the task control block of the terminated subtask. The address of 
that task control block is contained in register 1 when the routine is 
given control. The EXTRACT macro instruction, discussed under the head­
ing "Obtaining Information From the Task Control Block," can be used to 
obtain such information as floating-point register contents and comple­
tion code. Although the DETACH macro instruction does not have to be 
issued in the end=of=task routine, this is a good place for it. 

4.8 The ECB operand specifies the address of an event control block (dis-
cussed under "Task Synchronization") which is posted by the control pro­
gram when the subtask is terminated. After posting, the event control 
block contains the completion code specified for the subtask. 

4.9 If neither the ECB nor ETXR operands are specified in the ATTACH 
macro instruction, the task control block for the subtask is removed 
from the system when the subtask is terminated. No DETACH macro 
instruction is required. Use of the task control block in a CHAP, 
EXTRACT, or DETACH macro instruction in this case is risky as is task 
termination; since the originating task is not notified of subtask ter­
mination, you may refer to a task control block which has been removed 
from the system, which would cause the active task to be abnormally 
terminated. 
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4.11 

4.12 

4.13 

4.14 

4.15 

4.16 

TASK SYNCHRONIZATION 

Task synchronization requires some planning on your part to determine 
what portions of one task are dependent on the completions of portions 
of all other tasks. The POST macro instruction is used to signal com­
pletion of an event; the WAIT macro instruction is used to indicate that 
a task cannot proceed until one or more events have occurred. 

The control block used with both the WAIT and POST macro instructions 
is the event control block. An event control block is a fullword on a 
fullword boundary and is shown in Figure 30. 

An event control block is used when the ECB operand is coded in an 
ATTACH macro instruction. In this case the control program issues the 
POST macro instruction for the event (subtask termination). Either the 
return code in register 15 (if the task completed normally) or the com­
pletion code specified in the ABEND macro instruction (if the t~sk was 
abnormally terminated) is placed in the event control block as shown in 
Figure 30. The originating task can issue a WAIT macro instruction spe­
cifying the event control block; the task will not regain control until 
after the event has taken place and the event control block is posted. 

When an event control block is originally created, bits 0 and 1 must 
be set to zero. An event control block can be reused; if it is reused, 
bits 0 and 1 must be set to zero before either the WAIT or POST macro 
instruction can be issued. However, if the bits are set to zero before 
posting the ECB, any task waiting for that ECB to be posted will remain 
in the wait state. When a WAIT macro instruction is issued, bit 0 of 
the associated event control block is set to 1. When a POST macro 
instruction is issued, bit 1 of the associated event control block is 
set to 1, and bit 0 is set to O. 

A WAIT macro instruction can specify more than one event by specify­
ing more than one event control block. Only one WAIT macro instruction 
can refer to an event control block at one time, however. If more than 
one event control block is specified in a WAIT macro instruction, the 
WAIT macro instruction can also specify that all or only some of the 
events must occur before the task is taken out of the wait condition. 
When a sufficient number of events have taken place (event control 
blocks have been posted) to satisfy the number of events indicated in 
the WAIT macro instruction, the task is taken out of the wait condition. 

MANIPULATING TASK PROCESSING 

In MVT systems, you can use the STATUS macro instruction to specify 
that a task is or is not to be dispatched by the system. 

When you issue the STATUS macro instruction with the START or STOP 
operand, the system determines whether the specified subtask of the cur­
rent task or all subtasks of the current task are to be modified. When 
you specify START, the stop/start count in the subtask TCB(s) is 
decreased and the nondispatchability flags are cleared. When you speci­
fy STOP, the stop/start count in the subtask TCB(s) is increased and the 
nondispatchability flags are set. The nondispatchability flags are set 
for a task only if the task has no system routine being executed for it. 
If a system routine is being executed for the task, the task is made 
nondispatchable when it no longer has a system routine being executed 
for it. 

o 1 2 31 

I wi p I completion code I 

Figure 30. Event control block 
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5.1 

PROGRAM MANAGEMENT SERVICES 

5.1 The control program provides a set of optional services which are 
available to your program through the use of macro instructions. The 
following paragraphs discuss each of these services and the way to 
obtain them. The proper use of any of these services results in an 
improved and more efficient prog~am; the misuse or overuse of the ser­
vices wastes main storage and execution time. 

ADDITIONAL ENTRY POINTS 

5.2 Through the use of linkage editor facilities you can specify as many 
as 11 different names (a member name and 16 aliases) and associated 
entry points within a load module. It is only through the use of the 
member name or the aliases that a copy of the load module can be brought 
into main storage. Once a copy has been brought into main storage, 
however, additional entry points can be provided for the load module, 
subject to the following restrictions: 

• The "identify" option must have been included in the operating sys­
tem during system generation (standard in an operating system with 
MVT, optional with the other configurations of the operating 
system). 

• The load module copy to which the entry point is to be added must be 
one of the following: 

- a copy which satisfied the requirements of a LOAD macro instruc­
tion issued during the same task, or 

- the copy of the load module most recently given control through 
the control program in performance of the same task. 

5.3 The entry point is added through the use of the IDENTIFY macro 
instruction. An IDENTIFY macro instruction can be issued by any program 
in the job step, except by asynchronous exit routines established using 
other supervisor macro instructions. A further restriction exists for 
an operating system with MFT: an IDENTIFY macro instruction cannot be 
issued when the load module is given control at an entry point that was 
added by an IDENTIFY macro instruction. 

5.4 When you use the IDENTIFY macro instruction, you specify the name to 
be used to identify the entry point, and the main storage address of the 
entry point in the copy of the load module. The address must be within 
a copy of a load module that meets the requirements listed above; if it 
is not, the entry point will not be added, and you will be given a 
return code of OC (hexadecimal). The name can be any valid symbol of up 
to eight characters, and does not have to correspond to a name or symbol 
within the load module. The name must not be the same as any other name 
used to identify any load module available to the control program; dupl­
icate names would cause errors. The control program checks the names of 
all load modules currently in the link pack area and the job pack area 
of the job step when you issue an IDENTIFY macro instruction, and pro­
vides a return code of 08 if a duplicate is found. You are responsible 
for not duplicating a member name or an alias in any of the libraries 
unintentionally. 

5.5 The added entry point can be used only in an ATTACH macro instruction 
when you are using an operating system with MFT, and can be used in an 
ATTACH, LINK, LOAD, DELETE, or XCTL macro instruction in an operating 
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system with ~VT. The added entry Foint can be used in the performance 
of any task in the job step; if the copy is in the link pack area, the 
entry point can be used in the performance of any task in the system. 

5.6 The added entry point is available for as long as the copy is 
retained in main storage. Proper task synchronization is required when 
using an added entry point in the Ferformance of a task which has not 
directly requested the associated copy of the load module; the load 
module may otherwise be deleted before the use is complete. The added 
entry point is treated by the control program as an entry point to a 
reenterable load module. You may use the IDENTIFY macro instruction to 
dynamically override nonreusable and only-loadable attributes. You must 
guard against improper changing of these attributes. 

ENTRY POINT AND CALLING SEQUENCE IDENTIFIERS 

5.7 An entry point identifier is a character string of up to 70 charac-
ters which can be specified in a SAVE rracro instruction. The character 
string is created as part of the SAVE macro instruction expansion. The 
dump program uses the calling sequence identifier and the entry point 
identifier as shown in the Programmer's Guide to Debugging in the 
explanation of Save Area Trace. 

5.8 A calling sequence identifier is a 16-bit binary number which can be 
specified in a CALL or a LINK macro instruction. When coded in a CALL 
or a LINK macro instruction, the calling sequence identifier is located 
in the two low-order bytes of the fullword at the return point address. 
The high-order two bytes of the fullword form a NOP instruction. 

USING A SERIALLY REUSABLE RESOURCE 

5.9 The example of a serially reusable resource already encountered was a 

5.10 

5.11 

load module that was designated serially reusable. In the discussion of 
the serially reusable load module it was emphasized that simultaneous 
uses of the load module must be prevented. This is true for any serial­
ly reusable resource when one or Rore of the users will modify the 
resource. 

Consider a data area in main storage that is being used by programs 
associated with several tasks of a job step. Some of the users are only 
reading records in the data area; since they are. not changing the reco­
rds, their use of the data area can be simultaneous. Other users of the 
data area, however, are reading, updating, and replacing records in the 
data area. Each of these users must acquire, update, and replace reco­
rds one at a time, not simultaneously. In addition, none of the users 
that are only reading the records wish to use a record that another user 
is updating, until after the record has been replaced. This illustrates 
the manner in which all serially reusable resources must be used. 

For all of the uses of the serially reusable resource made during the 
performance of a single task, you rrust prevent incorrect use of the 
resource yourself. You must make sure that the logic of your program 
does not.require the second use of the resource before completion of the 
first use. Be especially careful when using a serially reusable 
resource in an exit routine; since exit routines are given control asyn­
chronously from the standpoint of your program logic, the exit routine 
could obtain a resource already in use by the main program. For the 
uses of the serially reusable resource required by more than one task, 
the ENQ macro instruction is provided to ensure use of the resource in a 
serial manner. The ENQ macro instruction cannot be used to prevent 
simUltaneous use of the resource within a single task. It can only be 
used to test for simultaneous use within one task. 
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5.12 

5.12 

5.13 

5.14 

5.15 

The ENQ macro instruction requests the control prograrr to assign cen­
trol of a resource to the active task. The control program determines 
the current status of the resource, and either grants the request by 
returning control to the active task or delays assignment of control by 
placing the active task in the wait condition. When the status of the 
resource changes so that control can be given to a waiting task, the 
task is taken out of the wait condition and placed in the ready cendi­
tion. The use of the ENQ macro instruction is discussed in the follow­
ing paragraphs. 

NAMING THE RESOURCE 

You represent the resource in the ENQ macro instructien by two nanes, 
known as the qname and the rnarre. These names mayor may not have any 
relation to the actual name of the resource. The control ~rograro does 
not associate the name with the actual resource; it merely processes 
requests having the same qname and rname on a first-in, first-out basis. 
It is up to you to associate the names with the actual resource. It is 
up to all users of the resource to use qname and rnarre to represent the 
same resource. The control prograrr treats requests having different 
qname and rname combinations as requests for different resources. 
Because the actual resource is not identified by the control program, it 
is possible to use the resource without issuing an ENQ macro instructien 
requesting it. If this happens, the contrel program cannot provide any 
protection. 

If the resource is used only in the performance of tasks in your job 
step, you can assign the qname and rname combination. You should, in 
this case, code the STEP operand in the ENQ macro instructions that 
request the resource, indicating that the resource is used only in that 
job step. The control program will add the job step identifier to the 
rname so that no duplicate qname and rnaroe combination will be used 
unintentionally in different job steps. If the resource is available to 
any job step in the system, the qname and rname combination must be 
agreed upon by all users and perhaps published.. The SYSTEM operand 
should be coded in each ENQ macro instruction requesting one of these 
resources. 

When selecting a qname for the resource, do not use SYS as the first 
three characters; qnames used by the control program start with SYS and 
you might accidentally duplicate one of these. 

EXCLUSIVE AND SHARED REQUESTS 

5.16 You can request exclusive or shared control of the resource for a 
task by.coding either"E" or "S", respectively, in the ENQ macro 
instruction. If this use of the resource will result in modification of 
the resource, you must request exclusive control. If you are requesting 
use of a serially reusable load module and passing control yourself, as 
discussed previously, you must request exclusive control, since that 
program modifies itself during execution. If you are updating a record 
in a data area, you must request exclusive control. If you are only 
reading a record, and you will not change the record, you can request 
shared control. In order to protect any user of a serially reusable 
resource, all users must request exclusive or shared control on this 
basis. When a task is given control of a resource in response to an 
exclusive request, no other task will be given simultaneous control of 
the resource. When a task is given control of a resource in response to 
a shared request, control will be giv~n to other tasks simultaneously 
only in response to other requests for shared control, never in response 
to requests for exclusive control. A request for shared control will 
protect against modification of the resource by another task only if the 
above rules are followed. 
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PROCESSING THE REQUEST 

The control program essentially constructs a list for each qname and 
rname combination it receives in an ENQ macro instruction, and makes an 
entry in the list representing the task which is active when the ENQ 
macro instruction is issued. The entry is made in an existing list when 
the control program receives a request specifying a qname and rname com­
bination for which a list exists; if no list exists for that qname and 
rname combination, a new list is built. The entry representing the task 
is placed on the list in the order the request is received by the con­
trol program; the priority of the task has no effect in this case. Con­
trol of the resource is allocated to a task based on two factors: 

• The position on the list of the entry representing the task • 

• The exclusive control or shared control requirements of the request 
which caused the entry to be added to the list. 

The control program uses these two factors in determining whether 
control of a resource can be allocated to a task, as indicated below. 
Figure 31 shows the current status of a list built for a very popular 
qname and rname combination. The S or E next to the entry indicates 
that the request was for shared or exclusive control, respectively. The 
task represented by the first entry on the list is always given control 
of the resource, so the task represented by ENTRY 1 (Figure 31, Step 1) 
is assigned the resource. The request which established ENTRY 2 was for 
exclusive control, so the corresponding task is placed in the wait con­
dition, along with the tasks represented by all the other entries in the 
list. 

Eventually control of the resource is released for the task repre­
sented by ENTRY 1 and the entry is removed from the list. As shown in 
Figure 31 t Step 2, ENTRY 2 is now first on the list, and the correspond­
ing task is assigned control of the resource. Because the request which 
established ENTRY 2 was for exclusive control, the tasks represented by 
all the other entries in the list are kept in the wait condition. 

Figure 31, step 3 shows the status of the list after control of the 
resource is released for the task represented by ENTRY 2. Because ENTRY 
3 is now at the top of the list, the task represented b¥ ENTRY 3 is 
given control of the resource. ENTRY 3 indicated the resource could be 
shared, and, because ENTRY 4 also indicated the resource could be 
shared, ENTRY 4 is also given control of the resource. In this case, 
the task represented by ENTRY 5 will not be given control of the 
resource until control has been released for both the tasks represented 
by ENTRY 3 and ENTRY 4. The remainder of the list is processed in the 
same manner. 

r 

ENTRYl (5) 

ENTRY2 (E) ENTRY2 (E) 

ENTRY3 (5) ENTRY3 (5) ENTRY3 (5) 

E NTRY4 (5) ENTRY 4 (5) ENTRY4 (S) 

ENTRY5 (E) ENTRY5 (E) ENTRY5 (E) 

ENTRY6 (5) ENTRY6 (5) ENTRY6 (5) 
5tep 1 Step 2 5tep 3 

Figure 31. ENQ macro instruction processing 
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The following general rules are used by the control program: 

• A task represented b¥ the first entry in the list is always given 
control of the resource. 

• If the request'is for exclusive control, the task is not given con­
trol of the resource until the corresponding entry is the first 
entry in the list. 

• If the request is for shared control, the task is given control 
either when the corresponding entry is first in the list or when all 
the entries before it in the list also indicate a shared request. 

• If the request is for multiple resources, the task is given control 
when all of the entries for an exclusive request are first in the 
list and all of the entries for a shared request are either first in 
the list or are preceded only by entries for other shared requests. 

PROPER USE OF ENQ AND DEQ 

Proper use of the ENQ and DEQ macro instructions is required to avoid 
duplicate requests, to avoid tying up the resource, and to avoid inter­
locking the system. Guides to proper use are given in the following 
paragraphs. 

DUPLICATE REQUESTS 

A duplicate request occurs when an ENQ macro instruction is issued to 
request a resource if a task has already been assigned control of that 
resource or if a task is already waiting for that resource. If the 
second request results in a second entry on the list, the control pro­
gram recognizes the contradiction and refuses to place the task in the 
ready condition (for the first request) and in the wait condition (for 
the second request) simultaneously. The second request results in 
abnormal termination of the task. You must plan the logic of your pro­
gram to ensure that a second request for a resource is never issued 
until control of the resource is released for the first use. Again, be 
especially careful when using an ENQ macro instruction in an exit 
routine. 

RELEASING CONTROL OF THE RESOURCE 

5.24 The DEQ macro instruction is used to release control of a serially 
reusable resource assigned to a task through the use of an ENQ macro 
instruction. The task must be in control of the resource. Control of a 
resource cannot be released if the task does not have control. As you 
have seen, it is possible for many tasks to be placed in the wait condi­
tion while one task is assigned control of the resource. This may 
reduce the amount of work being done by the system. Issue a DEQ macro 
instruction as soon as possible to release control of the resource, so 
that other tasks can be performed. If you return to the control program 
at the end of processing for any task which is still assigned control of 
a resource, the resource is released automatically; however, in a system 
with MVT, the task is abnormally terminated. 
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CONDITIONAL AND UNCONDITIONAL REQUESTS 

The normal use of the ENQ and DEQ macro instruction is to make uncon­
ditional requests. These are the only requests we have considered to 
this point. As you have seen, abnormal termination of the task occurs 
when two ENQ macro instructions are issued for the same resource in per­
formance of the same task, without an intervening DEQ macro instruction. 
Abnormal termination also occurs if a DEQ macro instruction is issued in 
a task that has not been assigned control of the resource. Both of 
these abnormal termination conditions can be avoided either by more 
careful program design or through the use of the RET operand in the ENQ 
or DEQ macro instructions. The RET operand (RET=TEST, RET=USE, RET=CHNG 
and RET=HAVE for ENQ, RET=HAVE for DEQ) indicates a conditional request 
for control or release of control. 

RET=TEST is used to test the status of the list for the corresponding 
qname and rname combination. An entry is never made in the list when 
RET=TEST is coded. Instead a return code is provided indicating the 
status of the list at the time the request was made. A returp code of 8 
indicates an entry for the same task already exists in the list. A 
return code of 4 indicates the task would have been placed in the wait 
condition if the request had been unconditional. A return code of 0 
indicates the task would have been given immediate control of the 
resource if the request had been unconditional. RET=TEST is most useful 
when used to determine if the task has already been assigned control of 
the resource. It is less useful when used to determine the current sta­
tus of the list and to take action based on that status. In the interv­
al between the time the control program checks the status and the time 
the return codes are checked by your program and another ENQ macro 
instruction issued, another task could have been made active and the 
status of the list could have been changed. 

RET=USE indicates to the control program that the active task is to 
be assigned control of the resource only if the resource is immediately 
available. A return code of 0 indicates that an entry has been made on 
the list and the task has been assigned control of the resource. A 
return code of 4 indicates that the task would have been placed in the 
wait conditidn if the request had been unconditional; no entry is made 
in the list. A return code of 8 indicates an entry for the same task 
already exists in the list. RET=USE can be best used when there is 
other processing that could be performed without using the resource. 
You would not want to wait for the resource as long as there was other 
work that you could do. 

RET=CHNG indicates to the control program that the caller wishes to 
have exclusive control of the resource for which he is already enqueued. 
A return code of 0 indicates that the resource is immediately available 
and has been assigned to the exclusive control of the caller. Either 
the caller was already enqueued with the exclusive attribute, or the 
reql1ested change from shared to exclusive was honored. A return code of 
4 indicates that the requested change in attribute cannot be honored, 
because the caller is currently sharing the resource with another user. 
A return code of 8 indicates that the user was not enqueued for the 
resource when he requested the attribute change. Although this is an 
error condition, control is returned to the user. 

RET=HAVE is used in both the ENQ and DEQ macro instructions. An ENQ 
macro instruction is processed as a normal request for control unless an 
entry for the same task already exists. A return code of 8 indicates an 
entry for the same task already exists in the list. A return code of 0 
indicates that the task has been assigned control of the resource. A 
DEQ macro instruction is processed as a normal request to return control 
unless the task does not have control of the resource. A return code of 
o indicates that control of the resource has been released. A return 
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code of 8 indicates that the task does not have control of the resource 
(although the task may be in the wait condition because of a request for 
the resource). RET=HAVE can be used to good advantage in an exit rou­
tine to avoid abnormal termination. 

Figures 59 and 60 in section II summarize the return code meanings 
and formats respectively for the RET=HAVE operand of the DEQ macro 
instruction. 

Figures 61 and 62 in Section II summarize the same items for the RET= 
TEST, RET=USE, RET=HAVE, and RET=CHNG operands in the ENQ macro 
instruction. 

AVOIDING INTERLOCK 

5.32 An interlock condition arises when two tasks are waiting for each 
other to complete, yet neither task can gain access to the resource it 
needs to complete processing. An example of an interlock situation is 
shown in Figure 32. Task A has exclusive access to resource M, and 
higher-priority Task B has exclusive access to resource N. Task B is 
placed in a wait condition when it requests exclusive access to resource 
M because M is accessible only by Task A. The interlock becomes com­
plete when Task A requests exclusive access to resource N because N is 
accessible only by Task B. The same interlock would have developed if 
Task B issued a single request for multiple resources M and N prior to 
Task A's second request. However, the interlock would not have deve­
loped if both tasks had issued single requests for multiple resources. 
Other tasks requiring either of the resources are also in a wait condi­
tion because of the interlock, although in this case they have not con­
tributed to the conditions which caused the interlock. 

5.33 The above example involving two tasks and two resources is a simple 
example of an interlock situation. The example could be expanded to 
cover many tasks and many resources. It is imperative that interlock 
situations be avoided. The following procedures indicate some ways of 
preventing interlock situations: 

5.34 • Do not request resources that are not immediately required. If you 
can use the serially reusable resources one at a time, you should 
request them one at a time, and release control for one before requ­
esting control for the next. 

5.35 • Request shared control as much as possible. If the entries in the 
lists shown in Figure 32 had indicated shared requests, there would 
have been no interlock. This does not mean you should indicate a 
request for shared control when you will modify the resource. It 
does mean that you should analyze your requirements for the 
resources carefully, and not make requests for exclusive control 
when requests for shared control would suffice. 

5.36 • The ENQ macro instruction can be written to request control of more 
than one resource at a time. The requesting program is placed in a 
wait state until all of the requested resources are available. 
Those resources not being used by any other program immediately 
become exclusively available to the waiting program and are unavail­
able to any other programs that may request access to the resource. 
For example, instead of coding the two ENQ macro instructions shown 
in Figure 33, the one ENQ macro instruction shown in Figure 34 could 
be coded. If all requests were made in this manner, it would avoid 
the interlock shown in Figure 32. All of the requests for one task 
would be processed before any of the requests for the second task. 
The DEQ macro instruction should be written in the same manner to 
release the entire '''set'' of resources at once. 
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r-----------------------T-----------------------, 
I Task A I Task B I 
~-----------------------+-----------------------~ 
I ENQ (M, A, E, 8, SYSTEM) I I 
~-----------------------+-----------------------~ I I ENQ (N,B,E,8,SYSTEM) I 
~-----------------------+-----------------------~ 
I I ENQ (M,A,E,8,SYSTEM) I 
~-----------------------+-----------------------~ 
I ENQ (N,B,E,8,SYSTEM) I I L _______________________ ~ _______________________ J 

Figure 32. Interlock condition 

r--------------------------------------, 
I ENQ (NAME1ADD,NAME2ADD,E,8,SYSTEM) I 
I ENQ CNAME3ADD,NAME4ADD, E, 10, SYSTEM) I L ______________________________________ J 

Figure 33. Two requests for two resources 

r-------------------------------------------------------------------, I ENQ (NAME1ADD,NAME2ADD,E,8,SYSTEM,NAME3ADD,NAME4ADD,E,10,SYSTEM) I L ___________________________________________________________________ J 

Figure 34. One request for two resources 

• If the use of one resource always depends on the use of a second 
resource, then the pair of resources can be defined as one resource 
in the ENQ and DEQ macro instructions. This procedure can be used 
for any number of resources that are always used in conjunction. 
There would be no protection of the resources if they are also 
requested independently, however. The request would always have to 
be for the set of resources. 

• If there are many users of a group of resources and some of the 
users require control of a second resource while retaining control 
of the first resource, it is still possible to avoid interlocks. In 
this case the order in which control of the resources is requested 
should be the same for each user. For instance, if resources A, B 
and C are required in the performance of many tasks, the requests 
for control should always be made in the order of A, Band C. In 
this manner an interlock situation will not develop, since requests 
for resource A will always precede requests for resource B. 

The above is not an exhaustive list of the procedures to be used to 
avoid an interlock condition. You could also make repeated requests for 
control specifying the RET=USE operand, which would prevent the task 
from being placed in the wait condition; if no interlock situation was 
developing, of course, this would be an unnecessary waste of execution 
time. The solution to the interlock problem in all cases requires the 
cooperation of all the users of the resources. 

OBTAINING INFORMATION FROM THE TASK CONTROL BLOCK 

Most of the information available from the task control block is use­
ful primarily in task management. The following paragraphs discuss the 
information available and how to obtain it. How you use the information 
provided depends on the application of your program. 
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The iEXTRACT macro instruction is used to obtain information from the 
task control block (TCB), the command scheduler control block (CSCB), 
and the interruption request block (IRB). The full power of the EXTRACT 
macro instruction is available (and needed) only in an operating system 
with MVT or MFT with subtasking. However, a limited amount of informa­
tion can be obtained through the use of the EXTRACT macro instruction 
with the other configuration of the operating system. 

Information can be obtained from the TCB, CSCB, and IRB for the 
active task or any of its subtasks. The following information can be 
requested: 

• The address of the general and floating point register save areas. 
These are the save areas used by the control program when the task 
is not active. 

• The limit and dispatching priorities of the specified task. 

• The completion code if the task has been terminated. If the speci­
fied task has not been terminated, the completion code value is set 
to zero. 

• The address of the time sharing flags field (TCBTSFLG) and the pro­
tected storage control block (PSCB) from the job step control block 
(JSCB). This information can be obtained only when using EXTRACT in 
an operating system with the time sharing option (TSO). 

• The addresses of the task input/output table (TIOT) and of the com­
mand scheduler communications list in the command scheduler control 
block (CSCB). (The CSCB is in the system queue area.) These 
addresses are the only information provided in response to an 
EXTRACT macro instruction when using an operating system with MFT 
wi thoutsubtasking • 

5.45 IRB 

5.46 

• The address of the end-of-task exit routine to be given control 
after the specified task is terminated. 

You must provide an area into which the control program places the 
information you request. If you request the fields GRS, FRS, AETX, PRI, 
CMC, and TIOT by coding FIELDS=ALL, the area must be seven fullwords 
long. If you request only a portion of the information, the area must 
be one fullword in length for each item of information you request. In 
a system with the time sharing option (TSO) you can also request the 
fields TSO, PSB, and TJID. If you request information other than the 
address of the task input/output table when you are using an operating 
system with MFT without subtasking, each additional item of information 
requested will result in the corresponding full word in the answer area 
being set to zero. 

TIMING SERVICES 

5.47 The timing services available depend on options selected when the 
operating system was generated. These options are the time.option, 
which provides the ability to request the date and time of day, and the 
interval option, which includes the time option functions and also pro­
vides the ability to set, test, and cancel intervals of time. The 
interval option is standard in an operating system with MVT; either 
option can be selected with the other configurations of the operating 
system. If neither of these options was selected, the date is the only 
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timing service provided. In the Model 65 Multiprocessing system, tiffing 
services must only be obtained thrcugh the use of the supervisor macro 
instructions: STIMER, TIME, TTIMER. ~irect reference to the interval 
timer location in a rrultiprocessing system may produce unpredictable 
results. 

DATE AND TIME OF DAY 

The operator is responsible for initially supplying the correct date 
and time of day information, based on a 24-hour clock, for control pro­
gram use. The time of day information is updated every 16.7 millise­
conds for 60 cycle-per-second line frequency, or every 2D milliseconds 
for 50 cycle-per-second line frequency. You request the date and time 
of day information using the TIME macro instruction. The control prc­
gram returns the date in register 1 and the time of day in register o. 

The date is returned in register 1 as packed decimal digits of the 
form OOyydddc, where yy are the last two digits of the year and ddd is 
the day of the year. C is the sign character hexadecimal F, which 
allows the year and day information to be unpacked directly for print­
ing. One procedure used to request the day of the year is shown in 
Figure 35. 

The time of day is returned in register 0 in the form specified in 
the TIME macro instruction. The time of day is returned as an unsigned 
32-bit binary number that specifies the elap:oed number of either hun­
dredths of a second, if BIN is coded, or timer units, if TU is coded. 
(A timer unit is equal to 26.04166 micro-seconds.) If DEC is coded or 
the operand is omitted, the time of day is returned as packed decimal 
digits of the form HHMMSSth (hours, minutes, seconds, tenths of a 
second, and hundredths of a second). The packed decimal digits can be 
unpacked by changing the "h" value to a zone sign and using an UNPK 
instruction or by inserting zones tetween each decimal digit. If both 
the time and interval options have not been selected, the operand is 
ignored and the content of register 0 is set to zero. 

TIMING SERVICES ON THE IBM SYSTEMV370 

In an MFT or MVT system generated for System/370 all references to 
time of day and date use the time-of-day (TOD) clock. The TOD clock, a 
feature of System/370, is a 64-bit binary counter. (For more informa­
tion about the TOD clock, see IBM System/370 Principles of Operation.) 
Bit 51 of the counter is equivalent to one microsecond. 

The TOD clock is incremented continuously while the power is oni the 
clock is not affected by the systerr stop conditions that affect the 
interval timer in location 80. The operator normally sets the clock 
only after an interruption of CPU power has caused the clock to stop and 
restoration of power has restarted it. The operator sets the clock 
using the SET corrmand with the DATE and CLOCK parameters. 

r------------------------------------------------------------, 
I I 
I TIME Request date I 
I ST 1,ANS Store packed date I 
I UNPK DOUBLE,ANS Unpack date for printing I 
I I 
I ANS DS F Full~ord for packed date I 
I DOUBLE DS D Double word for unpacked date I l ____________________________________________________________ J 

Figure 35. Day of year processing 
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DATE AND TIME OF DAY 

If you use the TIME macro instruction with the BIN, TU, and DEC 
operands, the date is returned in register 1 and the time of day is 
returned in regsiter O. With the MIC,address operand, the time of day 
is returned as an unsigned 64-bit tinary numter in the area specified ty 
"address." The time of day is returned with bit 51 equivalent to one 
microsecond. With the MIC,address operand, register 0 is set to zerc. 

INTERVAL TIMING 

A time interval can be established for any task in the iob step 
through the use of the STIMER nacrc instruction, and the time remaining 
in the interval can te tested and canceled through the use of the TTIMER 
macro instruction. When you are using an operating system with MFT 
without suttasking, only one time interval can be in effect at anyone 
time during the job steF. With an oFerating system with MVT or MFT with 
subtasking, each task in the job step can have an active time interval. 

The time interval can be established ty anyone of the following fcur 
methods. 

• BINTVL - requires an unsigned 32-tit binary number, the low order 
bit having a value of 0.01 second. 

• TUINTVL - requires an unsigned 32-bit binary number, the low order 
bit having a value of 26.04166 microseconds (1 timer unit). 

• DINTVL - requires an 8-byte field containing unpacked decimal digits 
of the form HHMMSSth (hou~s, rrinutes, seconds, tenths and hundredths 
of a second, based on a 24-hour clcck). 

• TOD - requires an 8-tyte field similar to the field required for 
DINTVL. The control program interFrets the time specified as the 
time of day at which the interval is to expire. 

5.56 When you test the time remaining in the interval, the time remaining 
is returned as a 32-bit unsigned binary number in register 0, the low 
order bit having a value of 26.04166 microseconds. If the interval has 
already expired, the content of register 0 is set to zero. 

5.57 When you request a time interval, you also specify the manner in 
which the interval is to be decrenented, through the use of the TASK, 
REAL, or WAIT parameter of the STIMER macro instruction. REAL and WAIT 
both indicate that the interval is to te decremented continuously wheth­
er the associated task is active or not. TASK indicates that the 
interval is to be decremented only when the associated task is active. 
If REAL or TASK is coded, the task continues to compete with the other 
ready tasks for control; if WAIT is coded, the task is placed in the 
wait condition until the interval expires, at which time the task is 
placed in the ready condition. 

5.58 When TASK or REAL is designated, the address of a timer completion 
exit routine can be specified. This is the first routine to be given 
control when the associated task is made active after the completion of 
the time interval. (If the address of the exit routine is not speci­
fied, there is no notification of the completion of the time interval.) 
The exit routine must be in main storage when required, and must save 
and restore registers and return ccntrol tc the address in register 14. 
After control is returned to the control program, control is passed to 
the next instruction in the main program. 

50 Supervisor Services 



5.59 

5.60 

5.61 

5.62 

5.63 

5.64 

r----------------------------------------------------------------------, 
I 
I STIMER TASK,FIXUP,BINTVL=TI~E Set time interval 
I LOOP 
I 
! 

NG 

FIXUP 

TM TIMEXP,X'Ol' Test if fixup routine entered 
BC 1,NG Go out of loof if time interval expired 
BXLE 12, 6, LOOP If processing not complete, repeat loop 
TTIMER CANCEL If locp ccmpletes, cancel remaining time 

USING 
SAVE 
01 

FIXUP,15 Provide addressability 
(14,12) Save registers 
TIMEXP,X'Ol' Time interval expired, set switch in loop 

RETURN (14,12) Restore registers 

TIME DC X'00000200' Time is 5.12 seconds 
TIMEXP DC X'OO' Timer switch ______________________________________________________________________ J 

Figure 36. Interval timing 

Figure 36 shows the use of a time interval when testing a new lCOf in 
a program. The STIMER rr.acro instructicn sets a time interval of 5.12 
seconds, to be decremented only when the task is active, and provides 
the address of a routine called FIXUP to be given control when the tirre 
interval expires. The loop is controlled by a BXLE instruction. 

The loop continues as long as the value in register 12 is less than 
or equal to the value in register 6. If the loop completes, the TTIMER 
macro instruction causes any time remaining in the interval to be can­
celed; the exit routine is not given control. If, however, the leep is 
still in effect when the time interval expires, control is given to the 
exit routine FIXUP. The exit routine saves registers and turns en the 
switch tested in the loop. The FIXUP routine could also print out a 
message indicating that the loop did not complete successfully. Regis­
ters are restored and control is returned to the control program. The 
control pregram returns control to the main program and processing ccn­
tinues. When the switch is tested this tine, the branch is taken out of 
the loop. 

If issued by a timer completion exit routine, a STIMER rracro instruc­
tion acts as a NOP instruction only for MFT. An exit routine therefore 
cannot be used to set a new time interval for MFT. 

If issued by a tirrer completion exit routine, a STIMER macro instruc­
tion is honored for MVT. However, the STIMER issued from the exit reu­
tine should not specify that same exit routine. If it does specify the 
same exit routine, an infinite loop may occur. 

The accuracy of a time interval is affected by two factors: the 
resolution of the tirr.er and the "competiticn" of other tasks for con­
trol. The resolution of the timer (the time between successive updating 
of the timer) is 16.7 milliseconds for 60 cycle per second line frequen­
cy. An attempt to measure an interval of less than 16.7 milliseconds or 
an attempt to time to an accuracy cf greater than 16.7 milliseconds can 
lead to erroneous results. 

The priorities of other tasks in the system may also affect the 
accuracy of the time interval measurement. If you code REAL or WAIT, 
the interval is decremented continuously and may expire when the task is 
not active. (This is certain to happen when WAIT is coded.> After the 
time interval expires, assuming the task is not in the wait condition 
for any other reason, the task is placed in the ready condition and then 
competes for control with the other tasks in the system that are also in 
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the ready condition. The additional time required before the task 
becomes active will then depend on the relative dispatching priority of 
the task. 

WRITING TO ONE OR MORE OPERATOR CONSOLES 

The WTO and the WTOR macro instructions allow you to write messages 
to the operator's console and/or to the system message class data set, 
depending on the routing code specified. The WTOR macro instruction 
also allows you to request a reply frorr the operator. When Multiple 
Console Support (MCS) is included in the system, messages can be sent to 
(and replies can be received from) as rrany as 32 oFerator consoles. 

There are two basic forms of the WTC macro instruction: the single­
line form, and the multiple-line form. To use the single-line form, 
code the single-line message within apostrophes. The message that the 
oFerator receives does not contain these aFostroFhes. The message can 
include any character that is valid in a character (C-tYFe) DC instruc­
tion, except the new-line control character (hexadecimal value 15). It 
is assembled as a variable-length record, which is written automatical­
ly; you do not have to provide a data control tlock. 

To use the multiple-line form of the macro instruction, code the text 
of each line within apostrophes followed ty a line type indicator. Enc­
lose both of these items in one set of parentheses. Up to ten conti­
guous lines·of information may be passed to the operator's console by a 
problem program. 

The following should be considered when issuing multiple-line WTO 
messages: 

• Tasks issuing multiple-line WTO messages will not be rolled out 
until the multiple-line message is ended. 

• Multiple-line WTC messages are not passed to the user-written WTO 
exit routine. 

• When a console switch takes place, unended multiple-line WTO mes­
sages and multiple-line WTO messages in the process of being written 
to the original console are not moved to the new console. 

• When the system hard copy log is an active operator's console, only 
the hard copy versions of multiple-line messages are written to the 
console. 

• An active operator's console should te used as the hard copy log 
only in an emergency. 

5.69 See the macro instructions section for an explanation of the pararre-
ters in the multiple-line form of the WTO macro instruction. 

5.70 Routing of the message (in a system with the MCS option) is performed 
using the routing codes specified in the WTO macro instruction. At sys­
tem generation, each operator's console in the systerr. is assigned rout­
ing codes which corresFond to the functions that the installation wants 
that console to perform. When any of the routing codes assigned to a 
message match any of the routing codes assigned to a console, the mes­
sage is sent to that console. For more information about routing codes, 
refer to AFpendix A. . 

5.71 Disposition of the message (in a system with the MCS option) is indi-
cated through the descriptor codes specified in the WTO macro instruc­
tion. Descriptor codes functionally classify WTO messages so that they 
may be properly presented on, and deleted from, display type devices. 
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Each WTO macro instruction should contai~ one descriptor code. The 
descriptor code is not printed or displayed as part of the message text. 
If a descriptor code of one or two is coded into the WTO macro instruc­
tion, an asterisk (*) is inserted as the first character of the message. 
The asterisk inforrrs the operator that he is required to take some imme­
diate action. If a descriptor code other than one or two is coded, a 
blank is inserted as the first character, indicating that no immediate 
action is needed. For more information about descriptor codes, refer to 
Appendix A. 

A sample WTO macro instruction is shown in Figure 37. The routing 
code (ROUTCDE) and descriptor code (DESC) keyword parameters are ignered 
if the operating systerr does not have the MCS option. 

To use the WTOR macro instruction, code the message exactly as desig­
nated in the single-line format of the WTO macro instruction (the WTOR 
macro instruction cannot be used to pass multiple-line messages). When 
the message is written, the control pregrarr adds a two-character message 
identifier before the message to associate the reply with the message. 
The control prograrr also inserts an asterisk as the first character of 
all WTOR messages, thereby informing the operator that immediate action 
is required. You ff<ust, however, indicate the operator response desired. 
In addition, you must supply the address of the area in which the con­
trol program is to place the reply, and you must indicate the length of 
the reply. You also supply the address of an event control block which 
the control prograrr will post after the reply has teen placed, left­
adjusted, in your designated area. (The use of the event control blcck 
is discussed under the heading "Task Management.") 

A sample WTOR macro instruction is shown in Figure 38. The routing 
code and descriptor code values are ignored if the operating system does 
not have the MCS option. The reply is net necessarily available at the 
address you specified until a WAIT macro instruction has been issued. 

When a WTOR macro instruction is issued to more than one functional 
area (where the WTOR has more than one routing code), any console within 
those areas has the authority to reply. The first reply received by the 
operating system is returned to the issuer of the WTOR, providing the 
syntax of the reply is correct. If the syntax of the reply is not 

r----------------------------------------------------------------------, 
ISingle-line WTO 'BREAKOFF POINT REACHED. TRACKING COMPLETE', CI 
I format ROUTCDE=14,DESC=7 I 
I I 
I Multiple- WTO ('SUBROUTINES CALLED',C), ('ROUTINE TIMES CALLED',L), CI 
I~ine format ('SUBQUER ',D), ('ENQUER ',L), CI 
I (List form) ('WRITER ',D), ('DQUER ',DE), CI 
I ROUTCDE=(2,14),DESC=(7,8),MF=1 I l ______________________________________________________________________ J 

Figure 37. Writing to the operator 

r----------------------------------------------------------------------, 
I I 
I XC ECBAD,ECBAD Clear ECE I 
I WTOR 'STANDARD OPERATING CONDITICNS? REPLY YES OR NO' , C I 
I REPLY,3,ECBAD,ROUTCLE=(1,15),DESC=7 I 
I WAIT ECB=ECBAD I 
I I 
I ECBAD DC F'O' Event control block I 
I REPLY DC c'bbb' Answer area I l _______ - ______________________________________________________________ J 

Figure 38. Writing to the operator with a reply 
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correct, another reply is accepted. The WTOR is satisfied when the 
operating system moves the reply into the issuer's reply area and posts 
the event control block as completed. Each console that received the 
original WTOR will also receive the accepted reply. The master console 
operator may answer any WTOR, even if he did not receive the original 
message4 

WRITING TO THE PROGRAMMER 

The WTO macro instruction (single-line format only) and the WTOR 
macro instruction allow you to write messages to the programmer, as well 
as to the operator. 

At system generation (SYSGEN) time, your installation determines how 
many 176-byte system message blocks (S~Bs) to allow. You can override 
this number at initial program load (IPL) time; however, the number of 
5MBs allowed must range from 1 to 20. 

When you submit your job, you can specify the message output class 
for your messages by using the MSGCLASS parameter of the JOB statement. 
(For a description of the MSGCLASS parameter, refer to the Job Control 
Language Reference manual.) All W10 and WTOR messages within the number 
of 5MBs allowed per job will appear in the designated message output 
class. When you exceed the number of allowable SMEs, no subsequent 
user-issued WTP messages will appear in the message output class. 

To write a message to the programmer, you must specify ROUTCDE=ll in 
the WTO or the WTOR macro instruction. If you use routing code 11 alone 
or together with other routing codes, the message goes to the message 
output class, as described above. The message can also go to the 
console(s) in the situations described by Figure 39. 

r----------------------------------------------------------------------, 
IIf you specify a routing code of 11 (ROUTCDE=ll) I 
r---------------------------T-------------T----------------------------~ 
lIn this macro instruction: lIn a system: IYour message goes to the: I 
~---------------------------+-------------t----------------------------~ 
I WTO IWith MCS IMessage output class I 
I I IConsoles designated to I 
I I I receive messages with I 
I I I ROUTCDE=ll I 
~---------------------------+-------------t----------------------------~ 
I WTO IWithout MCS IMessage output class I 
r---------------------------+-------------t----------------------------~ 
I WTOR IWith ~CS IMessage output class I 
I I IMaster console I 
r---------------------------+-------------t----------------------------~ 
I WTOR IWithout MCS IMessage output class I 
I I IMaster Console I 
r---------------------------~-------------~----------------------------~ 
I If, in addition to routing code 11, you specify the appropriate I 
I routing code(s) in either a WTO or a WTOR macro instruction with or I 
I without MCS, the message appears on the console(s) designated to I 
I receive the routing code(s). In addition, the message appears in I 
I the same places as it does when you specify only routing code 11 (as I 
I shown above), with one exception. For WTOR with MCS, the message I 
I goes to the master console only if you specify that console's rout- I 
I ing code. I L ______________________________________________________________________ J 

Figure 39. Using WTO and WTOR to write messages to the programmer 
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WRITING TO THE HARD COPY LOG 

When using an operating system that bas the Multiple Console Support 
(MCS) option, you can record information on the hard copy log. Since 
the MCS option allows more than one console in a system, an installation 
might find it helpful to be able to record all the messages issued by 
and to a system. The hard copy log prcvides a place to collect these 
messages, and therefore allows an installation to review system activity 
by reviewing message activity. 

Since the hard copy log is optional, you should know whether your 
system was generated with it. The hard copy log is either an operatcr's 
console with output capability or the system log. 

To record information on the hard copy log, you use the WTO or WTOR 
macro instruction. Your installation ~ust have decided which system 
functions are to be logged and assigned appropriate routing codes to the 
hard copy log. The routing codes that you assign to your WTO or WTOR 
macro instruction are compared to the routing codes assigned to the log. 
If one or more codes match, the message is entered in the log. This 
means you do not have to issue a WTl macro instruction to record systerr 
and problem progran information when the same information is going to 
the operator. You must, however, know which system functions the log is 
recording and assign an appropriate routing code to your WTO or WTOR 
macro instruction. 

For each entry in the hard copy log, toth the time when the message 
is received by the system and the routing codes for the message are 
appended to the beginning of the message text. Recording the time that 
the message was received, a procedure called time stamping, allows you 
to obtain a chronological record of system activity. For a system that 
does not have the tifier option, the space for time stamping is f·illed 
with zeros. 

Whether the hard copy log is the operator's console or the systerr 
log, the hard copy log information cannot be confused with other infor­
mation. This is because the hard copy log entries are prefixed with the 
time stamp and the routing codes. 

WRITING TO THE SYSTEM LOG 

Operating systems with MFT, MVT, or Model 65 ~ultiprocessing provide 
a system log as an optional feature. The system log consists of two 
SYSOUT data sets on which the communication between the orerator and the 
system is recorded. You can use the systerr log ty coding the informa­
tion that you wish to log in the "text" operand of the WTL macro 
instruction. 

The data set receiving data from the system, user programs, and/or 
operators is the prinary data set. The data set being written, or wait­
ing to be written, to a system output device is the alternate data set. 
The primary data set, the one that is currently open and receiving 
input, is logically connected to two buffers. The operating system 
fills one buffer and writes it to the primary data set while filling the 
other buffer. The alternate data set bas teen logically disconnected 
from the buffers because it has been filled and must wait to be written 
to a system output device. After being written to a system output 
deVice, the alternate data set can be used again to receive input. When 
receiving input, the alternate data set tecomes the primary data set. 

When the WTL macro instruction is executed, the system ~laces your 
text in one of the buffers and, when the tuffer is full, writes the 
buffer onto the system log primary data set. The system writes the text 
of your WTL macro instruction on the master console instead of on the 
system log if one of the following two conditions exists: 

Program Management Services 55 



5.88 

5.88 

5.89 

5.90 

5.91 

5.92 

5.93 

• The system log is net supported. 

• The system log is supported, but the system log data sets are tem­
porarily inactive because both are full and waiting to be written. 

Your installation probably has an eperater procedure to follow for both 
of the atove conditions. 

Although when using the WTL macro instruction you code the ffessage 
within apostrophes, the written message does net contain the apos­
trophes. 1he message can include any character that is valid for the 
WTL macro instruction and is assemrled and written the same way as the 
WTO macro instruction. MCS routing codes and descriptor codes are net 
assigned since they are not needed by the WTL rracro instruction. 

MESSAGE DELETION 

If your system is using an operator console with a cathode ray tube 
(CRT) display screen, unnecessary messages can be deleted from the 
screen by the prograrrmer. 

The operating system assigns a message identification number to each 
WTO and WTOR message, and returns the rressage to the program in register 
1. The DOM macro instruction uses the identification number to indicate 
which message is to be deleted. The message identification number must 
not be confused with the reply identification numter that is assigned to 
WTOR replies. 

OPERATOR COMMUNICATION WITH A PROBLEM PROGRAM 

The operator can pass information to a problem program by issuing a 
STOP or a ~ODIFY corrnand. In order to accept these commands, the pro­
gram must be set up in the following manner. 

An EXTRACT macro instruction is issued to ottain a pointer to the 
communications ECB, which is posted when a STOP or a MODIFY command is 
issued, and a pointer to the first command input buffer (CIB) on the CIB 
chain for the task: 

EXTRACT answer area, FIELDS=COMM 

EXTRACT will return the following: 

The CIB contains the information specified on the STOP or the MODIFY 
command, as shown in Figure 40. If the job was started from the con­
sole, the CIB pointed to when the EXT~ACT macro instruction is issued 
will be the START CIE. If the job was not started from the console, the 
address of the first CIB will be zero. If the address of the START CIE 
is present, the QEDIT macro instruction should be used to free this CIE 
after any parameters passed in the START command have been examined: 

QEDIT ORIGIN=address of pointed to CIB,ELOCK=address of CIB 

The CIB counter should then be set to allow CIBs to be chained and MODI­
FY commands accepted for the job. This is also accorr:plished by using 
the QEDIT macro instruction (the QEDIT macro instruction is described in 
the MFT and MVT Guides): 

QEDIT ORIGIN=address of pointer to CIE,CIBCTR=n 

The value of n is any integer value from 0 to 255. If n is set to zero, 
no MODIFY commands will be accepted for the job. STOP commands, howev­
er, will be accepted for the job regardless of the value set for ClECTR. 
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answer area 
r--------------------T--------------->r-------------, 
1 Address of the 1 1 ECB address 1 
1 communication area 1 ~-------------~ L ____________________ J 1 CIB address 1 

L _____________ J 

r-------------------------------------------------------------------, 
01 1 

I Address of Next CIB I 
~----------------T----------------T---------------------------------~ 

41 15 I 6 I 
I Verb Code 1 CIB Length I Reserved I 

~----------------~----------------+---------------------------------~ 
81 I A I 

I Reserved I TSO Terminal ID 1 

~----------------T----------------+---------------------------------~ 
CI ID I E I 

I Console ID I Reserved 1 Length of Data Field I 
~----------------~----------------~-------------------______________ J 

101 I 
I Variable length data specified in the corrmand 1 
1 1 
I 1 
1 1 
I 1 
1 1 
I 1 

Verb code X'04' S~ART 

X' 40' S'IOP 
X'44' MODIFY 

Figure 40. Comnand input tuffer contents 

For the duration of the job, the corrmunications ECB may be waited on 
or checked at any time to see if a command has been entered for the pro­
gram. The verb code in the CIE shculd be examined to determine whether 
a STOP or a MODIFY command has been entered. After the data in the CIE 
has been processed, a QEDIT macro instruction should be issued to free 
the CIB. 

The communications ECB will be cleared when the last CIB on the chain 
is freed. Care should be taken if mUltiple subtasks are examining these 
fields. Any CIBs not freed by the task will be unchained by the system 
when the task is terminated. The area addressed by the pointer obtained 
by the EXTRACT macro instruction, the communications ECB, and all CIEs 
are in protected main storage and nay not te altered. 

GENERALIZED TRACE FACILITY (GTF) INTERFACE 

One of the capabilities of the Generalized Trace Facility (GTF) is 
the recording of data originated by application programs. The interface 
between the application programs and GTF is the GTRACE macro instruc­
tion. For a complete discussion of GTF, see the Service Aids 
publication. 

GTRACE allows from 1 to 256 bytes of data to be entered in a GTF 
buffer and recorded. When the GTRACE macro instruction is executed, GTF 
must be active and conditioned to receive application data and to record 
this data on an external device; otherwise the data will not be 
accepted. - The data to be traced must be in your partition or region. 
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Return codes are used to indicate the result of the operation. The 
GTRACE macro instruction is fully descrited in the macro instructions 
section. 

Recorded data is processed by the edit function of the IMDPRDMP ser­
vice aid. If you want more than a hexadecimal dump of the records, you 
may prepare formatting routines for use with the IMDPRDMP edit function. 
Association tetween your recorded data and the formatting routine by 
which it is processed is established by entering a format identifier in 
the GTRACE macro instruction. This identifier defines the formatting 
routine that is to process the record. The Service Aids ~ublicaticn 
contains a complete discussion of IMDPRDMP. 

To use the GTRACE macro instruction, s~ecify the address and the 
number of tytes of data to be entered, along with an event identifier. 
A unique event identifier may be sfecified each time the GTRACE macro 
instruction is coded. This identifier may be used, for examfle, in cut­
put record identification. The of tiona I FID= ~arameter indicates the 
formatting routine to be used by IMDPRDMP in processing the record. In 
Figure 41, 200 bytes of data, beginning at the address of AREA, are to 
be recorded with an event identifier of 37. When the record is edited 
and printed by the IMDPRDMP service aid, a routine designated by suffix­
ing the FID value (converted to Hexadecimal> to the characters IMDUSR 
will be loaded to process the record. In Figure 41, IMDUSR28 is 
designated. 

r----------------------------------------------------------------------, 
I I 
I GTRACE DATA=AREA,ING=200,ID=37,FID=40 I 
I I l ______________________________________________________________________ J 

Figure 41. Specifying theGTRACE macro instruction 

PROGRAM INTERRUPTION PROCESSING 

Unusual conditions encountered in a program cause a program interruf­
tion. These conditions include incorrect operands and operand specifi~ 
cations, as well as exceptional results, and are known generally as Frc­
gram exceptions. For certain exceptions (fixed-point and decimal over­
flow, exponent underflow and significance), interruptions can be dis­
abled by setting the corresponding bits in the program status word to 
zero. 

When a task becomes active for the first tirr.e, all program interrup­
tions that can be disabled are disabled, and a standard control ~rograrr 
exit routine, included when the system was generated, is provided. This 
control program exit routine is given control when any prograrr interru~­
tions occur, and issues an ABEND ffacro instruction specifying task 
abnormal termination and requesting a dump. By issuing the SPIE macro 
instruction, you can specify your own exit routine to be given control 
for one or more types of program exception. The macro instruction s~e­
cifies the address of the exit routine to be given control when speci­
fied program exceptions occur. If the SPIE macro instruction specifies 
an exception for which the interruftion has been disabled, the control 
program enables the interruption when the nacro instruction is issued. 

The SPIE macro instruction can be issued by any program being 
executed in perforrr,ance of the task. When the task is active, your exit 
routine receives control for all interruptions reSUlting from exceptions 
specified in the SPIE, rr:acro instruction. For other program interrup­
tions, control is given to the control program exit routine. Each suc-
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ceeding SPIE macro instruction completely overrides specifications in 
the previous macro instruction. 

PROGRAM IN1ERRUPTION CONTROL AREA 

The expansion of each standard er list form SPIE macro instruction 
contains a control program parameter list called the program interru~­
tion control area (PICA). The PICA and ancther control program area 
called the program interruption element (PIE) contain the information 
that enables the control program tc intercept user-specified program 
interruptions. Together, the PIE and the FICA associated with it are 
called the "SPIE environment." (The PIE is descrited later in this sec­
tion.) The PICA, as shown in Figure 42, contains the new ~rograrr, mask 
for the interruption types that can te disatled, the address of the exit 
routine to te given control when one of the specified interruptions 
occurs, and a code for interruption ty~es (exceptions) specified in the 
SPIE macro instruction. 

The control program maintains a pointer (in the PIE) to the PICA 
referred to ty the last SPIE macro instruction executed. This PICA may 
have been created by the last SPIE (standard or list form) or may have 
teen created previously and referred to ty the last SPIE (execute form). 
Each program that issues a SPIE macro instruction, before returning cen­
trol to the calling program or passing control to another program by 
issuing an XCTL macro instruction, must cause the control prograrr to 
adjust the SPIE environment to the condition that existed or to elimin­
ate the SPIE environment if one did not exist on entry to the prograrr. 
When the standard form or execute form of the SPIE macro instruction is 
issued, the control program returns the address of the previous P~CA in 
register 1. If no SPIE environment existed when the program was 
entered, the control program returns zeros in register 1. 

The effect of the last SPIE macro instruction is canceled by issuing 
a SPIE macro instruction with no operands. This action does not reesta­
blish the effect of the previous SPIE; it does create a new PICA that 
contains zeros, thus indicating that no user exit routine is to process 
interruptions. Any previous SPIE enviromrent may te reestablished, 
regardless of the number or type of sutsequent SPIE rracro instructions 
issued, by using the execute form of the SPIE macro instruction specify­
ing the appropriate value that had been returned in register 1 by the 
control program. If a PICA address is specified (as opposed to zeros), 
the PICA must . .be still valid (not overlaid). The SPIE environment will 
be eliminated by specifying zeros as the PICA address. 

Figure 43 shows how to restore a previous PICA. The first SPIE macro 
instruction designates an exit routine called FIXUP that is to be given 
control if fixed-point overflow occurs. The address returned in regist­
er 1 is stored in the fullword called HOLD. At the end of the program, 
the execute form of the SPIE macro instruction is used to restore the 
previous PICA. 

PROGRAM INTERRUPTION ELEMENT 

When the first SPIE macro instruction is executed in performance ef a 
task, the control program creates a 32-byte program interruption element 
(PIE) in the main storage area assigned to the job step (sub~ool 0 in 
MVT). Because the PIE is freed when the SPIE environment is eliminated 
(by specifying a PICA address of zero in the execute form of a SPIE 
macro instruction), a PIE will also te created whenever a SPIE macro 
instruction is issued and no PIE exists. The format of the PIE is shown 
in Figure 44. 
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5.108 The PICA address in the program interruption element is the address 
of the program interruption control area used in the last execution of a 
SPIE macro instruction for the task. When control is passed to the rou­
tine indicated in the PICA, the old progra~ status word contains the 
interruption code in bits 16-31; these bits can te tested to determine 
the cause of the program interruption. The contents of register 14, 15, 
0, 1, and 2 at the time of the interruption are stored by the control 
program as indicated. 

DISPLACEMENT 
(Bytes) a 2 3 4 5 

I 
I Pro- Interruption 

0000 I gram Exit Routine Address Type 
: Mask 

Figure 42. Program Interruption Control Area 

r----------------------------------------------------------------------, 
I SPIE END, (4) Provide exit routine for protection I 
I I 
I SPIE FIXUP, (8) Provide exit routine for fixed-point overflow I 
I ST 1,HOLD Save address returned in register 1 I 
I I 
I L 5,HOLD Reload returned address of· PICA for first SPIEl 
I SPIE MF=(E, (5» Use execute form and old PICA address I 
I I 
I HOLD DC F'O' I L ______________________________________________________________________ J 

Figure 43. Use of the SPIE Macro Instruction 

DISPLACEMENT 
(Bytes) a 2 3 

~--------,------------------------------------, 

4 

12 

16 

20 

24 

28 

32 

Reserved 

Old Program 
Status Word 

PICA Address 

I 

IL (I nterruption Codes) 
-----------

Regi ster 14 

Register 15 

Register 0 

Register 1 

Register 2 

Figure 44. Program interruption element 
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REGISTER CONTENTS 

When control is passed to the designated exit routine the register 
contents are as follows: 

• Register 0: internal control ~rogram information. 

• Register 1: address of the program interruption element for the 
task that caused the interruption. 

• Registers 2-12: same as when the program interruption occurred • 

• Register 13: address of the save area for the main program (same as 
when the program interruption occurred). The exit routine must not 
use this save area. 

• Register 14: return address (to the control program). 

• Register 15: address of the exit routine. 

The exit routine must be in main storage when it is required, and 
must return control to the control program using the address passed in 
register 14. The control program restores registers 14, 15, 0, 1, and 2 
from the program interruption element after control is returned, but 
does not restore the contents of registers 3-13. If a program interrup­
tion occurs when the program interruption exit routine is in control, 
the control prograrr exit routine is given control. 

To determine which type of interruption occurred, the exit routine 
can interrogate bits 28 through 31 of the old program status word (OPSW) 
in the program interruption element. The routine can then take correc­
tive action or can simply ignore the exceptional condition. 

The exit routine can alter the contents of the registers when control 
is returned to the interrupted program. For registers 3 through 13, the 
routine alters the contents of the actual registers. For registers 14 
through 2, the routine alters the contents of the register save area in 
the program interruption element. This is because the control program 
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reloads these registers from this area when it returns control to the 
interrupted program. 

The exit routine can also alter the last four bytes of the OPSW in 
the program interruption element. By changing the OPSW, the routine can 
select any return point in the interrupted program. 

The control program returns control to the interrupted program by 
loading a PSW constructed from the possibly modified OPSW saved in the 
program interruption element. 

SPECIFYING AN ATTENTION EXIT ROUTINE 

If your system (MVT including Model 65 Multiprocessing only) has the 
time sharing option (TSO), you can use the STAX macro instruction to 
specify the address of an attention exit routine to gain control when 
the terminal user strikes the attention key or when the terminal user 
specifies simulated attention. The details about what you should do in 
an attention exit routine and how you can use it appear in the Time 
Sharing option Guide to Writing a Terminal Monitoring Program or a Com­
mand Processor. 

PRECISE AND IMPRECISE INTERRUPTIONS 

After an interruption, the old program status word contains the 
address of the next instruction to be executed in bits 40-63, and the 
length of the previous instruction in bits 32 and 33. In System/360 
Models 65, 67, 75, 85, and 91, and System/370 Models 165 and 195, howev­
er, the address of the next instruction may not be precise; if the 
address is not precise, the instruction length code (ILC) in bits 32-33 
is set to zero. You should therefore test the instruction length code 
for zero before using the next instruction address. 

In Models 65-85, imprecise interruptions can result only from protec­
tion and addressing exceptions. In the Model 91, imprecise interrup­
tions result from these and eight other types of exceptions. In the 
Model 195, imprecise interruptions result from nine other types of 
exceptions. Figure 45 summarizes the types of program exceptions that 
can result in an imprecise interruption. 

Except for the protection exception in the Model 91, any exception 
that can result in an imprecise interruption can also result in a pre­
cise interruption. You therefore should not assume that a specific type 
of exception will always produce an imprecise interruption. Figure 45 
defines the conditions under which interruptions are precise in Models 
65-195. Note that interruptions are always precise in systems with 
lower model numbers. 

INTERRUPTIONS IN THE MODELS 91 AND 195 

As shown in Figure 46, the interruption code in the Models 91 and 195 
differs for precise and imprecise interruptions. For precise interrup­
tions (as for all interruptions in other models), exceptions are indi­
cated in bits 28-31 of the old program status word. For imprecise 
interruptions, bits 28-31 are zero, and exceptions are indicated in bits 
16-27. 

Before testing the interruption code to determine the cause of an 
interruption, you should test the instruction length code to determine 
whether the interruption is precise or imprecise. If the instruction 
length code is zero, indicating an imprecise interruption, you should 
test bits 28-31 of the old program status word to determine whether the 
interruption has occurred on a Model 91 or 195. If bits 28-31 are zero, 
the interruption has occurred on a Model 91 or 195 and the cause of the 
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r---------------------T-------------------------------------------------------------------------, 
I I Type of Interruption I 
I ~----------------T--------------------------------------------------------~ 
I IPrecise (ILC=tO) I Imprecise ULC=O} I 
I ~----------------+----------------T-------------------T-------------------~ 
I Type of Exception I IModels 65-85 andl I I 
I I I System/370 I I I 
I I All Models I Model 165 I Model 91 I Model lJt5 I 
I ~----------T-----+----------T-----+------------T------+------------T------~ 
I IBits 16-27 128-31 IBits 16-27128-311 Bits 16-27 128-31 I Bits 16-27 128-31 I 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
I Operation I (zero) 10001 I I I I I I I 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
I Pri vi leged Operation I (zero) I 0010 I I I r I I I 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
I Execute 1 (zero) 10011 1 1 1 1 1 1 1 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
I Protection 1 (zero) 10100 I (zero) 10100 1100000000000 I (zero) 1100000000000 I (zero) 1 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
1 Addressing I (zero) 10101 1 (zero}1 101011 10100000000001 (zero) 10100000000001 (zero) I 
~---------------------+----------+-----+----------+-----+------------+------+------~-----+------~ 
1 Specification 1 (zero) 10110 I I 10010000000001 (zero) I I 1 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
I Data I (zero) 10111 1 1 1000100000000 I (zero) 1 0001000000001 (zero) 1 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
IFixed-Point Overflow I (zero) 11000 I I 10000100000001 (zero) 10000100000001 (zero) I 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
I Fixed-Point Divide 1 (zero) 11001 1 I 1000001000000 I (zero) 10000010000001 (zero) 1 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
I Decimal Overflow I (zero) 11010 1 1 1 1 1000000000010 I (zero) I 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
I Decimal Divide I (zero) 11011 1 I I I 10000 00000001 1 (zero) 1 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
IExponent Overflow I (zero) 11100 I I 10000001000001 (zero) 10000001000001 (zero) I 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
I Exponent Underflow I (zero) 11101 I I 1000000010000 I (zero) 1000000010000 I (zero) I 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
ISiginificance 1 (zero) 11110 I I 10000000010001 (zero) 10000000010001 (zero) I 
~---------------------+----------+-----+----------+-----+------------+------+------------+------~ 
IFloating-point Divide I (zero) 11111 I I 10000000001001 (zero) 10000000001001 (zero) I 
~---------------------~----------~-----+----------~-----+------------~------~------------~------~ 
I 11Except Model 651 I L ______________________________________ ~ ________________ ~ _______________________________________ J 

Figure 45. Interruption code in the old program status word 

interruption is indicated in bits 16-27. If bits 28-31 are not zero, 
the interruption has not occurred on a Model 91 or 195, and these bits 
themselves indicate the cause of the interruption. 

In the Model 91, there are ten types of program exceptions that can 
cause an imprecise interruption; in the Model 195, there are eleven 
types. Each is represented by a separate bit in the interruption code 
(bits 16-27). After an imprecise interruption, the interruption code 
may indicate more than one type of exception. When it does, the indi­
cated exceptions may be due to a single instruction, or to several 
instructions whose execution was overlapped. Note that each of the 
indicated exceptions may have occurred more than once, and there is no 
indication as to which occurred first. 

If you provide an exit routine to handle any of the exceptions that 
may result in an imprecise interruption, you should specify all ten such 
exceptions in the SPIE macro instruction. When an imprecise interrup­
tion occurs, your exit routine will be entered only if the PICA indi­
cates all of the exceptions that are indicated in the old program status 
word. For example, if you provide a routine to handle fixed-point over­
flow, and if you specify only fixed-point overflow in the SPIE macro 
instruction, the routine will not be entered if both fixed-point over­
flow and specification exceptions are indicated for the same 
interruption. 

DECIMAL SIMULATION IN THE MODEL 91 

The instruction set for the model 91 does not include the decimal 
instructions AP, CP, DP, MP, SP, and ZAP; each of these instructions 
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r---------------------T-----------------T-------------------------------------T-------------------------, 
1 1 Models 65-85 and 1 1 1 
1 1 System/370 1 I 1 
1 1 Model 165 1 Model 91 1 Model 195 1 
1 ~-------T---------+-------T---------T-------T-----------+-------T---------T-------~ 
1 Type of Exception 1 1 1 ( 1 Precise 1 I ( (Precise( 
1 1 ( 1 ( 1 in ( (( 1 in ( 
( ('" 1 INHIBIT' Precise I ( I INHIBIT, 
, (Always (Sometimes(Always (Sometimes(OVERLAP(for Decimal(Always (SometimeslOVERLAPI 
( 1 Precise, Precise1 (Precise( Precise2 1 Mode 3 (Simulation4 IPrecise( Precises , Mode3 1 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
1 Operation ( X ( 1 X ( I' 'X 1 ( , 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
IPrivileged Operation 1 XII X ( 1 1 'X ( 1 1 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
, Execute , x, 'x, " I X ( , , 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
1 Proteceion ( (X' ( , ( X ( 1 1 , 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
1 Addressing ( 'X, (X ( 1 X , (X' 1 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
1 Specification (X, 1 1 X ( ( X (X ( ( , 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
1 Data 1 X ( ( ( (X ( X ( ( 'x ( 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
IFixed-point Overflow ( x, ( 1 1 XII 1 (X I 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
IFixed-point Divide 1 X ( ( ( 1 XI' 1 'X 1 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
(Decimal Overf low (X ( ( ( ( 1 X , 1 (X 1 
~---------------------t-------+---------+-------+---------+-------+-----------t-------+---------+-------~ 
1 Decimal Divide (X ( 1 ( , ( X ( , (X 1 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
(Exponent Overflow ( X ( 1 ( (X 1 '( (X 1 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
(Exponent Underflow ( X ( ( 1 1 X ( (I (X 1 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
1 Significance (X' ( ( (X ( (( 1 X , 
~---------------------+-------+---------+-------+---------+-------+-----------+-------+---------+-------~ 
1 Floating-point Divide ( X 1- ( 1 1 X ( '( 1 X 1 
~---------------------~-------~---------~-------~---------~-------~-----------~-------~---------~--~----~ 
(1A protection or addressing exception results in a precise or imprecise interruption, depending on the 
( cause of the exception. 
(2An addressing or specification exception results in a precise or imprecise interruption, depending on 
1 the cause of the exception. For details, refer to the Model 91 Functional Characteristics 
1 publication. 
13 The indicated interruptions are precise if the INHIBIT OVERLAP switch is set on the system control 
( panel. 
(4The interruption for a protection exception is precise only when simulated by the control program 
( decimal simulator routine. Interruptions for decimal overflow and decimal divide exceptions occur 
1 only as simulated interruptions; they do not occur if the control program does not include the 
( decimal simulator routine. 
1 SAn addressing exception results in a precise or imprecise interruption, depending on the cause of the 
1 exception. For details, refer to the Model 195 Functional Characteristics publication. 
L ________ ~-----~--------------------------------------__________________________________________________ J 

Figure 46. Precise interruptions in IBM System/360 Models 65, 67, 75, 
85, and 91, and Systerr/370 Models 165 and 195 

causes an operation exception, which results in a 
If the decimal simulator routine was specified at 
control program sirrulates the decirral operation. 
passed to your program interruption exit routine, 
gram exit routine. 

precise interruption. 
system generation, the 
Otherwise, control is 
or to the control pro-

Decimal simUlation may result in an exceptional condition. When it 
does, the control program simulates a Frecise interruption as indicated 
in Figure 46. For decimal overflow, execution is completed and the con­
dition code is set. For other exceptions, execution is suppressed; the 
condition code and the contents of main storage remain unchanged. Note 
that the control program does not simUlate an interruption for decimal 
overflow if the interruption is disatled. 

EXTENDED-PRECISION FLOATING-POINT SIMULATION 

The OS/360 Extended-Precision Floating-Point Simulator provides full 
extended-precision arithmetic for all CS users. A divide macro instruc­
tion CDXR) is provided for the models that have the extended-precision 
floating arithmetic facility and all eight instructions are provided for 
the models that do not. Thus, you can use extended-precision floating­
point instructions whether or not your particular machine model has the 
extended-precision floating-point facility. To do so, write a program­
interruption-handling exit routine. The exit routine is required: 
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• If your machine Hodel already has the extended-precision floating­
point facility, and you also wish to use the extended-precision 
floating-point divide (DXR) macro instruction. 

• If your machine Hodel does not have the extended-precision floating­
point instructions, but you wish to use these instruc~ions and the 
extended-precision floating-point divide instruction. 

To determine if the extended-precision floating-point feature is 
installed in your CPU, call the module IEAXPSIM, which returns a pointer 
to the appropriate simulator (see "Calling the Simulator," below). 

The format of the extended-precision floating-point divide CDXR) 
instruction is described in the macro instructions section, and the for­
mats of the other extended-precisicn floating-point instructions are 
described in Principles of Operation. 

EXTENDED PRECISION DIVISION 

To perform extended precision division, use the DXR macro 
instruction: 

DXR regl,reg2 

where regl contains the dividend; reg2 the divisor. 

The first operand (the dividend) is divided by the second operand 
(the divisor) and is replaced by the normalized quotient. No remainder 
is preserved. For a discussion of norrralization, refer to the section 
Floating Point Arithmetic in Principles of Operation. 

Division Process 

The quotient fraction has 28 hexadecimal digits and is developed such 
that it is the largest number for which the absolute value of the pro­
duct of the quotient and the divisor fractions is either equal to or 
less than the absolute value of the adjusted (normalized) dividend frac­
tion. All digits of the dividend and divisor fractions are involved in 
the operation; the dividend fraction is extended with low-order zeros. 

The sign of the quotient is determined ty the rules of algebra; 
however, if the quotient is made a true zero, its· sign is made plus. 

Unless the quotient is made a true zero, the characteristic, sign, 
and high-order 14 hexadecimal digits of the normalized quotient fraction 
replace the high-order part of the first operand. The low-order 14 
hexadecimal digits of the quotient fraction replace the high-order part 
of the first operand. The low-order 14 hexadecimal digits of the quo­
tient fraction replace the low-order fraction of the first operand. The 
low-order sign is made equal to the high-order sign, and the low-order 
characteristic is made 14 less than the high-order characteristic. 
However, when the subtraction of 14 causes the low-order characteristic 
to become less than zero, it is made 128 greater than its correct value. 
Extended precision arithmetic is further discussed in Principles of 
Operation. 

Arithmetic Exceptions 

The following exceptions can occur when using the DXR macro 
instruction. 

• Exponent overflow. 
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• Exponent underflow • 

• Floating-point divide. 

Exponent overflow is recognized when the characteristic of the norma­
lized quotient exceeds 127 and the fraction of the quotient is nct zero. 
The operation is completed by making the high-order characteristic 128 
less than the current value. If the low-order characteristic also 
exceeds 127, it is decreased by 128. The quotient fraction and sign 
remain unchanged. A program interruption for exponent overflow then 
occurs. 

Exponent underflow is recognized when the characteristic of the nor­
malized quotient is less than zero and neither operand fraction is zero. 
If the exponent underflow mask bit is set, the operation is completed by 
making the characteristics of both parts 128 greater than their correct 
values. The quotient fraction and sign rerr,aih unchanged. A program 
interruption for exponent underflow then occurs. If the exponent unde­
rflow mask is zero, a program interruption does not occur; instead, the 
operation is completed by making both the high-order and low-order parts 
of the quotient a true zero. 

Exponent underflow is not recognized when the low-order characterist­
ic is less than zero and the high-crder characteristic is greater than 
or equal to zero. Similarly, exponent underflow is not recognized when 
one or both of the operands underflow during prenormalization, but the 
quotient can be expressed without encountering underflow. 

The floating-point divide exception is recognized when the divisor 
fraction is zero. The operation is suppressed, and a program interrup­
tion for floating-point divide occurs. 

When the dividend fraction is zero, the quotient is made a true zero, 
and a possible exponent overflow or underflow is not recognized. A 
division of zero by zero, however, causes the operation to be suppressed 
and an interruption for floating-pcint divide to occur. 

The condition code remains unchanged for all arithmetic exceptions. 
Figure 47 describes the program interrupticns that can occur. 

r-------------T-----------------------------------------T--------------, 
IInterruption I I Action I 
IType I Description I Taken I 
~-------------+-----------------------------------------+--------------~ 
Operation IThe instruction is not installed. IThe operation I 

I lis suppressed. I 
I I I 

SpecificationlRegisters other than 0 or 4 are IThe operation 

Exponent 
Overflow 

Exponent 
Underflow 

Floating­
Point 
Divide 

Ispecified, or positions 16-23 do not con-lis suppressed 
I tain zeros. I 
I I 
IThe characteristic of the normalized IThe operation 
Iquotient exceeds 127, and neither operandi is completed. 
Ifraction is zero. I 
I I 
IThe characteristic of the normalized IThe operaticn 
Iquotient is less than zero, neither lis completed. 
loperand fraction is zero, and the I 
lexponent underflow rrask bit is set. I 
I I 
IThe divisor fraction is zero. IThe operation 
I lis suppressed. 
I I L _____________ ~ _________________________________________ ~ ______________ J 

Figure 47. Summary of program interruptions 
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CALLING THE SIMULATOR 

To use the extended-precision floating-point instructions that your 
machine model does not have, call the extended-precision floating-point 
simulator from a prograre-interruption-handling exit routine. The simu­
lator is a program that is automatically included in your operating sys­
tem at system generation time. Writing an exit routine to handle pro­
gram interruptions is discussed under "Program Interruption Processing." 

To use the extended-precision floating-point simulator, specify in 
the SPIE macro instruction that your exit routine is to receive control 
if an operation exception occurs. In addition, either your program, 
during initialization, or the exit routine must perform the following 
tasks, in this order: 

• Prepare a parameter list to pass to IEAXPSIM. 

• Pass control to IEAXPSIM, using standard operating system 
conventions. 

• Prepare a paraffeter list to pass to the simulator. 

• Pass control to the simulator, using standard operating system 
conventions. 

• Check the code returned by the simulator. 

• Perform corrective action if necessary. 

In addition, your program or the exit routine may perform the following 
tasks: 

• Load the IEAXPSIM module, using the LOAD macro instruction, before 
its use. 

• Delete the IEAXPSIM module, using the DELETE macro instruction, 
after its use. 

• Load the simulator, using the LOAD macro instruction, the first time 
it is needed. 

• Delete the simulator, using the DELETE macro instruction, at the end 
of the job step. 

DESIGNING THE EXIT ROUTINE 

The following paragraphs and Figure 48 should help you design your 
exit routine. (Figure 48 assumes that the initialization procedures 
mentioned above are done in the exit routine.) 

The parameter list that you pass to IEAXPSI~ must be pointed to by 
register 1 and must contain a pointer to a doubleword area into which 
IEAXPSIM will move the name of t~e simulator module to which you will 
pass control. 

The parameter list that you pass to the simulator must be pointed to 
by register 1 and must contain the following: 

1. A pointer to the PIE. 

2. A pointer to the area containing the contents of general registers 0 
through 15 at interrupt time. 
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3. A pointer to a work area. 

4. A pointer to a byte that is nonzero if the last bit of the quotient 
for a DXR need not be correct. 

r--------------------------------------------------------------------, 
USING 

EXTPRE STM 
LR 
USING 
DROP 
MVC 
MVC 
ST 
ST 
LA 
L 
LTR 
BNZ 
LINK 
LOAD 
LR 

ST 
TOSIM LA 

BALR 
LTR 

EXTPRE,15 
3,13,SIMSV+12 
4,15 
EXTPRE,4 
15 
SIMSV(12),20(1) 
SIMSV+56(8),12(1) 
14,RET 
1,PARMB 
13,SAVESIM 
15,SIMADD 

Save registers not in PIE 

Establish addressability 

Registers 0-2 from PIE 
Registers 14-15 from PIE 
Save return address 
Pointer to PIE 
Load save area address 

15,15 Does SIMADD contain address? 
TOSIM If so, go directly to simulator 
EP=IEAXPSIM,PARAM=(PARMA) 
EPLOC=SIMUL Load simulator 
15,0 Put simulator's address in 

O,SIMADD 
1,PARMB 
14,15 
15,15 

register 
Save address of simulator 
Parameter list address 
Go to simulator 
Error or exceptional condition? 

*HERE THE EXIT ROUTINE SHOULD DETERMINE THE ERROR OR THE 
*EXCEPTIONAL CONDITION THAT OCCURRED IN SIMULATING AND 
*TAKE APPROPRIATE ACTION. 

BOUT 
GOODOUT EQU * 

*HERE THE EXIT ROUTINE SHOULD TAKE APPROPRIATE ACTION WHEN 
*NO ERROR OR EXCEPTIONAL CONDITION OCCURRED DURING SIMULATION. 

OUT L 
LM 
BR 

14,RET 
3, 13, SIMSV+12 
14 

Restore registers 
Return 

*WHEN THE EXIT ROUTINE NO LONGER NEEDS THE SIMULATOR, 
*THE ROUTINE SHOULD DELETE IT. 

PARMA 
SIMUL 
PARMB 

DELETE EPLOC=SIMUL 

DC X'80',AL3(SIMUL) Pointer to simulator name 
DS D Simulator name 
DS F For pointer to PIE 
DC A(SIMSV) Address of register area 
DC A (WORK) Address of work area 
DC X'80',AL3(ZERO) Divide adjust switch pointer 

ZERO DC X'O' Adjust switch for divide 
WORK DC 50D Work area 
SIMSV DS 16F Register area 
SIMADD DC F'O' Address of simulator 
RET DS F Return address 
SAVESIM DS l8F Save area ____________________________________________________________________ J 

Figure 48. Calling the extended-precision floating-point simulator 
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The work area must be at least 30 doublewords (240 bytes) if your 
installation's machine model has the extended-precision floating-point 
facility or at least 50 doublewords (400 cytes) if it does not. The 
exit routine shown in Figure 48 can be used for either tYfe machine 
model because its work area is 50 doublewcrds. 

To obtain the name of the extended-precision floating-foint simulator 
installed in your system, call the module IEAXPSIM, which returns a 
pointer to the name of the simulatcr in the doubleword that you provide. 
In Figure 48, the doubleword is SI~UL. 

Before passing control to the simulator, you can use the LOAD macro 
instruction to bring the simulator into main storage if it is not alrea­
dy there. The entry point name is sfecified as the name returned from 
IEAXPSIM. After issuing LOAD, you can pass control to the simulator, 
using standard calling conventions. 

Upon regaining control from the simulator, the exit routine should 
check register 15 for one of the two return codes shown in Figure 49. 

If the return code was X'FF', the exit routine determines the kind of 
error encountered by the simulator by examining the interruftion code in 
bits 28-31 of the PSW. Figure 50 shows the possible set~ings of the 
interruption code. 

The simulator will adjust the ccndition code in the old PSW in the 
PIE (bits 34-35) to indicate the result of an AXR or SXR macro instruc­
tion. When a program interruption occurs within the simulator while 
fetching the argument of the MXD rracro instruction, the instruction 
address in the PSW in the PIE is restored to its setting at operation­
interrupt time. 

The simulator never alters the Program Check Old PSW at location 40. 
Its interruption dode will be an oferation exception exceft for the MXD 
macro instruction, when it may be a protection, addressing, or specifi­
cation exception. 

The simulator should be deleted by the using frogram if it was 
obtained via the LOAD macro instruction. 

If the full simulator (IEAXPALL) is loaded on a CPU that already has 
the extended-precision floating-point facility, no abnormal conditions 
will result. Only the DXR macro instruction will be simulated. Howev­
er, the simulation of the DXR function is slower than if the IEAXPDXR 
were used, since the other extended-precision operations in the divide 
algorithm are also simulated. 

If IEAXPDXR is loaded on a CPU without the extended-precision 
floating-point facility, a OC1 ABEND will occur when an extended­
precision divide is simulated. In the simulation of the other extended­
precision macro instructions, a return code of X'FF' is passed to the 
caller and no simulation is attempted. 

r-------------T-----------------------------------------------------, 
I Hexadecimal I I 
I Code I Meaning I 
~-------------+-----------------------------------------------------~ I 00 I The oferation was successful. I 
I I I 
I FF I The oferation was not successful, or an exceptional I 
I I condition occurred. I L _____________ ~ _____________________________________________________ J 

Figure 49. Return codes from the extended-precision floating-point 
simulator 
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r---------------------------------------------------T------------------, 
I Meaning of Interruption I Bits 28-31 I 
.---------------------------------------------------+------------------~ 

The simulator found that the operation was not an 0001 
extended-precision floating-point operation and 
returned control without further processing. 

Protection exception 1 3 

Addressing exception 1 3 

Specification exception 1 2 3 

Exponent overflow exception ~ 

Exponent underflow exception ~ 

Significance exception ~ 

0100 

0101 

0110 

1100 

1101 

1110 

Floating-point divide ~ 1111 
~---------------------------------------------------~------------------~ 
11 When the simulator encounters these exceptions, it stops processing I 
I and returns control to the exit routine. I 
12An incorrect extended-precision floating-point register was speci- I 
I fied, the third byte of the DXR macro instruction was not X'OO' or a I 
I register other than 0 or 4 was specified in the Rl or R2 field of I 
I the DXR macro' instruction. I 
13 The error occurred during the processing of an MXD macro I 
I instruction. I 
I~The error occurred during simulation. I L ______________________________________________________________________ J 

Figure 50. Interruption codes returned by the simulator 

ABNORMAL CONDITION HANDLING 

It is not possible to provide procedures for all possible conditions 
which can occur during the execution of a program. You should, of 
course, be sure that you can process all valid data, and that your pro­
gram satisfies all the requirements of the problem. The more general 
you make the program, the greater the number of additional routines you 
will require to handle special cases. But you will not be able to pro­
vide routines to detect and correct all of the special or abnormal con­
ditions that can occur. 

The control program does a great deal of checking for abnormal condi­
tions. A standard program interruption routine is provided to detect 
and process errors such as protection violations or addressing errors. 
The data management and supervisor routines provide some error checking 
facilities to ensure that, based on the information you have provided, 
only valid data is being processed, and that no requests with conflict­
ing requirements have been made. For the abnormal conditions that can 
possibly be corrected, control is returned to your program with a return 
code indicating the probable source of the error. For conditions that 
indicate that further processing would result in degradation of the sys­
tem or destruction of existing data, the control program abnormal ter­
mination routine is given control. 

There will be abnormal conditions unique to your program, of course, 
that the control program cannot detect. Figure 51 is an example of one 
of these. The routine shown in Figure 51 checks a control field in an 
input parameter list to determine which function the program is to per­
form. Only characters between 1 and 4 are valid in the control field. 
The presence of any other character is invalid, but the routine must be 
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Yes 

Yes 

Yes 

Yes 

No 

? 

Figure 51. Abnormal condition detection 

prepared to detect and handle these characters. The routine should ind­
icate its inability to continue processing by returning control to the 
calling program with an error return code. The calling program should 
then try to interpret the return code and to recover from the error. If 
it cannot do so, the calling program should detach its incomplete sub­
tasks, execute its usual termination procedures, and return control to 
its calling program, again with an error return code. This procedure 
may result in termination of all the tasks of a job step; if it does, 
the COND parameters of the JOB and EXEC statements may be used to deter­
mine whether or not subsequent job steps should be executed. 

An alternative to this procedure is to pass control to the control 
program abnormal termination routine by issuing an ABEND macro instruc­
tion. This alternative is simpler, but it offers less opportunity for 
error recovery and continued processing unless a STAE macro instruction, 
specifying a STAE exit routine address, is issued to override the ABEND. 
The abnormal termination facilities available through the use of the 
ABEND macro instruction are discussed below; an explanation of the faci­
lity to intercept abnormal termination through the STAE macro instruc­
tion is presented following the ABEND discussion. 
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The position within the job step hierarchy of the task for which the 
ABEND macro instruction is issued determines the exact fUnction of the 
abnormal termination routine. 

If an ABEND macro instruction is issued when the job step task (the 
highest level or only task) is active, or if the STEP operand is coded 
in an ABEND macro instruction issued during the performance of any task 
in the job step, all the tasks in the job step are terminated. An ABEND 
macro instruction (without a STEP operand) that 'is issued in performance 
of any task other than the job step task usually causes only that task 
and the subtasks of that task to be abnormally terminated. However, if 
the abnormal termination cannot be fulfilled as requested, it may be 
necessary for the supervisor to abnormally terminate the job step task. 
The most frequent cause of this is that the subtask does not have suffi­
cient main storage for ABEND's processing. ABEND "steals" main storage 
allocated to the job step task and needed by it to continue normal pro­
cessing. The abnormal termination routine works in the same manner 
whether it is given control from the control program or a problem 
program. 

When a task is abnormally terminated, the control program performs 
the following functions: 

• Lowers the responsibility counts for the load modules brought into 
main storage during the performance of the task. 

• Releases the main storage subpools owned by the task. 

• Cancels the time interval if one had been established for the task. 

• Issues a CLOSE macro instruction for any data control blocks which 
were opened during the performance of the task. 

• Purges any outstanding input or output requests. 

• Cancels any requests for operator replies made using a WTOR macro 
instruction. 

• Cancels any requests for resources made using an ENQ macro 
instruction. 

If the job step is not to be terminated, the following action is taken: 

• The abnormal termination functions listed above are performed, 
starting with the lowest level task, for each of the subtasks of the 
task which was active when the ABEND macro instruction was issued. 
A DETACH macro instruction is issued by the control program for each 
of the subtasks. 

• The completion code specified in the ABEND macro instruction is 
placed in the task control block of the active task (the task for 
which the ABEND macro instruction was issued). 

• If the ECB operand was designated in the ATTACH macro instruction 
issued to create the active task, the completion code specified in 
the ABEND macro instruction is placed in the designated event con­
trol block, and the completion bit is turned on. 

• If the ETXR operand was designated in the ATTACH macro instruction 
issued to create the active task, the end-of-task exit routine is 
scheduled to be given control when the originating task becomes 
active. 

• If neither the ECB nor ETXR operands were designated when the ATTACH 
macro instruction was issued, a DETACH macro instruction is issued 
by the control program for the active task. 
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If the job step is to be terminated, the following action is taken: 

• The abnormal termination functions listed above are performed, 
starting with the lowest level task, for all tasks in the job step. 
All main storage belonging to the job step is released. None of the 
end-of-task exit routines are given control. 

• The completion code specified in the ABEND macro instruction is 
written on the system output device. 

• Unless you specify otherwise in your job control statements, the 
remaining job steps in the job are skipped. However, the statements 
defining these steps are checked for proper syntax. 

In any operating system, it is possible to restart a job step that 
has been abnormally terminated. Restart can occur either at the begin­
ning of the job step or at an internal checkpoint. A detailed discus­
sion of checkpoint and restart appears in the publication Advanced 
Checkpoint/Restart. 

INTERCEPTING ABNORMAL TERMINATION OF TASKS 

Abnormal termination of a task can be intercepted through the use of 
the STAE macro instruction. When a task that has previously issued a 
STAE macro instruction is scheduled for abnormal termination, termina­
tion processing is intercepted and control is returned to the user at 
his STAE exit routine address, as specified in the STAE macro instruc­
tion. Within the STAE exit routine, the user can perform pre­
termination functions or diagnose the error. He can also determine 
whether abnormal termination should continue for the task, or whether a 
STAE retry routine, which would circumvent abnormal termination, should 
be scheduled. For further information on scheduling a STAE retry rou­
tine, see the MFT or MVT Guide. 

At the time the abnormal termination is scheduled, the STAE exit rou­
tine must be resident. It must either be part of the program issuing 
STAE or be brought into storage via the LOAD macro instruction. 

The STAE exit routine can contain an ABEND macro instruction, but it 
must not contain a STAE or an ATTACH macro instruction. 

A single user program can issue more than one STAE macro instruction 
with the create (CT) operand. Each issuance makes the previous STAE 
environment temporarily inactive. The suspended STAE environment can be 
reestablished by canceling the current STAE. Unless it is intended that 
the existing STAE environment be saved, it should be canceled prior to 
issuing another STAE. Otherwise, main storage will be wasted by STAE 
control blocks for inactive STAE environments. 

If the user wishes to use the same exit routine for several tasks at 
the same time, it must be reenterable. For convenience sake, it is 
recommended that all STAE exit routines be reenterable. 

The user can cancel (make the previous STAE request active) or over­
lay the current STAE request. The STAE request that is canceled or 
overlaid is the one most recently made. If no STAE requests are active 
for the task at the time a cancel or overlay is issued, or if the user 
attempts to cancel or overlay a STAE request not associated with his 
Request Block level of control, he will be informed that his request is 
invalid by a return code. A STAE request can be canceled by issuing the 
STAE macro instruction with the STAE exit routine address specified as 
zero. Overlaying is done by issuing a STAE macro instruction specifying 
ov. 
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r----------------------------------------------------------------------, 
STAE EXIT1,CT,PARAM=LIST1, C 

XCTL=YES,ASYNCH=YES, C 
PURGE=QUIESCE Initial STAE request 

LA 5,EXIT2 Put new exit routine address in 
register 5 

STAE (5},OV,PURGE=NONE STAE request for overlay 

LIST1 DC F'O' Parameter list for exit routines 
DC X'AO' 

EXIT1 EQU * Entry ~oint of first exit routine 

EXIT2 EQU * Entry ~oint of second exit routine 

------________________________________________________________________ J 

Figure 52. Use of STAE macro instruction 

When a program issuing STAE returns control to a previous level via 
an SVC 3, all STAE requests issued by that program are canceled. A STAE 
request specifying XCTL=YES is not canceled when the STAE user issues an 
XCTL macro instruction and the STAE environment is connected to the pro­
gram in control after XCTL. If a frogram terminates by any means other 
than an SVC 3 or a RETURN macro instruction, all STAE requests must be 
canceled by the terminating program before returning control to another 
program. 

STAE requests issued by a program are queued for that program so that 
the last STAE request issued is the active one, that is, it is the one 
that causes the STAE exit routine to receive control if the program is 
abnormally terminated. If the active STAE request is canceled, the 
next-to-the-Iast STAE request becorres the last and thus the active one. 

Figure 52 shows the use of the STAE macro instruction. The STAE 
request is initially made specifying a STAE exit routine address (EXIT1) 
and parameter list address (LIST1). The XCTL=YES parameter indicates 
that this STAE request will not be canceled if the program terminates 
via the XCTL macro instruction. The ASYNCH=YES parameter indicates that 
asynchronous interruptions will be allowed during STAE exit routine pro­
cessing. The PURGE=QUIESCE parameter indicates that input/output 
requests not yet performed are removed from the system's active input/ 
output queue (purged) but can later be returned to that queue 
(restored). If PURGE=QUIESCE cannot be honored by the system, the 
input/output requests are removed from the queue with the halt o~tion 
and therefore cannot be restored. 

In the second issuance of STAE, the previous STAE request is modified 
through the overlay (OV) option. The STAE exit routine address is now 
EXIT2, and input/output intervention will now be bypassed, but the para­
meter list address remains the same. Because the XCTL and ASYNCH 
operands were not specified in the STAE macro instruction specifying OV, 
the default values XCTL=NO and ASYNCH=NO are assigned, replacing the 
XCTL=YES and the ASYNCH=YES specified in the previous STAE. Note that 
the overlaid STAE macro instruction cannot be reestablished by issuing a 
cancel STAE. 
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After a STAE macro instruction has teen issued, the register contents 
upon return to the user are as follows: 

• Registers 0, 1: 

• Registers 2-13: 

• Register 14: 

• Register 15: 

Hexadecimal 
Code 
00 

04 

08 

OC 

10 

Unpredictable. 

Same as when STAE was issued. 

Unpredictable. 

Completion code. 

Indication 
Successful completion of creating, overlaying, or 
canceling a STAE request. 

No storage ottainatle for a STAE request. 

A STAE request to be canceled or overlaid did not 
exist, or a STAEwas issued in the user's exit 
routine. 

Invalid exit routine or parameter list address. 

Attempt to cancel or overlay another user's STAE 
request. 

When a program with an active STAE request encounters an ABEND situa­
tion, control is passed to the STAE exit routine. ABEND processing con­
tinues and the STAE exit routine does not receive control in the follow­
ing situations: 

• If the abnormal termination is caused by an operator's CANCEL, job 
step timer expiration, or the detaching of an incomplete task. 

• If the terminating task is in must complete status and problem pro­
gram mode. (Putting a task in the must complete status is explained 
in the MFT and MVT Guides.) 

• If the OUTLIMIT is exceeded for SYSOUT. 

• If an invalid ABEND recursion (an abnormal condition encountered 
during abnormal termination) occurs. 

• If an abnormal condition is encountered during normal termination. 

• If the failing task has been in a wait state for more than 30 
minutes. 

• If the STAE macro instruction was issued by a subtask and the mother 
task abnormally terminates. 

• If the exit routine was specified for a subtask, via the STAI 
operand of the ATTACH macro instruction, and the mother task abnorm­
ally terminates. 

• If the abnormal termination is because the task that issued the STAE 
still has active subtasks when it returns to the control program via 
an SVC 3. 

• If any other problem arises while the control program is preparing 
to give control to the STAE exit routine. 

Before the STAE exit routine receives control, any existing SPIE 
requests are canceled and the purge request specified in the STAE macro 
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instruction is fulfilled. The register ccntents upon entry to the STAE 
exit routine are as follows: 

• Register 0: 

Hexadecimal 
Code 
00 

04 

08 

OC 

10 

• Register 1: 

• Registers 2-12: 

• Register 13: 

• Register 14: 

• Register 15: 

Indication 
Active I/O at the time of the ABEND was quiesced 
and is restorable. 

Active I/O at the time of the ABEND was halted and 
is not restoratle. 

No I/O was active at the time of the ABEND. 

No work area was obtained. 

No I/O processing was requested. 

Address of a 104-byte work area, as shown in 
Figure 53. 

Unpredictable. 

Address of a supervisor-provided register save 
area. 

Return address. 

Address of the STAE exit routine. 

o 
Address of STAE exit routine Flags 

System and user 

8 

16 

24 

parameter list or 0 completion codes 

PSW at time of ABEND 

Last problem program PSW before ABEND 

Contents of registers 0-15 at 
time of ABEND (64 bytes) 

If a problem program issued STAE: 

88 

96 
Name of abnormally terminated program or 0 

Address of entry point to abnormally 
terminated program if ABEND occurred 
in program represented by PRB; other-
wise zero 

If supervisor program issued STAE: 

88 Address of request block of 
abnormally term inated program I 

96 0 

0 

o 

Figure 53. Work area for STAE exit routine 
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Note: Registers 13 and 14, if used by the STAE exit routine, must be 
saved and restored prior to returning to the calling program. standard 
subroutine linkage conventions apply. 

Bytes 4-7 in Figure 53 are used as follows: 

Bit 
-0-

content 
1 

Indication 
Dump to be given. 
Dump not to be given. o 

1 
1 

2-7 
8-19 

20-31 

o 
1 
o 

Job step to be terminated. 
Only failing task to be terminated. 
Not used. 
System completion code {packed, unsigned, 
hexadecimal}. 
User completion code {hexadecimal}. 

If main storage was not available for the work area, the register 
contents upon entry to the STAE exit rcutine are as follows: 

• Register 

• Register 

• Register 

• Register 

• Register 

• Register 

0: 

1: 

2: 

3-13: 

14: 

15 : 

12 (decimal> 

Flags and completion codes (see Figure 53, bytes 4-7 
for format). 

Address of STAE exit parameter list. 

Unpredictable. 

Return address. 

Exit routine address. 

Note: If a work area could not be provided by the control program, a 
register save area will not be provided either. A save area is never 
provided for a retry routine. 

Before returning control to the operating system from the STAE exit 
routine, the user must put a return code in register 15. The return 
code indicates whether ABEND processing is to te continued for the task 
or whether a STAE retry routine should be scheduled. (The details about 
scheduling a STAE retry routine are in the MFT and MVT Guides.) 

The return codes to be placed in register 15 are defined as follows: 

Hexadecima 1 
Code 

00 

04 

08 

Oc 

10 

Indication 
No retry routine prcvided. 

A STAE retry routine has teen provided and the Request 
Block chain should be purged. 

A STAE retry routine has teen provided and the Request 
Block chain should not be purged. (To be used by rou­
tines in supervisor state only.) 

A STAI (Subtask ABEND intercept) retry routine has been 
provided. 

No further STAI processing; ABEND processing is to 
continue. 

For further information on the option of STAE retry, see the MFT or MVT 
Guide. 
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INTERCEPTING ABNORMAL TERMINATION CF SUBTASKS 

To provide an exit in your program to intercept abnormal termination 
of a subtask, use the STAI (subtask ABEND intercept) operand of the 
ATTACH macro instruction you issue to create the subtask. The STAI 
request issued for any subtask will te profagated for all subtasks 
further down the tree. For example, Task A attaches Task B and uses the 
STAI operand on the ATTACH macro instruction. When Task B attaches Task 
C, the STAI request issued by A ~ill be active for C as ~ell as B. When 
a task abnormally terminates, any STAE exit routine specified for it 
receives control first. Then any STAI exit routines specified receive 
control, beginning ~ith the last specified STAI exit routine. 

Since more than one subtask may atnorrrally terminate at the same 
time, the STAI exit routine may be used by more than one task concur­
rently. Therefore, the exit routine must te reenterable, or it may fail 
during the second entry. 
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THE DUMP 

There are three types of main-storage dumps produced by the operating 
system: 

• A dump obtained through use of the DUMP operand in the ABEND macro 
instruction. 

• A dump obtained through use of the SNAP macro instruction. 

• A core image dump, produced in the event of a failure by a system 
routine. 

You can request a dump by using the ABEND or SNAP macro instruction. 
You cannot request the core image dump -- it is produced automatically 
by the system whenever a failure occurs in a system routine. 

ABEND AND SNAP DUMPS 

When the dump is requested using an ABEND macro instruction, no 
further processing is performed for the active task; use of the SNAP 
macro instruction allows the task to continue after the completion of 
the dump. The control program generally requests a dump for you when it 
issues an ABEND macro instruction. 

The data set containing the dump can reside on any device which is 
supported by the basic access technique using sequential organization 
(BSAM). The dump is placed in the data set described by the DD state­
ment you provide. If a printer is selected the dump is printed immedi­
ately. However, if a direct access or tape device is designated, a 
separate job is scheduled to obtain a listing of the dump, and to 
release the space on the device. 

The format of the dump is shown in the publication programmer's Guide 
to Debugging. The entire dump shown in that publication is provided in 
an abnormal termination dump if a DD statement with a ddname of SYSABEND 
is provided; only the problem program areas and system control blocks 
associated with the problem program are dumped if a DD statement with a 
ddname of SYSUDUMP is provided. Use of the SNAP macro instruction 
allows you to request only selected portions of the entire dump for any 
task in the job step; the format of the portions selected is the same as 
the format of the same portions of an abnormal termination dump. 

When an abnormal termination dump is requested, the entire dump is 
provided for the active task, along with a dump of the control blocks 
and save area for each of the higher level tasks which are predecessors 
of the active task being terminated and for each of the subtasks of the 
active task. The control program dump routine uses the addresses you 
stored in words 2 and 3 of each save area to follow the "chain" of save 
areas provided by each calling program in each task. If an ABEND macro 
instruction was issued when task B1 (Figure 29) was active, for example, 
a complete dump would be provided for task B1. The control blocks and 
save areas for task B, task B1a, and the job step task would also be 
provided in separate dumps. 

To get a dump: 

• You must provide a DD statement for each job step in which a dump is 
requested. For an abnormal termination dump, the ddname must be 
SYSABEND or SYSUDUMPi for a SNAP macro instruction dump, the ddname 
must be any name except SYSABEND or SYSUDUMP. The requirements for 
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writing the DD statement are described in the Programmer's Guide to 
Debugging. 

• To obtain a dump using the SNAP macro instruct{on, you must provide 
a data control block, and issue an OPEN macro instruction for the 
data set before any SNAP macro instructions are issued. The data 
control block must contain the following parameters: DSORG=PS, 
RECFM=VBA, MACRF=(W), BLKSIZE=nnn, and LRECL=125, where nnn is 882 
for MFT and either 882 or 1632 for MVT. (The data control block is 
discussed in the Data Management Services manual.) If your program 
is to be processed by the loader, you should also issue a CLOSE. 
macro instruction for the SNAP data control block • 

• Sufficient unused main storage must be available in the area 
assigned to the job step to hold the control program dump routine 
and, if not already in main storage, the BSAM data management rou­
tines. For an abnormal termination dump, additional main storage is 
required for the routines to process the OPEN macro instruction 
issued by the control program, and for the trace table. Refer to 
the Storage Estimates publication for storage requirements. 

INDICATIVE DUMP 

In an operating system with MFT, you can obtain an indicative dump, 
as shown in the Programmer's Guide to Debugging. This dump is provided 
in response to a request for an abnormal termination dump when either 
you did not provide a DD statement with the ddname SYSABEND or SYSUDUMP, 
or the control program entry for that DD statement was destroyed. The 
indicative dump is printed on the system output device. The indicative 
dump is not provided in an operating system with MVT. 

CORE IMAGE DUMP 

If a system routine fails, the system automatically supplies a dump 
of main storage. This dump, called the core image dump, provides diag­
nostic information. The system writes the core image dump in the system 
data set SYS1.DUMP or in a tape volume at the device designated when the 
operating system was initially loaded. 

In systems with MFT or MVT, use the IMDPRDMP Service Aid program to 
obtain a printout of the dump. A description of IMDPRDMP and the core 
image dump formats appear in the Service Aids publication. 

For guidance in using the core image dumps from all configurations of 
the operating system, refer to the Programmer's Guide to Debugging. 
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MAIN-STORAGE MANAGEMENT 

6.1 No matter which configuration of the operating system you are using, 
there is a finite amount of main storage available to your job step. 
You have a partition (MFT) or region (MVT) of fixed size available to 
your job step. 

6.2 In an operating system with MFT, the main storage available to pro-
blem programs is divided into 1 to 15 fixed partitions. The division is 
made during system generation, but the operator can enlarge a partition 
by combining it with others. Each partition is associated with one or 
more "job classes," which can be varied by the operator. On the basis 
of job class and priority specified in a JOB statement, a job is 
assigned to a partition and scheduled for execution. A job step will be 
abnormally terminated if it requires more main storage than is available 
in the partition. 

6.3 In a system with MVT, available main storage is divided into regions, 
which vary in size and number according to the requirements of the job 
steps being performed. Job steps are selected for execution according 
to job class and priority, and each is assigned a region of the size 
specified in a JOB or EXEC statement. If the highest priority job step 
requires a larger region than can be made available, its execution is 
delayed, and a lower priority job step (one with sufficiently lower 
storage requirements) is initiated. After a job step has been 
initiated, its region can be extended only if the rollout/rollin option 
has been included in the system. (For a description of rollout/rollin, 
refer to the MVT Guide.) 

6.4 You obtain the use of the main storage area assigned to your job step 
through implicit and explicit requests for main storage. The use of a 
LINK macro instruction is an implicit request for main storage; the con­
trol program allocates space before bringing the load module into your 
job pack area. The use of the GETMAIN macro instruction is an explicit 
request for a certain number of bytes of main storage to be allocated to 
the active task. In addition to your requests for main storage, requests 
are made by the control program and data management routines for areas 
to contain some of the control blocks required to manage your tasks. 

6.5 The following paragraphs discuss some of the techniques that can be 
applied for efficient use of the main storage area reserved for your job 
step. These techniques apply as well to the data management portions of 
your programs. The specific data management main storage allocation 
facilities are discussed in Data Management Services; the principles 
discussed here provide the background you will need to use these 
facilities. 

EXPLICIT REQUESTS 

6.6 Main storage can be explicitly requested for the use of the active 
task by issuing a GETMAIN macro instruction. The main storage request 
is satisfied by allocating a portion of the main storage area reserved 
for the job step to the active task. You cannot use the main storage 
area reserved for the job step without first requesting it; if you 
attempt to use it without requesting it, the task is abnormally ter­
minated. The main storage area is not set to zero when allocated. 

6.7 You return control of main storage by issuing a FREEMAIN macro 
instruction. This does not release the area from control of the job 
step; it only makes the area available to satisfy the requirements of 
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additional requests for any task in the job step. The main storage 
assigned to a task is also released for other uses when the task ter­
minates, except as indicated under "Subpool Handling." 

SPECIFYING LENGTHS 

6.8 Main storage areas are always allocated to the task in multiples of 
eight bytes and begin on a doubleword boundary. The request for main 
storage is given in terms of bytes; if the number specified is not a 
multiple of eight, it is rounded to the next higher multiple of eight. 
You can make repeated requests for a small number of bytes as you need 
the area or you can make one large request to completely satisfy the 
requirements of the task. There are two reasons for making one large 
request: it is the only way you can be sure of getting contiguous 
storage area and, because you only make one request, the amount of con­
trol program overhead is less. 

TYPES OF EXPLICIT REQUESTS 

6.9 There are four methods of explicitly requesting main storage using a 
GETMAIN macro instruction. Each of the methods, Which are designated by 
coding an associated character in the operand field of the GETMAIN macro 
instruction, has certain advantages, depending on the requirements of 
your program. The last three methods do not produce reenterable code 
unless coded in the list and execute forms as indicated in the paragraph 
"Implicit Requests." The methods are as follows: 

6.10 REGISTER TYPE (R): Specifies a request for a single area of main 
storage of a specified length. The address of the area is returned in 
register 1. This type of request produces reenterable code, because 
parameters are passed to the control program in registers, not in a 
parameter list •. 

6.11 ELEMENT TYPE (E): Specifies a request for a single area of main storage 
of a specified length. The control program places the address of the 
allocated area in a fullword you supply. 

6.12 LIST TYPE (L): Specifies a request for one or more areas of main 
storage. You place the length of each area in a list; each list entry 
represents a request for one area of main storage. The control program 
places the addresses of the allocated areas in consecutive full words in 
another list you supply. The addresses are placed in the list in the 
same order they were requested. This type of request can be made only 
in an operating system with MVT. 

6.13 VARIABLE TYPE (V): specifies a request for a single area of main 
storage with a length between two values you specify. The control pro­
gram will attempt to allocate the maximum length you specify; if not 
enough storage is available to allocate the maximum length, the largest 
area with a length between the two values is allocated. The control 
program places the address of the area and the length allocated in two 
consecutive fullwords you supply. 

6.14 In addition to the above methods of requesting main storage, you can 
designate the request as conditional or unconditional. (A register type 
request is always unconditional.) If the request is unconditional and 
sufficient main storage is not available to fill the request, the active 
task is abnormally terminated. If the request is conditional, however, 
and insufficient main storage is available, a return code of four is 
provided in register 15; a return code of zero is provided if the requ­
est was satisified. When a conditional list-type request is made, no 
main storage is allocated unless all of the requested areas can be 
allocated. 

80 Supervisor Services 



6.15 

6.16 

6.17 

r----------------------------------------------------------------------, 

PROCEED2 
PROCEED1 

G ETMA IN 

LTR 
BZ 

DELETE 
GETMAIN 

L 

CH 

BNL 

MIN DC 
SIZES DC 

EC,LV=16000,A=ANSWADD, 
HIARCHY=O 

15,15 
PROCEED1 

EP=REENTMOD 
VU,LA=SIZES,A=ANSWADD, 
HIARCHY=O 

4,ANSWADD+4 

4,MIN 

PROCEED1 

H'8000' 
F'4000' 

Conditional request for 
16000 bytes in processor 
storage 

Test return code 
If 16000 bytes allocated, 

proceed 
If not, free main storage 
Try to get smaller 

amount in processor 
storage 
Load and test allocated 
length 

If 8000 or more, use 
procedure 1 

If less than 8000, use 
procedure 2 

Min. size for procedure 1 
Min. size to proceed at 
all 

DC F'16000' Size of area for maximum 
efficiency 

ANSWADD DC F'O' Address of allocated area 
DC F'O' Size of allocated area 

I 
I 
I 
I 
I 
I 
I 
I 
I 

______________________________________________________________________ J 

Figure 54. Use of the GETMAIN macro instruction 

An example of the use of the GETMAIN macro instruction is shown in 
Figure 54. The example assumes a program which operates most efficient­
ly with a work area of 16,000 bytes, with a fair degree of efficiency 
with 8000 bytes or more, inefficiently with 4000 to 8000 bytes, and not 
at all with less than 4000 bytes. The program uses a reenterable load 
module with an entry point name of REENTMOD, and will use it again later 
in the program; to save time, the load module was brought into the job 
pack area using a LOAD macro instruction so that it would be available 
when it was required. 

A conditional request for a single element of main storage with a 
length of 16000 bytes is requested in Figure 54. The return code in 
register 15 is tested to determine if the area was available; if the 
return code was zero (the 16,000 bytes were allocated), control is 
passed to the processing routine. If sufficient area was not available, 
an attempt to obtain more main storage area is made by issuing a DELETE 
macro instruction to free the area occupied by the load module REENTMOD. 
A second GETMAIN macro instruction is issued, this time an unconditional 
request for an area between 4000 and 16000 bytes in length. If the 
minimum size is not available, the task is abnormally terminated. If at 
least 4000 bytes were available, however, the task can continue. The 
size of the area actually allocated is determined and one of the two 
procedures (efficient or inefficient) is given control. 

SUBPOOL HANDLING (IN MFT SYSTEMS WITHOUT SUBTASKING) 

There is only one unnumbered subpool in an operating system with MFT. 
In this configuration of the operating system all main storage requests 
are satisfied by allocating storage from this unnumbered subpool. If 
subpool numbers are specified, the numbers are ignored if they are not 
greater than 127 (the greatest number that is valid in a system with 
MVT). If subpool numbers greater than 127 are specified, the job step 
is abnormally terminated. 
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SUBPOOL HANDLING (IN MFT SYSTEMS WITH SUBTASKING) 

Although subpools are not created in MFT systems, it is convenient to 
call the partition itself "subpool 0." That is, all main storage in a 
partition is shared by all tasks active in that partition. Main storage 
not allocated to any task is called "free storage." "Subpool 240" is 
used by the supervisor to enable the sharing of a reenterable program 
invoked by a LOAD macro instruction. "Subpool 255" is used by the 
supervisor to request storage from the system queue area. User programs 
may request main storage from the partition by specifying any subpool 
number from 0 to 127 or by specifying no number at all (this provides 
compatibility with MVT). User-program implied requests for storage, 
initiated when the user executes an ATTACH, LINK, LOAD, or XCTL macro 
instruction, are recorded by the supervisor in order for the storage to 
be freed during termination. 

SUBPOOL HANDLING (IN MVT SYSTEMS) 

In an operating system with MVT, subpools of main storage are pro­
vided to assist in main storage management and for communications 
between tasks in the same job step. Because the use of subpools 
requires some knowledge of how the control program manages main storage, 
a discussion of main storage control is presented here. 

MAIN STORAGE CONTROL 

6.20 When the job step is given a region of main storage, all of the 
storage area available for your use within that region is unassigned. 
Subpools are created only when a GETMAIN macro instruction is issued 
designating a subpool number. If no subpool number is designated, the 
main storage is allocated from subpool 0, which is created for the job 
step by the control program when the job step task is initiated. 

6.21 Note: If main storage is allocated to a subtask by the user program 
while the system is executing in the supervisor state or with a protec­
tion key of 0, no other task should free that main storage. If some 
other task does free that main storage, you get unpredictable results. 

6.22 For purposes of control and main storage protection, the control pro-
gram considers all main storage within the region in terms of 2048-byte 
blocks. These blocks are assigned to a subpool, and space within the 
blocks is allocated to a task, by the control program when requests for 
main storage are made. When there is sufficient unallocated main 
storage within any block assigned to the designated subpool to fill a 
request, the main storage is allocated to the active task from that 
block. If there is insufficient unallocated main storage within any 
block assigned to the subpool, a new block (or blocks, depending on the 
size of the request) is assigned to the subpool, and the storage is 
allocated to the active task. The blocks assigned to a subpool are not 
necessarily contiguous unless they are assigned as a result of one requ­
est. Only blocks within the region reserved for the associated job step 
can be assigned to a subpool. 

6.23 Figure 55 is a -simplified view of a main-storage region containing 
four 2048-byte blocks of storage. All the requests are for main storage 
from subpool O. The first request from some task in the job step is for 
504 bytes; the request is satisfied from the block shown as Block A in 
the figure. The second request, for 2000 bytes, is too large to be 
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satisfied from the unused portion of Block A, so the control program 
assigns the next availatle block, Block B, to subpool 0, and allocates 
2000 bytes from Block B to the active task. A third request is then 
received, this time for 1000 bytes. There is not sufficient unallocated 
area remaining in Block B (blocks are checked in the order last in, 
first out), tut there is enough space in Block A, so an additional 1000 
bytes are allocated to the task from Block A. Because all tasks may 
share sub~ool 0, Request 1 and Request 3 do not have to be made from the 
same task, even though the areas are contiguous and from the same 2048-
byte block. Request 4, for 3000 bytes, requires that the control prc­
gram allocate the area from 2 contiguous tlocks which were previously 
unassigned, Block D and Block C. These blocks are assigned to subpool 
o. 

As indicated in the preced~ng example, it is possible for one 2048-
byte block in subpool 0 to contain many small areas allocated to many 
different tasks in the job step, and it is possitle that numerous blocks 
could be split up in this manner. Areas acquired by a task other than 
the job step task are not released automatically on task termination. 

2048 Block A 

Block B 

Block C 

Block D 

low 

Figure 55. Main-storage control 

} Request 1-504 bytes 

} R"",,, 3-1000 by'" 

Request 2-2000 bytes 

Request 4-3000 bytes 
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Even if FREEMAIN macro instructions were issued for each of the small 
areas before a task terminated, the probable result would be that many 
small unused areas would exist within each block, while the control frc­
gram would be continually assigning new blocks to satisfy new requests. 
To avoid this situation, you can define subpools for exclusive use by 
individual tasks. 

Any subpool can be used exclusively by a single task or shared by 
several tasks. Each time tha~ you create a task, you can specify which 
subpools are to be shared. Unlike other subpools, subpool 0 is shared 
Ly a task and its subtask, unless you specify otherwise. When subpcol 0 
is not shared, the control program creates a new subpool 0 for use by 
~ .. e subtask. As a result, both the task and its subtask can request 
storage from subpool 0, but both will not receive storage from the same 
2048-byte block. When the subtask terminates, its main storage areas in 
subpool 0 are released; since no other tasks share this subpool, com­
plete 2048-byte blocks are made available for reallocation. 

When there is a need to share subpool 0, you can define other sub­
pools for exclusive use by individual tasks. When you first request 
storage from a subpool other than subpool 0, the control program assigns 
a new 2048-byte block to that subpcol, and allocates storage from that 
block. The task that is then active is assigned ownership of the sub­
pool and, therefore, of the block. When additional requests are made by 
the same task for the same subpool, the requests are satisfied by allo­
cating areas from that block and as many additional blocks as are 
required. If another task is active when a request is made with the 
same subpool number, the control program assigns a new block to a new 
subpool, allocates storage from the new block, and assigns ownership of 
the new subpool to the second task. 

A task can specify subpools numbered from 0 to 127. FREEMAIN macro 
instructions can be issued to release any subpool except subpool 0, thus 
releasing complete 2048-byte blocks. When a task terminates, its 
unshared subpools are released automatically. 

Owning and Sharing: A subpool is initially owned by the task that was 
active when the subpool was created. The subpool can be shared with 
other tasks, and ownership of the subpool can be assigned to other 
tasks. Two macro instructions are used in the handling of subpools: 
the GETMAIN macro instruction and the ATTACH macro instruction. In the 
GETMAIN macro instruction, the SP operand can be written to request 
storage from subpools 0 to 127; if this operand is omitted, subpool 0 is 
assumed. The operands that deal with subpools in the ATTACH macro 
instruction are: 

• GSPV and GSPL, which give ownership of one or more subpools (other 
than subpool 0) to the task being created. 

• SHSPV and SHSPL, which share ownership of one or more subpools 
(other than subpool 0) with the new subtask. 

• SZERO, which determines whether subpcol 0 is shared with the 
subtask. 

All of these operands are optional. If they are omitted, no subpools 
are given to the subtask, and only subpool 0 is shared. 

6.29 Creating a Subpool: A new subpool is created whenever any of the 
operands described above is written in an ATTACH or a GETMAIN macro 
instruction, and that operand specifies a subpool which is not currently 
owned by or shared with the active task. If one of the ATTACH macro 
instruction operands causes the subpool to be created, the subpool numb­
er is entered in the list of subpools owned by the task, but no blocks 
are assigned and no storage is actually allocated. If a GETMAIN macro 
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instruction results in the creation of a sucpool, the subpool number is 
assigned to one or more 2048-byte clocks, and the requested storage is 
allocated to the active task. In either case, ownership of the 'subpool 
belongs to the active task; if the subpool is created because of an 
ATTACH macro instruction, ownership is transferred or retained depending 
on the operand used. 

Transferring OwnershiF: An owning task gives ownership of a subpool tc 
a direct subtask by using the GSPV or GSPL operands in the ATTACH macro 
instruction issued when that subtask is created. Ownership of a subpool 
can be given to any subtask of any task, regardless of the control level 
of the two tasks involved and regardless of how ownership was obtained. 
A subpool cannot be shared with one or more subtasks and then trans­
ferred to another subtask, however; an attempt to do this results in 
abnormal termination of the active task. Cwnership of a subpcol can 
only be transferred if the active task has ownership; if the active task 
is sharing the subpool and an attempt is made to pass ownership to a 
subtask, the subtask receives shared ccntrol and the originating task 
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relinquishes the subpool. Once ownership is transferr~d to a subtask or 
relinquished, any subsequent use of that subpool number by the originat­
ing task results in the creation of a new subpool. When a task that has 
ownership of one or more subpools terminates, all of the main storage 
areas in those subpools are released. Therefore, the task with owner­
ship of a subpool should not terminate until all tasks or subtasks shar­
ing the subpool have completed their use of the subpool. 

Sharing a subpool: Shared use of a subpool can be given to a direct 
subtask of any task with ownership or shared control of the subpool. 
Shared use is given by specifying the SHSPV and SHSPL operands in the 
ATTACH macro instruction issued when the subtask is created. Any task 
with ownership or shared control of the subpool can add to or reduce the 
size of the subpool through the use of GETMAIN and FREEMAIN macro 
instructions. When a task that has shared control of the subpool ter­
minates, the subpool is not affected. 

SUBPOOLS IN TASK COMMUNICATION 

The advantage of subpools in main storage management is that, by 
assigning separate subpools to separate subtasks, the breakdown of main 
storage into small fr~gments is reduced. An additional benefit from the 
use of subpools can be'realized in task communication. A subpool can be 
created for an originating task and all parameters to be passed to the 
subtask placed 'in the subpool. When the subtask is created, the owner­
ship of the subpool can be passed to the subtask. After all parameters 
have been acquired by the subtask, a FREEMAIN macro instruction can be 
issued, under control of the subtask, to release the subpool main 
storage areas. In a similar manner, a second subpool can be created for 
the originating task, to be used as an answer area in the performance of 
the subtask. When the subtask is created, the subpool ownership would 
be shared with the subtask. Before the subtask is terminated, all para­
meters to be passed to the originating task are placed in the subpool 
area; when the subtask is terminated, the subpool is not released, and 
the originating task can acquire the parameters. After all parameters 
have been acquired for the originating task, a FREEMAIN macro instruc­
tion again makes the area available for reuse. 

IMPLICIT REQUESTS 

You make an implicit request for main storage every time you issue a 
LINK, LOAD, ATTACH, or XCTL macro instruction. In addition, you make an 
implicit request for main storage when you issue an OPEN macro instruc­
tion for a data set. The data management routines required to process 
the data set must be in main storage; the main storage areas used as 
buffers may also be allocated. When you make an implicit request for 
more main storage than is available, the active task is abnormally ter­
minated. This 3ection discusses some of the techniques you can use to 
cut down on the t.1ount of main storage required by a job step, and the 
assistance given you by the control program. 

LOAD MODULE MANAGEMENT 

The discussion of program structures indicates the advantages and 
disadvantages of each of the three types of program designs; simple, 
planned overlay, and dynamic. The program structure you selected was 
based on the complexity of the program and the execution time considera­
tions. Once you have selected the program structure, you should plan 
efficient use of the main storage area that will be assigned to your job 
step. Note that main storage is aSSigned in 2048-byte blocks for impli­
cit requests made in an operating system with MVT. The size of your 
load modules should be planned to take advantage of this method of allo-
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cation. The maximum size load module that can be brought into main 
storage is 524,248 bytes in an operating system with MFT. 

REENTERABLE LOAD MODULES 

A reenterable load module is designed so that it does not in any way 
modify itself during execution. It is "read-only". The advantage of a 
reenterable load module is most apparent in an operating system with MVT 
or MFT with subtasking; only one copy of the load module is. brought into 
main storage to satisfy the requirements of any number of tasks in a job 
step. This means that even though there are six tasks in the job step 
and each task concurrently requires the load module, the only main 
storage area requirement is for an area large enough to hold one copy of 
the load module (plus a few bytes for control blocks). The same main 
storage requirement would apply if the load module were serially reus­
able; however, the load module could not be used by more than one task 
at a time. 

An additional benefit of a reenterable load module occurs when the 
module is placed in the link pack area. In this case not only is time 
saved because no loading must be performed, but in addition no main 
storage area assigned to the job step is required to hold the load 
module. A link pack area exists only in an operating system with MVT. 
The contents are established when the operating system is generated and 
when the operator performs the initial program loading procedure. Any 
reenterable load module from the link library may be placed in the link 
pack area. Many of the frequently used data management routines are 
also placed in the link pack area. If any of your reenterable load 
modules are used frequently or are used by many jobs, it may save con­
siderable time and space to have those load modules placed in the link 
pack area. 

Because a reenterable module does not modify itself, a damaged copy 
of that module can be overlaid with a new copy. Thus reenterable 
modules offer greater reliability than nonreenterable modules. When a 
module is designated reenterable (or "refreshablen

), the Machine-Check 
Handler on the Models 65, 85, 155, and 165 automatically loads a fresh 
copy of that module if it is damaged. 

You can designate a module as refreshable without also designating it 
as reenterable. However, the module must actually be reenterable in its 
design, because it must not modify itself during execution. 

REENTERABLE MACRO INSTRUCTIONS 

All of the macro instructions described in the macro instructions 
section can be written in reenterable form. From the standpoint of 
reenterability, these macro instructions are classified as one of two 
types: macro instructions which pass parameters in registers 1 and 0, 
and macro instructions which pass parameters in a list. The use of the 
macro instructions which pass parameters in registers presents little 
problem in a reenterable program; when the macro instruction is coded, 
the required operand values should be contained in registers. For 
example, the POINT macro instruction requires that the dcb address and 
block address be coded as follows: 

r----------T------~---------------------------, 
I [symbol] I POINT I dcb address,block address I L __________ ~ _______ ~ ___________________________ J 

One method of coding a reenterable program would be to require that both 
of these addresses refer to a portion of main storage allocated to the 
active task through the use of a GETMAIN macro instruction. The 
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addresses would change for each use of the load module. Therefore, you 
would load one of general registers 2-12 with the address, and designate 
the appropriate registers when you code the macro instruction. If 
register 4 contained the dcb address and register 6 contained the block 
address, the POINT macro instruction would be written as follows: POINT 
(4),(6). 

The macro instructions which pass parameters in a list require the 
use of special forms of the macro instruction when used in a reenterable 
program. The expansion of the standard form of these macro instructions 
results in an in-line parameter list and executable instructions 
required to branch around the list, to load the address of the list, and 
to pass control to the required control program routine. The expansions 
of the list and execute forms of the macro instruction simply divide the 
functions provided in the standard form expansion: the list form pro­
vides only the parameter list, and the execute form provides executable 
instructions to modify the list and pass control. You provide the 
instructions to load the address of the list into a register. 

The list and execute forms of a macro instruction are used in con­
junction to provide the same services available from the standard form 
of the macro instruction. The advantages of using list and execute 
forms are as follows: 

• Any operands which remain constant in every use of the macro 
instruction can be coded in the list form. These operands can then 
be omitted in each of the execute forms of the macro instruction 
which use the list. This can save appreciable coding time and main 
storage area when you use a macro instruction many times. (Any 
exceptions to this rule are listed in the description of the execute 
form of the applicable macro instruction.) 

• The execute form of the macro instruction can modify any of the 
operands previously designated. (Again, there are exceptions to 
this rUle.) 

• The list used by the execute form of the macro instruction can be 
located in a portion of main storage assigned to the task through 
the use of the GETMAIN macro instruction. This ensures that the 
program remains reenterable. 

Figure 56 shows the use of the list and execute forms of a DEQ macro 
instruction in a reenterable program. The length of the list con­
structed by the list form of the macro instruction is obtained by sub­
tracting two symbolic addresses; main storage is allocated and the list 
is moved into the allocated area. The execute form of the DEQ macro 
instruction does not modify any of the operands in the list form. The 
list had to be moved to allocated storage because the control program 
can store a return code in the list when RET=HAVE is coded. Note that 
the code in the routine labeled MOVERTN is valid for lengths up to 255 
bytes only. Some macro instructions do produce lists greater than 255 
bytes when many operands are coded (for example, OPEN and CLOSE with 
many data control blocks, or ENQ and DEQ with many resources), so in 
actual practice a length check should be made. 

NONREENTERABLE LOAD MODULES 

The use of reenterable load modules does not automatically conserve 
main storage; in many applications it will actually prove wasteful. If 
a load module is not used in many jobs and if it is not employed by more 
than one task in a job step, there is no reason to make the load module 
reenterable. The allocation of main storage for the purpose of moving 
code from the load module to the allocated area is a waste of both time 
and main storage when only one task requires the use of the load module. 
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r--------------------------------------------------------------------, 
LA 
LA 
SR 
BAL 
DEQ 

3, MAC NAME 
5,NSIADDR 
5,3 
14,MOVERTN 
,MF=(E, (4» 

Load address of list form 
Load address of end of list 
Length to be moved in register 5 
Go to routine to move list 
Release allocated resource 

* The MOVERTN allocates storage from subpool 0 and moves up to 255 
* bytes into the allocated area. Register 3 is from address, 
* register 5 is length. Area address returned in register 4. 

MOVERTN 

MOVEINST 

MACNAME 
NSIADDR 
NAME1 
NAME 2 

GETMAIN 

LR 
BCTR 
EX 
BR 
MVC 

DEQ 

DC 
DC 

R,LV=(5), 
HIARCHY=l 
4,1 
5,0 
5, MOVEINST 
14 
0(1,4),0(3) 

Allocate main storage for list 
In IBM 2361 Core storage 
Address of area in register 4 
Subtract 1 from area length 
Move list to allocated area 
Return 

(NAME1,NAME2,8,SYSTEM),RET=HAVE,MF=L 

CL8'MAJOR' 
CL8' MINOR' 

Figure 56. Using the list and the execute forms of the DEQ macro 
instruction 

You may remember that, in an operating system with MVT, the area 
occupied by a reenterable or serially reusable load module is not 
released automatically when .the module returns control to the control 
program. (Refer to HHow Control is ReturnedH in the discussion of HPas­
sing Control in a Dynamic Structure. H) In anticipation of future use, 
the used copy of the module is retained intact for as long as possible; 
its area is available to fill both implicit and explicit requests for 
storage, but only after all other available storage has been allocated. 
If copies of several modules are retained when they are not needed, 
available storage may be fragmented as first the areas between the 
modules are allocated, and then the module areas themselves. 

To prevent this fragmentation, you should not make a load module 
reenterable or serially reusable if reusability is not really important 
to the logic of your program. Of course, if reusability is important, 
you can issue a LOAD macro instruction to load a reusable module, and 
later issue a DELETE macro instruction to release its area. If reusabi­
lity is not important, but you need to execute a module that has been 
made reusable, you can make the module temporarily nonreusable by bring­
ing its directory entry into storage, modifying the contents of the 
entry, and using the entry to refer to the module. After issuing a BLDL 
macro instruction to build a list containing the directory entry, you 
need only set the first two bits of the twenty-third byte in the entry 
to zero; the module will then be treated as nonreusable when given con­
trol by a LINK, ATTACH, or XCTL macro instruction with a DE operand that 
points to the entry. To set the appropriate bits to zero, you can use 
an AND-immediate instruction like the following, which could be placed 
after the BLDL macro instruction in Example 18: 

NI NAMEADDR+22,B'00111111' 

This instruction ensures the nonreusability of the module to which 
NAMEADDR refers. 
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One method of conserving main storage when reusability is not a con­
sideration is to use a planned overlay structure. A complete descrip­
tion of the planned overlay structure is contained in the Linkage Editor 
and Loader manual. Briefly, in a planned overlay structure only por­
tions of the load modules are brought into main storage at a time; when 
a portion of the load module not in main storage is required, it is 
loaded in the area occupied by existing portions of the load module. 
While the use of an overlay structure requires more planning on your 
part to determine all the portions of a load module required at anyone 
time, it can result in a considerable saving of storage. A well planned 
overlay structure can result in a savings of 50 percent or more over 
bringing the entire load module into main storage at once. This does 
increase the amount of time spent in bringing in portions of the load 
module, however. 

It is also possible for you to use an overlay type of approach in the 
deSign of your load module without using the linkage editor by reusing 
the areas containing completed routines within a load module. For 
example, if your load module consists of three control sections of 2000 
bytes each which are always executed sequentially, as soon as control is 
passed to the second control section you have 2000 bytes (the size of 
the first control section) available to use as a data area. If you 
reuse this area, you can save up to 2000 bytes of additional main 
storage which would otherwise be allocated using DS instructions or ~ET­
MAIN macro instructions. 

RELEASING MAIN STORAGE 

As indicated in Program Management, the control program establishes 
two responsibility counts for every load module brought into main 
storage in response to your requests for that load module. The respon­
sibility counts are lowered as follows: 

• If the load module was requested in a LOAD macro instruction, that 
responsibility count is lowered using a DELETE macro instruction. 

• If the load module was requested in a LINK, ATTACH, or XCTL macro 
instruction, that responsibility count is lowered using an XCTL 
macro instruction or by returning control to the control program. 

• When a task is terminated, the responsibility counts are lowered by 
the number of requests for the load module made in LINK, LOAD, 
ATTACH, and XCTL macro instructions during the performance of that 
task, minus the number of deletions indicated above. 

Except for those modules contained in the link pack area, the main 
storage area occupied by a load module is available for reuse when the 
responsibility counts reach zero. When you plan your program, you can 
design the load modules to give you the best trade-off between execution 
time and efficient main storage use. Naturally, if you will use a load 
module many times in the course of a job step, you will issue a LOAD 
macro instruction to bring it into main storage, and you will not issue 
a DELETE macro instruction until all uses of the load module have com­
pleted. In this case it is better to have the load module in main 
storage all the time than to bring it in every time you require it. 
Conversely, if a load module is used only once during the job step, or 
if its uses are widely separated, it will conserve main storage if you 
issue a LINK macro instruction to load the module and issue an XCTL from 
the module (or return control to the control program) when it has 
completed. 

There is a minor problem involved in the deletion of load modules 
containing data control blocks. An OPEN macro instruction must be 
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issued before the data control block is used, and a CLOSE macro instruc­
tion issued after the use is finished. If you do not issue a CLOSE 
macro instruction for the data control block, the control program will 
issue one for you when the task is terminated. However, if the load 
module containing the data control block has been removed from main 
storage, the attempt to issue the CLOSE macro instruction will cause 
abnormal termination of the task. You must either issue the CLOSE macro 
instruction yourself before deleting the load module, or ensure that the 
data control block is still in main storage when the task is terminated. 

STORAGE HIERARCHIES 

Main storage may be expanded by including IBM 2361 Core Storage in 
the system (excluding the Model 65 Multiprocessing System). Main 
Storage Hierarchy Support for IBM 2361 Models 1 and 2 divides main 
storage into two distinct areas known as hierarchies. In systems inco­
rporating both processor storage and 2361 Core Storage, hierarchy 0 is 
assigned to processor storage and hierarchy 1 is assigned to 2361 Core 
Storage. The first address in 2361 storage is one higher than the high­
est address in processor storage. 

In MFT, storage hierarchy structures are established for partitions 
during System Generation, according to user specifications. These 
defined structures may be redefined by the operator any time after sys­
tem initialization. A partition may be contained entirely within one 
hierarchy, or may consist of one partition segment in hierarchy 0, and 
another in hierarchy 1. If 2361 Core Storage is not on line at system 
initialization, only partition segments defined in hierarchy 0 are 
reserved, and only the amount of storage specified for the hierarchy 0 
segment of the partition is allocated. 

In MVT, a region storage hierarchy structure is ~stablished via the 
REGION parameter in the job control language JOB and EXEC statements. 
If 2361 Core Storage is not on line at system initialization in an MVT 
system with Main Storage Hierarchy Support, and a region segment struc­
ture is specified in both hierarchies in the JOB or EXEC statement, the 
control program will define two separate region segments (not necessari­
ly contiguous) in processor storage. The region segments will be 
addressable as hierarchy 0 and hierarchy 1, each hierarchy being 
assigned its respective size as indicated in the REGION parameter of the 
JOB or EXEC statement. 

Hierarchies 0 and 1 may be specified by the hierarchy parameter 
(HIARCHY=) in the ATTACH, DCB, GEMAIN, GETPOOL, LINK, LOAD, and XCTL 
macro instructions. If the hierarchy parameter is omitted, requested 
storage, if available, is obtained from processor storage. 

If a partition or a region is defined entirely in one hierarchy, all 
requests for storage will be directed to that hierarchy regardless of 
the hierarchy designated by the HIARCHY= parameter. 

Figure 54 shows two GETMAIN requests for storage from hierarchy O. 
Figure 56 illustrates the use of a GETMAIN macro instruction in request­
ing storage from hierarchy 1. Requirements for writing macro instruc­
tions with the hierarchy parameter are described in the macro instruc­
tions section. 

In using Main storage Hierarchy support on a Model 50, use caution in 
directing programs containing CCWs for direct access devices to be 
loaded into hierarchy 1. (Under MFT, this includes readers and wri­
ters.) If this is disregarded, overrun will occur which will degrade 
the performance or result in an unrecoverable I/O error. 
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CHECKPOINT AND RESTART 

7.1 The checkpoint/restart description has been deleted from this publi-
cation. The Advanced Checkpoint/Restart manual contains complete infor­
mation for using the facility. The topic, ·Using the Restart Facili­
ties· in the Job Control Language Reference manual contains information 
on restart. 
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SECTION II: MACRO INSTRUCTIONS 

INTRODUCTION 

8.1 A set of macro instructions is provided by IBM for communicating ser-
vice requests to the control program. These macro instructions are 
available only when progra~ng in the assembler language, and are pro­
cessed by the assembler program using macro definitions supplied by IBM 
and placed in the macro library when the system was generat~d. 

8.2 The processing of the macro instruction by the assembler program 
results in a macro expansion, generally consisting of data and execut­
able instructions in the form of assembler language statements. The 
data fields are the parameters to be passed to the requested control 
program routine; the executable instructions generally consist of a 
branch around the data, instructions to load registers, and either a 
branch instruction or a supervisor call (SVC) to give control to the 
proper program. The exact macro expansion appears as part of the 
assembler program output listing. 

8.3 A listing of a macro definition from the MACLIB can be obtained by 
using the utility IEBPTPCH, which is described in the Utilities 
publication. 

OPERATING SYSTEM CONFIGURATIONS AND OPTIONS 

8.4 The operation of some macro instructions depends on control program 
options. For these macro instructions, either separate descriptions are 
provided or the differences are listed within a single description. If 
no differences are explicitly listed, none exist. 

8.5 A brief description of the MFT and MVT configurations of the operat-
ing system, along with control program options available in each confi­
guration, is given in Figure 57. This table does not attempt to cover 
all of the options available in the operating system; it only summarizes 
the options that affect the material in this manual. 

r--------------T---------------------------T---------------------------, 
I I~ ImT I 
.--------------+---------------------------+---------------------------~ 
I Brief I Priority Scheduler, one I Priori ty Scheduler, one or I 
I Description I(or, optionally, more than Imore tasks per job step, 1 I 
I lone) task per job step, 1 Ito 15 jobs processed con- I 
I Ito 15 jobs processed con- I currently I 
I I currently I I 
~--------------+---------------------------+---------------------------~ 
I Attach I Optional I Standard I 
.--------------+---------------------------+---------------------------~ 
I Identify I Optional I Standard I 
~--------------+---------------------------+---------------------------~ 
I Timer I Optional I Standard I 
.--------------+---------------------------+---------------------------~ 
IInterval TimerlOptional I Standard I 
~--------------+---------------------------+---------------------------~ 
I Multiple Con- I Optional I Optional I 
Isole Support I I I 
~--------------+---------------------------+---------------------------~ 
ITime Sharing INot Available I Optional I L ______________ ~ ___________________________ ~ ___________________________ J 

Figure 57. Summary of characteristics and available options 
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CODING AIDS 

8.6 The symbols 1, { }, and , ••• are used in this publication to help 
define the macro instructions. THESE SY~BCLS ARE NOT CODEDr they act 
only to indicate how a macro instruction way be written. The specific 
meanings of these symbols are given at the bottom of each page on which 
they are used; their general definitions are given below: 

[ 1 

{ } 

, ... 

indicates optional operands. The operand enclosed in the brackets 
(for example, [VL]) mayor may not be coded, depending on whether 
or not the associated option is desired. If the operand is not 
coded, any default value .is indicated by an underline. If more 
than one item is enclosed in brackets (for example, [STEP J>" one 
or none of the items may be coded. SYSTEM 

indicates that a choice must be made. One of the operands from the 
vertical stack within braces (for examFle,{~~S}) must be coded, 

depending on which of the associated services is desired. 

indicates that more than one set of oFerands may be designated in 
the same macro instruction. 

WRITING THE MACRO INSTRUCTIONS 

8.7 The system macro instructions are written in the assembler language, 
and, as such, are subject to the rules contained in the Assembler Lan­
~ publication. System macro instructicns, like all assembler lan­
guage instructions, are written in the following format: 

r--------T------------T-------------------------------------T----------, 
I Name I Operation I Operands I comments I 
.--------+------------+-------------------------------------+----------~ 
I symbol I Macro name I None, or one or more operands I I 
I or I I separated by ccmroas I I 
I blank I I I I L ________ ~ __ ~ _________ ~ _____________________________________ ~ __________ J 

8.8 The operands are used to specify the services and options to be per-
formed, and are written according to the following general rules: 

• If the selected oferand is written in all capital letters (for 
example, STEP, DUMP, RET=USE), code the operand exactly as shown. 

• If the selected operand is written in lower case letters, substitute 
the indicated value, address, cr name. 

• If the selected operand is a combination of capital and lower case 
letters separated by an equal sign (for example, EP=entry point 
name), code the capital letters and equal sign as shown, then make 
the indicated substitution. 

• Commas and parentheses are coded exactly as shown, except that a 
comma following the last operand coded by the programmer should be 
omitted. The use of commas and parentheses is indicated by brackets 
and braces, exactly as operands. 

8.9 When substitution is required, the rrethod of specifying the operand 
depends on the requirements of the control program. The description of 
each operand in the standard form indicates how the operand should be 
coded, in addition to what is to be coded. The descriptions of the list 
and execute forms indicate only how the operands should be coded. 
Figure 70 summarizes how each operand in each form is to be coded. The 
classifications are as follows: 
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8.10 

Sym 
is any symbol valid in the assembler language. 

~B~~ ~i~~·8 

2R~F ;~q£~~~~4~~~:tiqiel~;~~;~h~'~r;~~~~~:~t~~¥~~~~;C~~i ~i~~{~~];~:5 j bJ ~.~~~ iL 
[ 

~,~-a;"il:~to "7 r2P el r:> f,,9J~Jl:~lf:~~; ~~g +R:Jt;E3~.f?) k' , .. ;tly:iq,:l~gh,,·)- ~(i jp r;~H}- qU.;:>l Y loa d e d 
" anU:t~; .tWA,tq"f ttl"\~i Jt~:H.4.~j":·e::Rlj~~:1;:eq; i}1~U €.j }9.Ji:,:@4P~.E?B$ .,,~P~P.~t i ed in the 
. ~ 9 Jqn-flBeP gJ~1::Je <!: j~l:~'<?~~ :P-I):ptlfj!~J~_~qJ)j ~-d~~ ~~-p;tii ():l)}~" tp;J:o.J~f un us ed 

. high-order bi;lf~ifJliP,s1s::jbE;> :::~~t~n~:QrfZSJfQi. 1: ~~Q,~·c~.;€gi:ster may l:;e 
designated symboiically cr with an absolute expression. 

;:c: C: ,: ~jb;,l) u 0 ~iii ::9 ~~~q~) r ~,~·.:=i5t,j€l?.1 :il ,j ;:Y;1812 ~Ojll..1!iby il Q~~,d ,':i:i.J;3.;' J,;l1q~q~ ted;ab ov e • 
- ~;;:i j (~1}r:n {fJ;:h~~~~:tfitf~~) Gftnt )bees4!#$AiglM:;if.,~qt.pI)a~~-P r(:-:);»_i:~:t:I9V 

(0) - )gEF,:,l}~ral 'register 0, previously loaded as indicated above. 
L ~';' 1 J ;::': £::' () ;-:; .tr:q:~ :.:h~~-R:tEt~;i :y;q~:I!.; d:~.~;; til ~q~-9 n.Rt EF:@, .iQ~l Y:r. (:a~) n:~:{l:l:X"0 q9 b 

a.1: bsF,,~lW~Q~ .. ~t.· <-Jj \".0<111 (~~)rfk~)~3=l~-,t :r:> 1~:.2 :::';flC~ ::.r:1 l-1~rr ~ [~·tll. ·f •• ~ '-\ 
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A-type a~011~UHTB01 0H~A~ aBT OVITIHW 
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-- fIE i" 'lS~ _leI ;n~) e. e 5 1.1 f) 9.ttll \ ~~:!n~).i :::~) u:1.". j~~:-;r! 1. ():t ~~ .. ~~LH in~3j- E~\{ 2~ i~:t r:.:·:; 1: ~:J2.~~lJ2~ 

CONTINUATIO~**N;E~>n:i\fJ(jJ ':!ii::r tIL .. h:N ,Y:U', • 2f1cd:::t:)U':fj;:~Jf 9p ;5.fJl:::-

8 • r,lQ., " .. :rh.~_ .:QF_e.X,g.J1Jl . .f.i~_l~t._Q.f_ .. q .. .macr.o ... in.s.:truc.tionr-. .can. .. ,he .. .contip.ued.on.~o~e 0 r 
j:~Jn~dP,l<rtf:e ~dditional lines as follows: 6:1 j 61:';:"1 0 .. ! 

j ___ ~ _____ ~ ______ ~ ________ ~ ___________ +_~~________ --0-----1 
1. ~nt er a f..HSfIW~:?~R~ki ofl:51l:.j:tR1: ~1{) . (Mf;, :~)i4:J l~ rmr~6 r.pn~r ;-,nq.t !paJJ:(t::hpt::; tp e 

pperand coding) iJt:::MPik@lI\::j7 4:d~,t.::,:t£n;t=8.J-ijI1e. I :rf) I 
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The operand field can be coded through column 71, with no blanks, and 
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ADDITIONAL MACRO INSTRUCTIONS 

8.13 The following macro instructions are described in the MFT Guide and 
the MVT Guide: 

,~ ~ c~ {~ ',~, :"':'~) ':c,:; .. ::~ .f,: .. ~: f) -:~. : .. ~ .;~~> ,'~J :.; ':--~ .~.:~ l.:'j 'L: : 
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9.1 

STANDARD, LIST, AND EXECUTE FORMS 

9.1 The standard, list, and execute forms of each macro instruction 
(where applicable) are grouped for ease of reference. The standard forro 
of a macro instruction causes operand specifications (if any) to be 
indicated ty parameters passed in registers or in an in-line parameter 
list. With the exception of the CALL rracro instruction, the standard 
form also causes control to be passed to a control program routine to 
perform the requested function. The oFtion of using an out-of-line 
parameter list allows the use of these macro instructions in a reenter­
able program. The option is requested through the list and execute forms 

9.2 The list form of the macro instruction is used to provide a parameter 
list to be passed either to the control prcgram or to another problen 
program, depending on the macro instruction. The expansion of the list 
form contains no executable code; therefore, registers cannot be used in 
the list form. 

9.3 The execute form of the macro instruction is used in conjunction with 
one or two parameter lists established using the list form. The expan­
sion of the execute form provides the executable instructions required 
to modify, where possible, the parameter lists and to pass control to 
the required program. Only the ATTACH, LINK, and XCTL macro instruc­
tions use two parameter lists; a problem program list, resulting fron 
the address parameter and VL oFerands, and a control program list, 
resulting from the remaining operands. The control program list is 
required and the problem program list is o~tional in these macro 
instructions. 

9.4 An operand value sFecified in the list form of a macro instruction 
remains in effect until changed by the resFecification of the operand in 
an execute form of the macro instruction. Any exceptions to this rule 
are indicated in the description of the execute forms of the macro 
instruction. This rule does not apply to suboperands of operands that 
are modified such as the PURGE and ASYNCH suboFerands of the STAE 
operand in the ATTACH macro instruction. Unless otherwise specified, 
default values are assigned only when emitted from the list form, not 
the execute form, of a macro instruction. 

9.5 The SNAP macro instruction can result in a variable length parameter 
list. The length of the parameter list generated by the list form of 
the macro instruction must be equal to the maximum length list required 
by any execute form which refers to the list. The maximum length list 
can be constructed in one of three ways: 

• Code the parameters required fcr the maximum length execute forro in 
the list form. 

• Provide a DS instruction immediately following the list form to 
allow for the maximum length parameter list. 

• Acquire a maximum length list by using commas in the list form tc 
indicate the maximum number of parameters. For example, the STORAGE 
operand of the SNAP macro instruction could be coded as STORAGE= 
("""",) to allow for five ~airs of addresses. The actual 
address would be provided in the execute form. 

9.6 The description and definition of each rracro instruction and the 
allowable methods of coding each operand are provided with the standard 
form. The allowable methods of coding and descriptions of operands that 
are unique with the list and execute forms are provided with the list 
and execute forms. 
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10.1 

10.2 

10.3 

10.4 

ABEND 

ABEND -- Abnormally Terminate a Job step (MFT without subtasking) 

The ABEND macro instruction causes the current job step to be abnorm­
ally terminated. The specified completion code is recorded on the sys­
tem output device and a dump is optionally provided. All main storage 
areas assigned to the job step are released, and the remaining job steps 
in the job are either skipped or executed as specified in their job con­
trol statements. 

The ABEND macro instruction is written as shown in the format 
description below. The operand in the shaded area is used only in an 
operating system with MVT or MFT with subtasking; it is ignored if coded 
in an operating system with MFT without subtasking. The operands in the 
nonshaded area can be coded with any configuration of the operating 
system. 

r-----------T------------T---------------------------------------------, I (symbol] I ABEND I completion code, [DUMP] _... I L ___________ ~ ____________ ~ _____________________________________________ J 

completion code Sym, Dec Dig, (1-12) 

DUMP 

is a maximum of 4095. This number is labeled user code on the sys­
tem output device. Using a value greater tban 4095 will cause 
unpredictable user and/or system completion codes. 

is written as shown. It is used to request a dump of all main 
storage areas assigned to the job step and the control blocks 
belonging to the job step. The trace table and nucleus are also 
recorded if a //SYSABEND DD statement is provided. Sample abnormal 
termination dumps are contained in the Programmer's Guide to Debug-
9:.!.!1g. If this operand is omitted, no dump is provided. A 
//SYSABEND or //SYSUDUMP DD statement must be provided to obtain 
the dump. If the DD statement is omitted or its specifications 
destroyed, an indicative dump is provided on the system output 
device. 
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11.1 

ABEND 

L.!3END -- Abnormally Terminate a Task (MVT, MFT With subtasking) 
.-.!1~;£{.7~_~5.~~:1.:s~1:.E~~~·1. .. ,~".:~}:S:~ ~~.f~ .~·f, ~~~J:L .. ~:~·~~~~~:t~,_ . .-._.~i~~~.:t.~~:..~_ ~~:Q~~:~ ... ~7 .. ,., .. ~g~~t:~I:~~I:~.~~~·~ .. f~?1:3~~,~j;!!.t~!~~?g:;J~€~ .. ".,..~~~ ,'" ,~:J.rE~~I,~~ 

11.1 The ABEND macro instruction causes the control program to abnormally 
terminate the active task and all the subtasks of the active task. The 

~,;1A~'EN9$Rfc:ktf<5~tir1~~Gt'i~f,:tcaW2pequ~s'iii~J.Jdl1mp: .. fof)')a~l?ID fira;:ifiii.f"stof:Hage areas Gand 
c-£yr.a cHi,jo oolri:~~'itGtylucJ?g: p~~lEai~li:Rg~ I~Ot:ih&'~~i1S:~~i~ ab&"Llmall¥~9t;1e:t{ti£Rated, and 
BP£~o,1'8 &w;~s~¢.ify,.I:ifJh~f!c't;~e Y~Ii:t)ii:r;~:,J§I§b cs::tEiPIff::s E<t@D}tje ~auf:lgTmcf1!ll}trJt.Je:amtiJhated. If 

~.Dj(j'tiregt.~itct$flO :h~9a"~:tmta ~~y' ~~rtn'rl~t: e~ rf(jr citf f:t'Ei~ ~:a;f.lfia:~ro 
lj.fn'Si::I1fijt!~ ~~p~:f:f f?6d ,cj'dY~i§ti:~p -:t'tJetltF!h'<i.1tLf-<>f.f,'7 !.ib~ ~mplJeti~: ,:Jc€Xie is reco­
rded on the system output device, and the remain:rJl~,mjdl~jStQps:Jin the job 
are either skipped or executed as specified in their job control 

:j-F,;~::It.;a::t.JeIfieW-t$f.r, awcH1B :a.r$, m:rj:U:-:rw 81: ;lo_L:r~:)lT:xj't':WJ: C'''J~)f"i1; Cn'l;]:XElA "HiT 5.: " 
rr.£.,? ii.l v:~,[.ac~ ,:jr~(;~s.[J 8.,r }S:8:t.6 f)!::JD.s.f:f.e ~)d-.~j· rrJ: .b,~·!£:!9qO 9ff~t~ ~~~'Ij()J~.9C{ {lc).i,:t;;lt·I;~)(·J:3f} 

~;;~~~~;~~1t b::nOlt!tlli:D~~~'~~;f~~~~id~~ f~J~~~~~;,e~~l~'~ mE!~~()~;~~~~~~~~~~[~iS taken: 
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is terminated, along with all of the subtasks of thaiil~:-?ct61t,iVe task • 

• One end-af-task exit routine is selected to be given control. This 
{~~J-".tl, ~):0i1s ~-t1fie exit routine specified in the ATTACHsir§er~oini§1!,f)u-Wion ifha;<tt: 
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for ~WH~ t.m.i§BEND8mg'~@YihS.~~QfiFWa§nssuEidl)':}Mlf0'ineS active. 
None of the end-of-task exit routines specified for any subtasks of 
the task for which the ABEND macro instruction was issu~:~!are <jiv,ien 
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is a maximum of 4095. Using a value greater t¥taii"lifiO:95 will cause 
unpredictable user and/or system completion codes. If the job step 
is to be terminated, the completion code is recorded as user code 
on the system output device. If the job step is not to be ter­
minated, the completion code is placed in the task control block of 
the active task, and in the event control block specified in the 
ECB operand of the ATTACH macro instruction issued to create the 
active task. 

11.5 DUMP 

11.6 STEP 

is written as shown. It is used to request a dump of all main 
storage areas assigned to the task and all the control blocks per­
taining to the task. If a //SYSABEND DD statement is provided, the 
nucleus is also recorded. A sample abnormal termination dump is 
contained in Programmer's Guide to Debugging. A separate dump is 
provided for each of the tasks being terminated as a result of the 
ABEND macro instruction. In addition, a dump of the control blocks 
and save areas is provided for each of the higher level tasks that 
are direct predecessors of the task being terminated. A //SYSABEND 
or a //SYSUDUMP DD statement must be provided; if it is not, the 
DUMP operand is ignored. If the operand is omitted or if insuffi­
cient main storage area is available in the region for the abnormal 
termination to be performed, no dump is provided. 

is written as shown. It indicates that the entire job step of the 
active task is to be abnormally terminated. 
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ATTACH -- Pass Control to a Program in Another Load Module (MFT without 
Subtaskinq) l,~J{ ,~;-\ 

V:J'<-~;} ':.:}yj-/; .\:.1 

12.1 .l::;··~ 11S}TiH~'~l At.t1~ti:frtaccih;tlnstiac~1.bri:} diiU!~£~sH{;orlfr8f9t:8bBe3d1tsr~kd to a ro ram 

... 'U!,::;';~~b~~t~5~~~ta~h~~~~ra~2~3~~~~~f~~ff~}~~l:'R~~f~;f~Me:r°'l~:~e~~ to 
Section I for a discUssi6H

b6f"tne"'iise" 'hf"~uf'existin(f' ClOp'y" of a load 
.l.. ~~) W899-l~.) The linkage relationship established is the sameaft)(;that r ,,<;: i 

-.~;::':::!!!i!~!.~=~~!i~~~~1r~~=r~1i:!~~~~!!~~:]~~~Le 
12.2 

.. ' or al).C,~J.·.j.~.~·: i:P)(,a ,.4:io-.,r~~~9l!Ymgf~ .. ~ ·P9q:~~:t:·iO,.i;lJ~Q,~:;d;a,t?{!:.;s~t, pi9!"vhave been spe-
cified in an IDENTIFY macro instruction. .. .. 
01yj-A .~i 

~.·ci. c:'],h~:'·p.r:o:blelDi prQ.9r.a11!~-}opt;.±onail;1!Ylici!ln-.~;pr:Qvide'Rl;;lpal1amete.rj list to be 
L1!>assea;it.oi,~t:h-edaLl:edbP:f'0911am., can-xrproyin:e.Janl e;vi:enbj'conbr()l block to 
.,rece.t:ve'::.the;':domploeibi<!:JIi CQ:debf1i1'om .>the,-; d~!l:1ted, progr.am, Ja1ilGtt:an specify an 

~;;tL;·exi?t\r(,r0ut::i~'e\t.p ::13E:f.. i'g\i~Eirt Ccm.t.;rO·lblwhent :th6i" !:Cail(l)edrprbg~am:;:terminates. If 
I~;: J<'1tlte ·:rcall·ea·:· ;progiram'f~:;e.emirl~a-tes:\ abnorfua~~:t·y),:··~' o;J?;>i/:i!':fl ~hell;sr>e€:i'f ied entry 

point cannot be located, the job step is ahnorirtatit t:e'tm'lnated. 

12.3 The standard form of the ATTACH J[lacro instruction is writE~h asfsttdWn 
bS2U.~i1i €~~O£brI~.~, de'sb'tl~t:l\~jnEJ;15~iJ1~Wl(';: A'it-{jelfe fqIterana,§biiyitlWFl shaded area of 

- I,):r. &~ :rthiJPlp~bria\:::$ ~'eS-~~ti>eI'6.n i;;aaIi~~ b~'~119~i(jf r.~(il!·:hrt9.4.J.E£~a£'i~ 1$ §i:.l€{ifi with MVT. 
_·!':;:t.Gcfrll'''·9:eJ?MOIYaM ::np~ 6'") d'-&'~~~sOIti1?"~e)'tha~(:n:%d~~re~tda~' §.ls¢~"}j"&e used in an 

nt3.!po:tap~rAtingSI~Ys'tt$~t~g~ ~f;~h~J~~Jif~i;iip~~~ ~;~~~w~~~2~ 'f~li~lhe operands in 
the shaded area are 1.gnored 1.f cOa-etlftf ali' crp'erat:in&Lsystem with MFT 

.,:' ".~" ~ ~it4Q~t subtasking. The operands in the nons haded area can ,P~s co4~ \' to 

\ ..... ~_:J~ ;hl~~'~d~ny" 'r:p'pJ!~'?l~:f~~f?ll(~~ ~h~L0P,T,f~~_t-};31§l ?y~t~ffi!:~1:.i:)b E ,:;-c/j' ;3 J ,'. L'- '>,~ " .. ,.J. 

"':?6Jq 'ld:...2~":£O:::SI_.}~)~J~2.~~·!.:~ 12...~H~jL~E·~~'::::'j· _.!:..::f~::::'_2.:!..:?l:1)!2!;_:!-',=~~::i ____________ _ 
j.r'''f',-:tSY~Olll1'T){hA:tlfPT:t{'~~~J;~601~~n~~~)~:~'{ f}~~:~; l~~r;;~::~ 9n'~91~':~~ 1 

I I I EPLOC=address-- C;f' name' - J."I 

~.: [~I--:~;C~···A I I DE=address of list entry .:-.: ') ric~; f 
iG~~onl ~9~iG IO~JJa~ IT3V bi o~ 9rr15UO~ 5ix9 nE 10 2a9~b6s 9rt~ ai 

;;:3:IS;:;';C:!~~P:3<1 9ri:t 'Cto Ic!j'Li9jrH)~) hf:[(f',DC~,<l~l.l:fij-dPj:'e.~:l 9d.1 :to nc,.t~t.i-~(1li11::!:':1.·.l' 
I .f:):1 ,;:(, ~::<1.F.1 Ibi~M~'a~!irce.saesj):;lif,-;ViL~Jr}; :::3>;1::-;- f1~HivJ 
I I I [,ECB=ecb address] [,ETXR=exit routine address] 
I I I [,HIARCHY=number] 
I I I~' 
I I I 
I I ,.c,;~;.~t I I f.).: .• k);" "1-) 

I : ~ (r~1f:; :'f.Po~: 
I I I 

om;; r<.l"iLIJP,n 2.1!:H "9~~G;· .r 

;y:'!ul I I -'. 

e:iI:~:~~!:i~~~~il:i~ii~ttL~2L~~-~a-rr55-3~~U2~~=;81tl~Tc~-Lr------------
YH:J5Ii!1.IH H.dJ 11 ,. ~'1r1LU' ::t in3: :'{(i_ftX:::ub ~)D::3m 

14rdl f.I'::UJ:jEP;f= rroJ.:t-::)Ulj;?fl.t !.)"1::)5fJl H:),'1'I"I!.\' sdj' ~b,:)j.l2;l:j'--b3. ::'OId 501][1£,;') :J2'E:WrJ9J Sym 
:.1: :\§:f~A~x.~t~fY.)~p~')rflam~ ;,:~n-:!~!il§i~9¥dn:Jnq.QJl~ ~()@e::rg;~y~n control. 

J0 .. l:,t). 5p ~:,:C.tB n..tBfJI 9V.6ri j-OD: 89()P :t15fLi iTIs.:iayc; po: fiE 11.! 
12.5 EPLOC= ,,:J:togqucA-type, (2-12) 

is the main storage address of an entry point name. The name must 
be padded to the right with blanks to eight bytes, if necessary. 



12.6 

12.6 

12.7 

12.8 

12.9 

12.10 

12.11 

ATTACH 

DE= A-type (2-12) 
is the address of the name field ef a list entry for the entry 
point name. The list entry is constructed by a BLDL macro instruc­
tion. The DCB operand must indicate the same data control block 
used in the BLDL macro instruction. 

DCB= A-type (2-12) 
is the address of the data control block for the partitioned data 
set containing the entry point name. The address of the data con­
trol blocks for the link and job libraries is designated by speci­
fying an address of zero or by omitting the DCB operand. 

PARAM= A-type (2-12) 

VL=l 

is one or more address parameters, separated by commas, to be 
passed to the called program. Each address is expanded in line te 
a full word on a full word boundary, in the order designated. 
Register 1 contains the address of the first parameter when the 

. program is given control. (If this oferand is omitted, register 1 
is not altered.) 

can be designated only if PARAM is designated, and should be used 
only if the called prograa. can be passed a variable number of para­
meters. VL=l causes the high-order bit of the last address para­
meter to be set to 1; the bit can be checked by the called program 
to find the end of the list. 

ECB= A-type (2-12) 
is the address of a fullword cn a fullword boundary. The contrel 
program indicates normal termination ef the called program by plac­
ing the return code from the called program into the low-order 
three bytes of the fullword. 

ETXR= A-type (2-12) 
is the address of an exit routine to be given control after normal 
termination of the called program. The contents of the registers 
when the exit routine is given control are as fellows: 

Register 
o 
1 

2-12 
13 

14 
15 

contents 
Control program information. 
Set to zero. 
Unpredictable. 
Address of the save area provided 
by the control program. 
Return address (to control program). 
Address of exit routine. 

12.12 The exit routine must be in main storage when it is required and 
must return control to the control program. 

12.13 HIARCHY= Dec Dig 
specifies the storage hierarchy (0 or 1) into which the load module 
is to be loaded when a usable copy is not already available in rrain 
storage. If the HIARCHY pararreter is not specified, loading will 
take place according to the hierarchy specified at Link Edit time. 
If tne HIARCHY request can be satisfied, it will override any 
hierarchy assignments made during Link Edit time. If the HIARCHY 
request cannot be satisfied, the ATTACH macro instruction return an 
error code of 04 in register 15. The HIARCHY parameter is ignored 
in an operating system that does not have main storage hierarchy 
support. 

100 Supervisor Macro Instructions 
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13.2 

13.3 

13.4 

13.5 

13.6 

13.7 

ATTACH 

ATTACH -- Create a New Task (MFT With Suttasking> 

The ATTACH macro instruction causes the control program to create a 
new task. that will execute asynchrcnously in the same partition as the 
calling task. The entry point name that is specified must be a rrember 
name or an alias in a directory of a partitioned data set, or have been 
specified in an IDENTIFY macro instr~ction. If the specified entry 
point cannot be located, the new subtask is abnormally terminated. 

The address of the task control block for the new task is returned in 
register 1. The new task is a subtask of the originating task; the ori­
ginating task is the task that was active when the ATTACH macro instruc­
tion was issued. The limit and dispatching priorities of the new task 
are the same as those of the originating task unless modified in the 
ATTACH macro instruction. The dispatching priority determines whether 
the new task participates in time slicing (only if time slicing is 
included in the system). 

The load module containing the program to be given control is brought 
into main storage if a usable copy is not available in main storage. 
(For further discussions of the use of an existing copy of a load 
module, refer to Section I.> 

The issuing program can provide an event control block, in which ter­
mination of the new task is posted, an exit routine to be given control 
when the new task is terminated, and a parameter list whose address is 
passed in register 1 to the new task. 

If the ECB or ETXR operands are coded, a DETACH macro instruction 
must be issued to remove the subtask from the system before the program 
that issued the ATTACH macro instruction terminates. If the ECE or ETXR 
operands are not coded, the subtask will automatically be removed from 
the system upon completion of its processing. 

Notes: 

• The ATTACH macro instruction cannot be issued in a STAE exit 
routine. 

• The program issuing the ATTACH macro instruction must not terminate 
before all of its subtasks have terminated. 

• Concatenated SYSIN/SYSOUT Unit Record data sets cannot be processed 
(I/O requests and close requests cannot be issued) from a subtask if 
the subtask did not originally open the SYSIN/SYSOUT data set. 

The standard form of the ATTACH macro instruction is written as fol­
lows. The ope=~nds in the shaded area of the format description are 
used only in MVT; they are igncred if coded in any other configuration 
of the operating system. 

Section II: Macro Instructions 101 
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1 1 1 [,HIARCHY=number1 

ni i;y:,,:n::u'):J4x e ,:i.dr; '.1':)£1 ·xc!.'! L,~:LP.M.(i)Dt=~mJl)e:-J'];{«(,j:!)P~D=:wm~eJ':lbLf; 
'eJn:i:J V 2 E:t pH i: .. 'j- b 4.Lt.li:.:HLt 

'·'::Hr-:L:hc;;(,.l~ {1<1:~H;.m T'T'/l f1::~d\"t 

:~~~j ;;~; ~1 !:idj ±.zZo,;~(j ;~~LJnu:l:~}d .~~; 
1<:';J.fL.t{')':::0j':~fj I A~ Ip 

rtl.[ .;').U~I .;{ 1(10)1 

1 1 1 
I I I 

:1' rj 2~ ~4v at 
0es~1~8 at I~ 5V~ 

i~, ,. 4 J "':/C'! ;yi} e .;~ );':1 
1 .' 1 1 
1 1 1 

.... "l~j ,:.J (1:::.~ j~ fl~'l f1.t t ]f~) fJ.I ~J 1.( c~:t :In:C'ji::) ,:Iff] 
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13.8 EP= 0 A,:;" ,f:, j ;\I~::;n 0HU oj' J:x:s::fi.-:,ip:':1-:r rd. [)b~':H6q Sym 
is the entry point name in the load module to be given control. 

rIO ()':;.:) f}':·~I {~l:)A ~.t:~.Cl e; f:)"~) [~():.) S' 'XE >TX7 p~~r ':roo 1::1:):·1 :3 ri ,j- 'J: T. C ,,[,.! 
,a\aA~Cnq ·:jIPLQ~d~d c3lrLt t ~l{(~;1:d·dl:.f;:::::.d~j- ~;,r.:)irr~j~i~ O,~.i· i)~:;;032.t 9dA,"~Yilj>er (2-12) 

'J"'; ::)rf:is:t:t.he~ ,ma:i~::.J;l~Q~jl9i~)J;l:ru;.\r~~i.pfc,~t.~f ~.MYI'iPqj.ll.t t~~l 1'~~:i name must 
',1071 bC'VCif"i~)'J~: p~Jl.de.di :t~;)m:tb:e3 ~~~ :i~;i,:t..ftJl.A~aJw:J&.$ ~I§l:L:9n};C;1tb.y~~§ rr:.1i;t6'~~f§ssary. 

8~f 10 fiol~9 nog" m9~8YB 9d~ 
13.10 DE= A-type, (2-12) 

is the address of the name field of a list entry for~ ct:,1a~e.)~ntry;.i. £1: 
point name. The list entry is constructed using the 'BLDL-"macro 

·t i;{ ::7 ~q: <'ins tilr un ifumJ;~;'; ;::lrhe::l Dfm:! tOp.(2 La(t!lOJ::ro.1!lS:P:]; .,:ib di c:~tre !t:))~r "S~.d'.tla,t a con tro 1 
block used in the BLDL macro instruction. If bhe.dn:odule is indi­
cated as being in the job, ste~, or task litrary by the Z byte of 

::: ,:1 .6 n:1 {G~f e j j' on t:l'l~L1 JBL~l: .:id.stj ,en±. rw"J.::) JtJh e}! a:!fT~.e;H:~ ltiJI s~:!be:; ;e,i t:ille·rp~'D.:I the:r Silme t as k as 
the BLDL or,,, ;i$}j.anL1l~$~:r~~b.rftifJ~8{j;:~~t~E?, cib:Jtin:t~fIt.as:k·=ftil"aries. 

i1.~mfl':1:Jo:t@OBi= ::tom:U3:) RjS2G:!lsb In::o:')9H j'lnU 'I'GO~3:{8\WI8'fa .bsj£ft8j'.6::':)fXO~-i:ype, (2-12) 
i1: ;L:;6:tdf.i;::~ ~) Ci,;:d..-:Si tffiasHll,:Mre:a:s j):'fruthfC ~1~~~L~1:lfQj:r}{ <f.~~S!~~ pgl.'ct.t)i.tioned data 

.:.h,a 6:Lsfsee:JIJli:ont'a'i.:titn::g :nh.-e r~yYtlPint:l~l~e1;C;rr T;lllf) ~~jW:::: otrL1:he data con­
trol block for either the link or job library is designated by s~e-

-- J 01 <::.5 f19:t j Lni f:ylin(~p .m, .~.dj}~.s S:r::ofsnz Ett305\ 1:p.J.?:~ ~jJIIf~-t: trj.~! tf}1~,~JP~tat '@p,n:jlnd • \' ,,[ J: 
f:HE n:ol.:.,tg:J:r:)a:~b j"SiJr:101: '::H~~j :to f:'S"Xb()sb£d8 ,,)fi::t ni ·~,bfl(:·9qO G~dT .akloi 

k:&::;dl:2G~;:.!JTFAR:A.'MFJ5HLYO ynE n1 b sf::: 0::") 13: D<:::nun:p.f :.rr.i!.; t ;Tvr<!"fil ,,{J.fIoAfj'~l?e, (2-12) 
is one or more address ~arame'ters, .1"§"~~~tt~!'i_tP¥.!~~;;:l 1:.:9 be 
passed to the called program. Each address is expanded in line to 
a fullword on a fullword toundary, in the order designated. 
Register 1 contains the address of thE first ~arameter when the 
program is given control. If this operand is omitted, register 1 
is not altered. 

13.13 VL=l 
is written as shown. It can te designated only if PARAM is desig­
nated, and should te used only if the called program can be passed 
a variable nurrber of parameters. VL=l causes the high-order bit of 
the last address parameter to be set to 1; the tit can te checked 
to find the end of the list. 
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13.14 ECB= A-type, (2-12) 
is the address of an event}'\C(»)1t;t:~.dT pl~,(:!k.(,.-, t:.(l.t~Jb§:,x~);ls,ed ltyt',t:'hk control 
program to indicate the terrnln'atIon'o:r""tlie'"'new"ta's"j{'~''>--'''T'fie~ return 
code (if the task is terminated norrrally) or the completion code 

i~ ).G;":~;) Uj !Jd.:fp,~bf,t;a:fi~j~::&,&:s ':~e~:rmi.L1.~~~ r~~,D:,()~~.1y,~ (i:5',)a:d.s.(O/pjJ:a¢~;'in the e'y,€-iht. 
-'0:0') fW:? ,i:p '::'!(€Ql'ttr@sil:Lt~l:Ofk9(Jj' Lfl t:hris:)(q>p~:axt(d ~~$j oc:d:$t,ifa:rDETd\CH;{ntiil.:Cr0:'),instruc-

':",; ::ti"r1 • ~~r;A.t;:iQftlln!it~ty:b.e,,,;=:is!sr~~? p"~:;rt':emQv~e::'>'\itil:e:<~ubta:Sk~r~tronrJ'tn."e::;I~¥s~ell1J after the 
sf (It>ttlP:h~:S:kL Jmai$ {b.e e.n'; t e;rml."tl at'.e<h. ;;:r:n:~~? U flY;' m !(,:,:<~',~' ::~ J:f :1; V::' ,j '1 

""~:.),e··l'~~;':;.;,·",~J.: c~-:r:);'j!:~ y·"'iI,~.~.5~.'f:TC,·!~ .",;~ ,,"", ~"'f" ~'r ;."., ··,c"" .·.·(·-i..:,c·i .. M .... ";,:· ,·-T :'~"'., -tJ .... ,~ '·~~1f~f) 

l;{X-iI ,1~5:j u :~~ E,'r~.R=;:i~U ~. ;'i'::;,; (.)(y\ ~~;~ :~' (~~{T\~~'~~,:)' :~ ~.)::' ~:~;:~:1: ,:' ~,~,~;::~ ;:. t),,'~'i;::~ i;;:? (~l:~~ :::,;; iL:J- :(i.. A"rttvpe, ( 2~ 12) 
is the address of the end-of-task., ~:xi~nl.:'~u:tineLJtQI<:b:e:j;.qJr-i ",e,b control 
after the new task is normally or abnormally terminated. The exit 

fJ._~ ~)~:\n:~1.~~~:J9\ ~;~i r~~tinEt:-'f.is:,~£~i v:e.'Jl:J c.ontttolI~ .. wh~,"·:,:..the-;:.~·ri-g;.iila::ihir19(-;:taf:S]~~5 ~~omes actiy,~.ef 
'Hi) :;i ;"hj' ~.ft.€rGit4eE ·:sllbt.a~Ski:d.S4:t~:!7.inina..t.e:d~ ;an:d,i'Ir,tlst <bel' in.,tllai'.l\l:tESt;'G-rage when 

"-:''' ("5.:: c; c;.i. I·Y·'·:; biH D~~.it'!l:t.e d~r{ ,'I L£J .t.h e:, '5,ame;;, i:CHi1: in<e:l~i s:'1. ;;used) :f:or,:~ :rno'he;;:: :t~::,fJ.'!fl~}:;'~ ubt as k , 
:1~:-; ''13,;\,;:,,> r:: :) rh i't,} rnus.it:;> .,be: .,re,~n:t:e,a::,a:b . .1.e'F;.i !Itt': !bb i$.i·;c~er:ailtl is:~I':a:oded ,:::; a,;] nE'I'ACH macro 

':i ;i:;b'C) i: :ihStxu,ctibn:' m(lsltJ 4~~i.S.SUfHai.tG ::remov.:e ':ti'l:e r'S ubtasiK:·:.:f r.OO'£' 'bnec, s ys t err. 
y ::~~ ~~~~j'7~ 5J~f!! 2 ~~; r~ ~r. ;~a·f~·t.e·lD~··" tP:eL '~~aubj:~ ~~, T ,ha.:s} Jb~n>t t~t.tr. i n a:-t:.€_d:t.~) L~ ',T:h:EtR, ,canteF1t S{ ',<n1:T' Jtlb ere 9 is-

:'.~ i':.[!,,! tersi:::.\<ihen !t<:he:' ,e.k3. t::,1t',butiha;:±s:~:.gii.vJeiu £.9nta::.al ~it:r:e 'arst f:blilow.s: 
t< ):,.(1 Ct- J ::r ,'~{ (') i'" ~'<",) fn j".:1 ::':"'1 ri j 8;:.r f~ r: £. :',;' f1 3.: 

Register Contents 
!:':~ x i (y~(~; He) ::;, Of' :-fU'I: t~i ':0:0 ntt: od.<:" ~P:J.7~g:f a;1rd i. n;;m().t'ilJLat,j.r()n:~ '::1 i. '~i .~:l(:;,r;1 .~: .(··;:-E ":H1 'T' 

~ 2T! .€oS oj-~~ D: j: E·n! dJ.: ~~ Xci f;,,2\d(h:}es'$:)~(D f;:-:; ith\Eq d:.a skl~¢.omr(()J;~ bJ:;~kr cfor [them ta'S:kL tha t wa s 
- -:" 9,j rf·:;) 1: if \~; fi 1: '{. ;>i;) !.) 1::i J ::t:e.r~tnil1at/~4~) cr.<:> '1 D ~} ]; f: ',11;'.) ). q ~, ::5 51 '1' 

,iO:!:)fY.O::'" llS)V,[(J :~'t1:2:; '~(li~J';V.fil,pr,e~i~t.~bl:Ebsj20:{ aJ ;;.~:3.6j- ~'li9Cl ~;rLJ :1;,) :"L>_i::tEHL:n 
i>.t ;:;; 8 ,:;':3: b h ,6 (;.. 2.;.) lirJ. 3.:J ;?C i .:1 ,~sl$il'J:ei;)§(~' ot K~I §a ~e:. jl~~~ftP~;~ va,¢} ek..:.iby ,t.M ~.\¢'fltr.t',~l.;,) P r og r aIr. 
".t '.'5'.0 Hx1;;,if \0 :'J J :Re;~\l;J"n.2 :~ddl.:~$s.:( (¢~(t: bla..~r o§)'nt.t:o:ie<p-.r,OB~~rrd Ji 
}i ::~;6:J:~. rja ~)F.j.:J :::';.\ic)rW:5~;. C).? f),::Ad,dres,$.i Q-i<;;,,:tlae:l(ez:ri:j):yr:O:.:'Pit.n.n:e'J.:)t:::,ffl. H~:I\T'i. G £3 ~ b9b()~) 

-' ';"> iJ.J ':Y;.J" f:: (1" i (T',l:')' f:.Gl Ii :,;i\'l~~:~:,{;, ~~:~. ({ j- r~ ~~; u ~.::: f:=.k. :t,~-; rJ. :'n (i "J, ~?:):3: ~1 ~) .(ij :">:r ;,) t !"~ci. rn ~):1 e~ ~~ :':~~ ':'.:~' f,~,.~':'· nlC'":[ ~,~~ 

};: :,~~,.li~e ':,l.cLt '/; f)'i.d;Ct.~e:e:~tlSe:ri t;:;:~f:e:~~t:eSH~S~r a.'ula.g±:(::aJ.,; $u:tt'outa-n-e,;'Lthe::: ~xi.1:j:..t'outine 
,,; ,~;;~ ]: I) !1o.L :!lI:~.PrF':!K~t:\l,lJ.:J1U t-o:-}:ro~e C.9;ll).tr~:l! :pr.o:~-r~a;rn::)-wheil 'ib.t.,s<:1:~rt).Qfrui.$;ilDq;.ls:.j compl ete. 

''i.:·)~.i:,');:).(J;:~ ().:}- f.::~->'3rJ f.~(J C:·~i~:~.~~.E~ .ff.(;<> f(.(j.1:~t:)~}':!~~j'8.r.Lr. C)'~.r.Ji6;n i;~:'--/~~;'-:'I:;iJ\ :::;.~)],~ ~;f~S:.)[)~'(}. 

13.,3-9[,,;. ~~{.tlJAR~m.y.~ipi;:::~:;s (~:J J' rd. rd,'.»):}·:}!.;::·:' cY.?f::~'::;:l;:::: n to :.1.Ed;':.x0(l.\;;'O j'.r:,rU Dec Dig 
£'::'l\b/[;1.3';:} pnJ,J~p.e~l.:fies:t:thf3J s,:t~:r,ag;e :h:iexar:eby ::LOo(op.iii:} ii.iiltoj &llinicb:) t1;re:::d..Qad module 

is to be loaded when a usable copy is not alrea;d¥.:t'aw'aA~Ci!ltde in rrain 
storage. If the HIARCHY pararreter is not specified, loading will 
take place according to the hierarchy specified at Link-t!ildi t t·iIrE,i; 
If the HIARCHY request can be satisfied, it will override""any 

:J j'{s' ::il.h;t~rar~c.byb:a5sa,gnmen:h$nmacle,1;a,t)'mn:k2;fEait::c't:&meJf)ILI'fA tiL~T HiARCHY requ­
est cannot be satisfied, the A~TACH macro inst~~tiDn~returns an 
error code of 04 in register 15. The HIARCHY parameter is ignored 

9,:h:~(d.r.TJ:9,:t:.h;)fI inaa:n Q:pera~t~,-, .system;; tll:cut.T'·MesrJllotn ha~e.imaa:n\?,s:b~r:ag:e hierarchy 
support. 0 Ii9::!'f',fIlnD0d 0'YJ.i.C{ a~'I{;::'6,.hJUS ';:',j 1 :;:0 .fL5 9:::to1:.s:d 

Mtila43:)OlJ.J.PMD~JrmD~) B.:J98 £j'sb b:!o~)~~H. j'inU Tuo(~yr;\fliIBYE bs.:tsn:Sl'UQadJ!c'IJI dig, (2-12) 
]:,[ ::{''':6::fch,xe ;€, ma.s1 thf.e3mw.mbe;z;:,'f t~Hb:e5$u;}a),:ta;!a~e:rl :fl!"coIrrJ't.h'ecca:nrennjil'3':iiOl'ir} priority of 

",~:/'~::}2: .cjf:.th~}~:i:;9"lUtn.a(tj:;'tlg'.'~!tt:,ijisIk9go Tft.eXa:.~.S@1.ltni,$oitn~,tf1ittatt:t~ao:r.djty of the new 
task. If omitted, the current lirrit ~riority of the originating 

P~y j' ~d: ;:;:!:; IT b t:aQ 1<9 a\$ ,:a:$:$ .il.!J1l\l!edt?~.t;? ,th..-e 9.iaili tJ:!p>r~r i:t~no;f ,tithe~:H:Jiew.J t.a·s;k'i i'! " iJ.t 
.1 nol~~s8 Q~ ~919~ ,slubom bsol 5 ±o {q03 

13.19 DPMOD= Sym, Dec Dig, (2-12) 
: 2~>f~) 1.10 J: 8.6 n 9 .isltlbl ec~s :is9ln,e:fuml'w.ml:J;er dlm~') bE .a~'fH).t a:i£a 11':1 ;amd'ed[,:tdi !th,ea cli1ii':f'en t Gist­

patching priority of the originating task. The result is assigned 
as the dispatching priority of the new task, unless it is greater 
than the limit priority of the new task. If the result is greater, 
the limit priority is assigned as the dispatching priority. If a 
register is designated, a negative nurrber must be in two's comple­
ment form in the register. If this oferand is omitted, the dis­
patching priority assigned is the smaller of either the new task's 
limit priority or the originating task's dispatching ~riority. 
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ATTACH 

ATTACH -- Create a New Task (MVT) 

The ATTACH macro. instructian causes the cantral pragram to. create a 
new task and indicates the entry paint in the pragram to. be given can­
tral when the new task becames active. The entry paint name that is 
specified must be a member name ar an alias in a directary af a parti­
tianed data set, ar have been specified in an IDENTIFY macro. instruc­
tian. If the specified entry paint cannat be lacated, the new subtask 
is abnarmally terminated. 

The address af the task cantral black far the new task is returned in 
register 1. The new task is a subtask af the ariginating task; the ari­
ginating task is the task that was active when the ATTACH macro. instruc­
tian was issued. The limit and dispatching priarities af the new task 
are the same as thase af the ariginating task unless madified in the 
ATTACH macro. instructian. The dispatching priarity determines whether 
ar nat the new task participates in tiffe slicing (anly in a system that 
includes the time-slicing aptian). 

The laad madule cantaining the pragram to. be given cantral is braught 
into. main starage if a usable capy is nat available in main starage. 
The issuing pragrarr can pravide an event cantral black, in which ter­
minatian af the new task is pasted, an exit rautine to. be given cantral 
when the new task is terminated, and a parameter list whase address is 
passed in register 1 to. the new task. If the ECB ar ETXR aperands are 
caded, a DETACH macro. instructian must be issued to. remave the subtask 
fram the system befare the pragram that issued the ATTACH macro. instruc­
tian terminates. If the ECB ar ETXR aperands are nat caded, the subtask 
will autamatically be remaved fram the system upancampletian af its 
pracessing. The ATTACH macro. instructian can also. be used to. specify 
that awnership af n.ain starage subpcols is to. be assigned to. the new 
task, ar that the subpaals are to. ce shared by the ariginating task and 
the new ta sk. 

Nates: 

• The ATTACH macro. instruction cannat be issued in a STAE exit 
rautine. 

• The pragram issuing the ATTACH macro. instructian must nat terminate 
befare all af its subtasks have terminated. 

• Cancatenated SYSIN/SYSOUT Unit Recard data sets cannat be pracessed 
(I/O requests and clase requests cannot be issued) fram a subtask if 
the suttask did nat ariginally apen the SYSIN/SYSOUT data set. 

14.5 Far further discussians af time slicing and the use af an existing 
capy af a load madule, refer to. Sectian I. 

14.6 The standard farm af the ATTACH macro. instructian is written as fallcws: 

104 Supervisar Macro. Instructions 
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14.8 

14.9 

14.10 

14.11 

ATTACH 

r----------T--------T--------------------------------------------------, 
[symbol] ATTACH {EP=symbOl } 

EPLOC=address of name 
DE=address of list entry 

I 

[,DCB=dcb address] 
[,LPMOD=number] [,DPMOD=numcer] 
[,PARAM=(addresses) [,VL=l]] 
[,ECB=ecb address] [,ETXR=exit routine address] 
[,HIARCHY=number] 

[
, GSPV=number ] [,SHSPv=nurrber J 
,GSPL=address of list ,SHSPL=address of list 

{
YES} 

[, SZERO= NO ] 

[,STAI=(e{x~:I::::e}ss[,para~ete{ry~:s}t address]] 

[,PURGE= HALT ] [,ASYNCH= NO 1 
NONE 

I [,TASKLIB=dct address] __________ ~ ________ ~ __________________________________________________ J 

EP= Sym 
is the entry point name in the load module to be given control. 

EPLOC= A-type, (2-12) 
The name must is the main storage address of the entry point name. 

be padded with blanks to eight bytes, if necessary. 

DE= A-type, (2-~2) 
is the address of the name field of a list entry for the entry 
pOint name. The list entry is constructed using the BLDL macro 
instruction. The DCB operand must indicate the same data control 
block used in the BLDL ~acrc instruction. If the module is indi­
cated as being in the job, step, or task library by the Z byte cf 
the BLDL list entry, the ATTACH roust be either in the same task as 
the BLDL or in a task with the same chain of task libraries. 

DCB= A-type, (2-12) 
is the address of the data control block for the partitioned data 
set containing the entry foint name described above. 

If the DCB= operand is omitted 0+ if DCB=O is specified when the 
ATTACH macro instruction is iss-ued by the job step task, the data 
sets referenced by either the~STEPLIB or JOBLIB DD statement are 
first searched for the entry point name. If. the entry point name 
is not found, the link ~ibrary is searched. 

If the DCB= operand is 'omitted: or_.iPDCS::::,Q-2.i"s":speciiied when the 
ATTACH rna,cro instruction is ~ea by a subtask, the data. set (s) 
associated with. one or more/a-ata control clocks referenced-previous 
ATTACH macro instructions. in the subtasking chain are first 
searched for the entry point name.. If the entry point name is not 
found, the search is continued as if the' ATTACH macro instruction 
had been issued by the' job stepitask~ 

LPMOD= Sym, Dec Dig, (2-12) 
is the number to be subtracted from the current limit priority of 
the originating task. The result is the limit priority of the new 
task. If omitted, the' current limit priority of the originating 
task is aSSigned as the limit friority of the new task. 
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~ f i Fi :)i~'I~I~ f1 

DPMOD= < ()1Jbri:i '-:'''" -' L _,., ... ~)OJ>TJ t' l 3ym, Dec Dig ~ (2-12) 
is the signed {.nu:mge:t(:~~~ ~e a1:tjebka'ie~fly. added to the current dis­
patching priority of the originating ta~k. The result is assigned 
as the d~spatching .. ptferi.i~jii:~O~:A::!fi~ ... 1i:etl -tl.ask, unless it is gieater 
than thE!1 :iljiffli!iJ::;:pfJtid~-:itiy !.ef=(t.iFie:~'f1e~'jtl:afJkj If the iresul t is greater, 
the limitpifdrj[t[y 1:!s;')8!§sj;Jfiie'~~~Al~,;,;·6He.id:ilspatching priority. i If a 
r~j[sf}e:r ~ .. 1§.:'aoojf~n<ite<i(:)ahh~gat;'fv:EfJrlu~t~r must be in two' s comple­
ment form in the regis1;e-r.:;.::L'1If.';1-&1'ii~sl:io~elfand is orititted, the idis­
patching . priori ty assigned is the. smaller of either the new Itask' s 
li'rttifenpFi!Q:t!:Dty ~r the ori<.fi2naAt.i!-rrg: ':;Ba;s~' S dispatcHing }:riori tty. 

'v~ G~~~:7 ·j~?>L):.::}.:;:-·,JtIc~L{~::·: ~~ ~ !:~ i:~~. f. { ::-.;,~:·.~::-}~iI)t)j.:·~~-··;·iI~~~) ~ j i : t 

PARAM= ; A-type; (2-12) 
f r •...•. '- I . .. 

is one or more address pa~a:m~jt,ers, .. seI;1alrated by commas, to he 
passed to the called pro~iafu~i=~~~ri6addiess is e~panded in tine to 
a fullword. on a .. fl:lliword .. toundary ,Jn~, the order designated. ; 

J.c~;::J~)xbbRiegf.~ier~)r~1ooH·t\~i:A§':;-eff~~,;a'ddFes~ · .. ~t·;·Bh4 :first parameter when Ithe 
program is given cont~ol. If this op.r~nd is omitted, regidter 1 

is [1(}!~0,,1 ~.~~~i~?' j::: ,] [~.; ;F:)""~~f.;·~ ;{-~.!, :C<'1 ~)5:l U'-~~. ! \ ! 
VL=l ' 

is written as shown •.. It can be d~signa-tied only :iif PARAM is ~desig­
na ted, and should i::be l aii:ed :::iefrl'11lffi~:;f\h'e J called program can he! passed 

'.>~ •. ' •.. - ."." ... ", •• "'a -varxab]:e ;··ritiInber··cr:f·~aramet·ers·;'···':VI:;- :tc'CauS'es·-the·hrgh~ardei hit of 
the last address parameter to be set to 1; the bit can be checked 
to find the end of the list. ~qA fiU 

{t ~:~~. \t)', r~ '.:3(1. Cr~i :ltj~ II f)();l'! b;:s ()J~ ~~ d tli:'J rrXf~fl 'J o. '~J E.: _,~ 

1~ :15 ,. ECB=. . A-:-t:YJ?~~, (2-~.2~, 
,~,:'-::.J ,.')(~"c:,'1b(~, the address of an event control tlcck to te used ty:·~t'hJec .. dontrcl;j 
}u[l'in"~'r~rog~am·t:td'r;.iih1icra.ge (:tijeLttE!:fmr#at;f3?b'1I'Sf'iyt§rr€t~ln€~ j::'t>ask;/ ~c:''Fhe re·turn 

code ,titf~C;€l'i'€F':t'as]( :id~~~iUi~ro:i!nf~ifed C1'iof;Mal'ly.) rf~i't<1tfi;@i)€~F1:€tion code 
(if the task is terminated atnormally) is also placed in the €ve~t 

s:.X< . i;~:Hly.Jc·~ntrol tlock. If ,this . operand is coded, a. DETACH rrac.ro f1¥st.ruc.l:, 
.~)(WoFI<nfus:.g:~ jt@~:hied-tt@ ~Jmdi~:e ~e: s~flt~§k (j:f:f'0rrrbt:hefi~yg~em after the 

'I.j[JC>~ ':!~~b~~~ P~~8L;~~:~J:~¥;~~~;e~:1;~~~~:~i1 ~~;~.r'J~~±T ., ri~~:~~:;::¥.;~)~;:~~~i 
14.1'·6.)Ol.ET'~:s<j;)b(lr1:l S".1·}· :tI. ,.nG,,~. ·'(J:1:.1'[;:[1 Yl::)£rt, "ItJ.Fi Gd.f n.k {':08r! ?i'.)Ci..dtype, (2-12) 

:t:J S :t'$:Lttli'E! a:d:&:[t@s-~ df .i~h e:Oend~'df'-'b@$~ex:i!t {¥olfffJiii~ ti'{jt;@ .:5q'i>Ven control 
3fnr::a.£t?ei r' rue )'n~~l:ea§~· iJ@iJI¥of:fifa\l'I'y. Ei'r;,jahnd~ii1a'Lfy j·ie~·fi:ifiat?M. The exit 

" 87) j: 1.:t-dlltHfn e: ;31:9 <}i?v en: J:'ilf0nt?jf~!:fI; W'¥i~n figlle' ei~~i #at)·:in gOt a~k·Et €aom es act i v e 
after the subtask is terminated, and must be in Irain storage when 

L.,.,·~ ,,9c:r'l·1r-E€quired. If the same routine is used for more than one=§{iii:].taskj: 4 i.:.L 

;f,:J f):3 iXO Liiti. :imu'&."'t ::1D€ if@en-ri·@f;a;J'di E! ;>l:1J:rf);:~tl'i,;it~ bo t1@ia~di ps c3e8@e1 jHiaJ' t;:E:T AC H rna c r a 
ins"tr)(iJe~~.:lXJ~I'~S:~f~@ f:§~~iedjfti~0}:Jre'm~e -t7¥l'4 ii\igtla~wnf':fbrfr:~e system 
after the subtask has been terminated. The contents of the regis­

s;jj· [,::"h· 1t~s,!wRen' ts'tf-e ';e'lii€ ~.ciuti-i:n~<;'i:st;.gti've'ri e(fjnttfeT atie',JaSlci£'oill!ows: 
1.:].1- ~)r.tJ ~A":i:.6~j ~~):5~~ ('AU~ o;f.L~;/ L .:: .. ~r~r:; ~"~f ~'>J [x("i j~)l;-'1 ~8",1 ~ G:i~;;~Il~ ~~:):i~rtIA 

..{'/"'~~'.3RJ6<t •.. t~ n', l@r7"it ~·'tsI! "'-";''1'' 5.:;~:::>d.:jl,:.::) fL:'7:)n.':'Yl~:;':Ln: (;;.3::)8 

:':;ffH3n :;~1~~~~I+i~~3 .~~~ .. ~~·t~~l.f;~;~~{ :iirilf6¥1na'!f1ibr¥f~1 b3.-:i'YfS'3;:; i .:te.:d ~l 
1 Adci:p@Ss ·66'f:: -e-l1'e ':;'t:x.:fsA'ki jJ·o Jit-xJ?4l (-¥:f!ic cR:' .:xfi6'il ~lV€i toci-s k t ha twas 

termina,ted. 

euo:::~~;;~~:~~~ 1 program. 
j'().{1 ~~l ::3 ;ir.6J<~i. .:tff,i ()Cd ·-:;~(J..3tI~3 9 [1.1 :r J .!; :3 Jlfi f1. :1'/1 .tr)~J y:1.~!fl £:::. .~) tij' :t():t [).~~ff~):1 f.~~~C? 

14 • rm L")::'1!~I;:'Al'Rtt"Y::f.;X~) ,G;lI H ~ i\ '1' 1'1'\ ':.)fiJ·:U fS b (:» f.J .n: (Xl ;;:; 1 it :)':~: b:::; c;: ~Hi :j " b rUJC) J: De c Dig 
specifies the stora<j~Eb:1e1t'aJftblf;t «(}H:t:Yr YF)t:fw€(f·i:wh'[i~eti3 ffi'ef load module 
is to be loaded when a usable copy is not already available in main 

(s: J - ;;: } ~ _ ~:6~a·9e{i::. If the H.IARCH¥ ~ar.amete.r is not spe,cif ied" lq:(H~'t1&f wi i1 ~ +,1 
:to y j-.£:1 ~:;J: :r'€a~e:1J~]'a eet :~'~Gr ~:r~g ~~ !tIY@ .JWiie:{Srebfc~.t?e·ci¢£:i'i€l(f n'q-£~ fiiir'i¥ Edi t tim e • 
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;I<~l';thejHIARcH~ ' . .lieqliest ~arh:jbe:!i$a,£i9f;.;jea9 tt iwi·1f.1?~-q¥E!rl.tide any 
hierarchy assignments ,ma;daadllriIig:iDliinkUeditE,tiIila:'lc~ ~~I~C'Uhe HIARCHY 
request cannot be satisfied, the ATTACH macro instruction returns 
an error code of 04 in register 15. The HIARCHY op~raddHis ignored 
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14.18 GSPV= Sym, Dec Dig, (2-12) 
is a main storage subpool number. Ownership of the spe~fied main 

'<ii.·~,.O,:j: 9JJ ti~.i.-:t·LsstoragE!~:~:'Subl?(!)ol:Li$'.nass:tgjn·eq tnq.tihe'.,rteWJjtas~·;;.J p.tdg~c.tm$ .tof the ori­
ginating task can no longer,:iuse ti-ne;)ass·a)ciattedi1nlain '(si£6rage area. 

14.1:,9: b.nGSP:~' :j~)HUq 'HLi :tr>9':'~ Jon: "'~.t ;J'/),';:; :';o;!:J ~1:I ~:~:-:j.A~type, (2-12) 
is the address of a list of main storage ,.SU:bpool nu~b~rs. The 
first byte of the list contains the number of remaining bytes in 
the list; each of the following bytes contains a main-'::st~1Ea:g:e sdh)- .\} t 
pool number. Ownership of each of the specified main storage sub­
pools is assigned to the new task. Programs of the ori~~nating 

oj' b::.:~w(Jti~k a<iat}lfnioa}}otl<Jer j-qS'~J.t;b:e iaSiS'OOilat:eo'{Rtain- i:.;s:ttor~ge~:~~,te<i:s. 
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14.20 SHSPV= Sym, Dec Dig, (2-12) 
is a main storage subpool number. Programs of both the(~riginating 
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14.21 SHSPL= _,f)9'f(tfjC'~f:;G 8} O~l ,L'3bo:.) r r:J~1 :t(){f 2AQt:type, (2-12) 
is the address of a list .of main storage.subpool numbers. The 

';;':.r. fiiltst).lJbptje Q:v~~tUte ~lu...,-s.t jcontaitisi.~~lhh~brni.Ifi~$r,::,¢jf· itimai~i:n.:g~ bytes in 
the list; each of the following bytes contains a 1:n\clf;ilJlitF-S:torage sub­
pool number. Programs of both the originating task and the.new 

{~~l'-S;; i;~2itiyit:'a'Sk can use the associated main storage areas. ~~';::1.L:r/i~~~A'l· !~';s ".jlJ 
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exit address ,::>..L(Jf:t:.::;.1::fY)·~U_:{n.Li e~type, (2-12) 
is the address of the exit routine that receives control when any 

j-U();::> ~~:ptiaSk;;:<K):::.;t.ihe f.AflY.DAeH~'l;isSuin9.··;;e'aJS~ ;::is:. s:cheduled')~ ':aibhdrinal ter:£ " f'\X 

iljmj;~E1:·:!.(~EN~)'f.i 'i<;j"(~lit:s: e>x'dJt ::rOllt:;:ine!:lW;i.il1J:?crJ.,s&f~ceti Ve)rt!4tlit.~l if 
any lower-level subtask of the newly created subtask is soh~uled 
for abnormal termination and does not successfully recover from the 
error. The routine must be in main storage when the}~ND occurs. 
(The STAI exit routine performs the same t~~~ns ~~~~ subtask 
tha t "tlleHfi~ f~tl:.ArCl:llltti. rie) pl!life'llinpICfoz;. <.t!h~~$S.\iang 'liask. See S ec­
tion I for a description of the STAE exit routine.) 
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parameter list addc.e=ssc) -SOD "?i.~:''Jl ;{2£:bdrmsd'l' ,,::)Lr.i:.j A-type, (2-12) 

is the address of any parameter list that might be re~~ired by the 
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14.24 PURGE= 

::1£1.:-1 H.i .D::..-QUdiES~ r:!8;;:')"},:btH3 1. -~Fj;j9ir1.5·:rJ5q "l.O 91.1_L,~IH),1. :t.i:X9 !~ct'T ~)O 

• t,)9j' 138 -::d::n&ma im:S! tba:.th::alll. a:Dftts t.arid.i-m.J1,irequesi:s'> 1f~ ~lit./ou t put opera t ions 
will be saved when the specified STAI exit is taken. Then at the 

"el.df.d.:l:6V.6 .:e.nd ~ the,,~~ JeiG!:t ~Yb!umrilef;9btieJ'pme:e~)-::trodei'a retikiy routine to 
handle the outstandiru.P~d\it:putstl,r~ edDSee the description 
of the STAE macro instruction in the MFT Guide or the MVT Guide for 



14.25 

14.25 

14.26 

14.27 

ATTACH 

an explanation of the STAE retry routine.) -If the PURGE operand is 
not specified, QUIESCE is assumed. 

HALT 
indicates that all outstanding requests for input/output operations 
will not be saved when the STAI exit is taken. A retry routine 
should not be scheduled if PURGE=HALT is specified. 

NONE 
indicates that input/output processing is allowed to continue norm­
ally when the STAI exit is taken. 

Note: If the STAI operand is not specified, the PURGE operand is 
ignored. 

ASYNCH= 

YES 
indicates that asynchronous interrupt processing is allowed to 
interrupt the processing done by the STAI exit routine. 

NO 
indicates that asynchronous interrupt processing is not allowed to 
interrupt the processing done by the STAI exit routine. If neither 
YES nor NO is coded, NO is assumed. 

Note: If the STAI operand is not specified, the ASYNCH operand is 
ignored. 

TASKLIB= A-type, (2-12) 
is the address of an opened data control block for the job library. 
This library, now called a task library, is searched for the entry 
point name of the module being attached and for the entry point 
names of subsequent modules accessed by the subtask. If the TASK­
LIB operand is not specified, the job library whose data control 
block (nCB) address is found in the attaching task's task control 
block (TCB) is searched instead. All modules contained in the job 
library and task libraries for a job step should be uniquely named; 
if duplicate names appear in these libraries, the search results 
are unpredictable. 

If the ATTACH macro instruction is executed successfully, control is 
returned to the user with one of the following return codes in register 
15-: 

Hex 
Code ~M,eaninq 
--00- "~SUccessful completion of the ATTACH request. 

04 The ATTACH macro-- instructioll-was issued in a STAE Exit rou­
tine. The subtask was not ,\~reated.'r 

08 Sufficient main storage was 'not ~vailable to schedule the 
exit routine as specified by the STAI operand. The subtask 
was hot created. 

OC The exit routine or parameter list address specified in the 
STAI operand was invalid. The subtask was not created. 

10 The storage required for the STAI request was not available. 
The subtask was not created. 
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15.3 

ATT ACH - L Form 

ATTACH -- List Form 

Two parameter lists are used in an ATTACH macro instruction: a con­
trol program parameter list and an optional problem program parameter 
list. Only the control program parameter list can be constructed in the 
list form of the ATTACH macro instruction. Address parameters to be 
passed in a parameter list to the problem program can be provided using 
the list form of the CALL macro instruction. This parameter list can be 
referred to in the execute form of the ATTACH macro instruction. 

The description of the standard form of the ATTACH macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the list form only. The operands in the shaded 
area are used in MVT only; they are ignored if coded with MFT. The 
LPMOD and DPMOD operands of this format description are used with MVT 
and MFT with subtasking. In MFT systems without subtasking, these two 
operands are ignored if coded. The operands in the nons haded area can 
be coded with any control program. 

The list form of the ATTACH macro instruction is written as follows: 

r----------T--------T--------------------------------------------------, 
[symbol] ATTACH {EP=SYmbOl } 

EPLOC=address of name 
DE=address of list entry 

[,DCB=dcb address] 

{,ECB=ecb address] [,ETXR=exit routine address] 
[,HIARCHY=number] 

[,LPMOD=number] {,DPMOD=number] 

,SF=L L __________ ~ ________ i _________________________________________________ ~ 

address 
is any address that may be written in an A-type address constant. 

number 
is any absolute expression valid in the assembler language. 

SF=L 
indicates the list form of the ATTACH macro instruction. 
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16.1 

16.2 

16.3 

ATTACH - E Form 

ATTACH -- Execute Form 

Two parameter lists are used in an ATTACH macro instruction: a con­
trol program parameter list and an optional problem program parameter 
list. Either or both of these parameter lists can be remote and can be 
referred to and modified by the execute form of the ATTACH macro 
instruction. If only one of the parameter lists is remote, operands 
that require use of the other parameter list cause that list to be con­
structed in line as part of the macro expansion. 

The description of the standard form of the ATTACH macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the execute form only. The operands in the shaded 
area are used only with MVT; they are ignored if coded with MFT. The 
LPMOD and DPMOD operands of this format description are used with MVT 
and MFT systems with subtasking. In MFT systems without subtasking, 
these two operands are ignored if coded. The operands in the nonshaded 
area can be coded with any control program. 

The execute form of the ATTACH macro instruction is written as 
follows: 

r-------~--------~---------------------------------------------------, 
[symbol] ATTACH {EP=Symbol } 

EPLOC=address of name 
DE=address of list entry 

, 
[,DCB=dcb address] 
[,PARAM=(addresses) [,VL=l]] 
[,ECB=ecb address] [,ETXR=exit routine address] 
[,HIARCHY=number] 

[,LPMOD=numberl [,DPMOD=numberl 

program 
(1) 

,SF=(E,{control program list address}) 
(15) 

,MF= (,E,{ address}) ,SF= (E,{address}) 
(1) (15) ________ ~ ________ ~ ____________________________________________________ J 
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16.5 

16.6 

16.7 

16.8 

ATTACH - E Form 

address 
is any address that is valid in an RX-type instruction, or one of 
general registers 2 through 12, previously loaded with the indi­
cated address. The register may be designated symbolically or with 
an absolute expression, and is always coded within parentheses. 

nUmber 
is any absolute expression that is valid in the assembler language, 
or one of general registers 2 through 12, previously loaded with 
the indicated value. The register may be designated symbolically 
or with an absolute expression, and is always coded within 
parentheses. 

MF=(E,{problem program list addreSS}) 
(1) 

indicates the execute form of the macro instruction using a remote 
problem program parameter list. Any control program parameters 
specified are provided in a control program parameter list expanded 
in line. If the PARAM operand is also specified, the address para­
meters will be placed on contiguous fullwordboundaries, beginning 
at the address specified in the MF operand and sequentially over­
laying corresponding fullwords in the existing list. The address 
of the problem program parameter list can be coded as described 
under "address," or can be loaded into register 1, in which caSe 
MF=(E,(l» should be coded. 

SF=(E,{Control program list address}) 
(15) 

indicates the execute form of the macro instruction using a remote 
control program parameter list. Any problem program parameters 
specified are provided in a problem program parameter list expanded 
in line. The address of the control program parameter list can be 
coded as described under "address," or can be loaded into register 
15, in which case SF=(E, (15» should be coded. 

MF=(E,{address}),SF=(E,{addreSS}) 
(1) (15) 

indicates the execute form of the macro instruction using both a 
remote problem program parameter list and a remote control program 
parameter list. The addresses of the parameter lists are coded or 
loaded into registers 1 and 15, as explained above. 

Note: If the STAI operand is specified in the execute form but the 
PURGE and ASYNCH suboperands are omitted, the control program 
assigns the default values QUIESCE and NO respectively. These 
default values replace any PURGE and ASYNCH values specified in the 
corresponding list form. 
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17.3 

17.4 

17.5 

17.6 

17.7 

CALL 

CALL -- Pass Control to a Control section 

The CALL macro instruction causes control to be passed to a control 
section at a specified entry point, as follows: 

• OVERLAY: The overlay segment containing the designated entry point 
is brought into main storage if required, and control is passed to 
the segment. (15) must not be designated in an exclusive call. 
Refer to Linkage Editor and Loader, for details on overlay. The 
CALL macro instruction cannot be used in an asynchronous exit 
routine. 

• NON-OVERLAY: If a symbol is designated, the load module containing 
that entry point will be included in the same load module as the 
CALL macro instruction by the linkage editor. When the CALL macro 
instruction is executed, control is passed to the control section at 
the specified entry point. If (15) is designated, the load module 
containing the entry point must be in main storage and register 15 
must contain the address of the entry point. 

The linkage relationship established when control is passed is the 
same as that created by a BAL instruction; that is, the issuing program 
expects control to be returned. The control program is not involved in 
passing control, so the reusability status of the called program must be 
maintained by the user. 

An address parameter list can be constructed and a calling sequence 
identifier can be provided. The standard form of the CALL macro 
instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I [symbol11 CALL I{entry point name} [,(address parameters) [,VL11 I 
I I I (15) I 
I I I {,ID=number1 I L ________ ~ ________ ~ ____________________________________________________ J 

entry point name Sym 
is the name of the entry point to be given control; the name is 
used in the macro instruction as the operand of a v-type address 
constant. If (15) is designated, register 15 must contain the 
address of the entry point to be given control. 

address parameters A-type, (2-12) 

VL 

are one or more address parameters, separated by commas, to be 
passed to the called program. Each address is expanded, in the 
order designated, to a full word on a full word boundary. When con­
trol is passed, register 1 contains the address of the first para­
meter •. If no address parameters are designated, the contents of 
register 1 are not changed. 

is written as shown. It can be designated only if address parame­
ters are designated. It should be used only when a variable number 
of parameters can be passed to the called program. VL causes the 
high-order bit of the last address parameter in the macro expansion 
to be set to 1; the bit can be checked by the called program to 
find the end of the list. 

10= Sym, Dec Dig 
maximum value is 216-1. The last fullword of the macro expansion 
is a NOP instruction containing the ID value in the low-order two 
bytes. Register 14 contains the address of the NOP instruction 
when the called program is given control. 
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18.2 

18.3 

CALL - L Form 

CALL -- List Form 

The list form of the CALL macro instruction is used to construct a 
problem program parameter list. This problem program parameter list can 
be referred to in the execute form of a CALL, LINK, ATTACH, or XCTL 
macro instruction. 

The description of the standard form of the CALL macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are completely 
optional and which are required in at least one of a pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the list form only. The comma before the parenthe­
sis must be coded to indicate the absence of the entry point name 
operand, which is not allowed in the list form. 

The list form of the CALL macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
1 [symboll 1 CALL I, (address parameters) [,VL1,MF=L I L ________ ~ ________ ~ ____________________________________________________ J 

address 
is any address that may be written in an A-type address constant. 

MF=L 
indicates the list form of the CALL macro instruction. 
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19.3 

CALL - E Form 

. L:1J.L -- Execute Form 

A remote problem program parameter list is referred to and can be 
modified by the execute form of the CALL macro instruction. 

The description of the standard form of the CALL macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the execute form only. 

'I'he execute form of the CALL macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I CALL I{entry point name}[,(addreSs parameters) [,VL]] I 
I I I (15) I 
I I I I 
I I 1£,ID=number1,MF=(E,{prOblem program list addreSS}) I 
I I I (1) I L ________ ~ ________ ~ ____________________________________________________ J 

name 
is any name valid in the assembler language. 

address 
is any address that is valid in an RX-type instruction, or one of 
general registers 2 through 12, previously loaded with the indi­
cated address. The register may be designated symbolically or with 
an absolute expression, and is always coded within parentheses. 

number 
is any absolute expression that is valid in the assembler language, 
or one of general registers 2 through 12, previously loaded with 
the indicated value. The register may be designated symbolically 
or with an absolute expression, and is always coded within 
parentheses. 

MF=(E,{problem program list addreSS}) 
(1) 

indicates the execute form of the macro instruction using a remote 
problem program parameter list. If address parameters are also 
specified, they will be placed on contiguous fullword boundaries, 
beginning at the address specified in the MF operand and sequen­
tially overlaying corresponding fullwords in the existing list. 
The address of the problem program parameter list can be coded as 
described under address, or can be loaded into register 1, in which 
case MF=(E,(l» should be coded. 
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C~P 

C~ -- Change Dispatching Priority (MFT Without Subtasking) 

When used in an operating system with MFT without subtasking, the 
C~P macro instruction results in an effective NOP instruction. The 
CHAP macro instruction is used in an operating system with MFT without 
subtasking to assure compatability with an operating system with MVT or 
MFT with subtasking. The CHAP macro instruction is written as follows: 
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CHAP 

CHAP Change Dispatching Priority (MVT, MFT With subtasking) 

The CHAP macro instruction changes the dispatching priority of the 
task or any of its subtasks. The CHAP macro instruction may also change 
the limit priority of a subtask. (See Priority of Subtasks in section 
I. ) 

Note: The limit priority of the job step task depends on the PRTY para­
meter of the JOB statement and the DPRTY parameter of the EXEC state­
ment. The dispatching priority of any task determines whether or not 
the task participates in time slicing (only when the operating system 
includes the time-slicing option). For more details, refer to Section 
I. 

The standard form of the CHAP macro instruction is written as 
follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I CHAP I priority change value[,tcb location address] I 
I I I , '£' I L ________ ~ ________ ~ ____________________________________________________ J 

priority change value Sym, Dec Dig, (0),(2-12) 
is the signed value to be added to the dispatching priority of the 
specified task. If the value is negative and contained in a 
register, it should be in two's complement form. 

tcb location address RX-type, (1-12) 
specifies the address of a 'fullword on a fullword boundary contain­
ing the address of a task control block for a subtask of the active 
task. If '5' is coded instead of an address, it indicates that the 
priority of the active task is to be changed. 'Sf is assumed if 
the operand is omitted or if it is coded to specify a zero address. 
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CHKPT 

CHKPT -- Take Checkpoint for Restart Within a Job Step 

The CHKPT macro instrucion establishes a checkpoint for the job step. 
If the step terminates abnormally, it is automatically restarted from 
the checkpoint. On restart, execution resumes with the instruction that 
follows the CHKPT macro instruction. If the step again terminates 
abnormally (before taking another checkpoint), it is again restarted 
from the checkpoint. When several checkpoints are taken, the step is 
automatically restarted from the most recent checkpoint. 

Automatic restart from a checkpoint is suppressed if: 

1. The job step completion code is not one of a set of codes specified 
at system generation. 

2. The operator does not authorize the restart. 

3. The restart definition parameter of the JOB or EXEC statement spe­
cifies no restart (RD=NR) or no checkpoint (RD=NC or RD=RNC). 

4. The CANCEL operand appears in the last CHKPT macro instruction 
issued before abnormal termination. 

Under any of these conditions, automatic checkpoint restart does not 
occur. Automatic step restart (restart from the beginning of the job 
step) can occur, except under condition 1 or 2, or when the job step was 
restarted from a checkpoint prior to abnormal termination. Automatic 
step restart is requested through the restart definition parameter of 
the JOB or EXEC statement (RD=R or RD=RNC). 

When automatic restart is suppressed or unsuccessful, a deferred 
restart can be requested by submitting a new job. The new job can spe­
cify restart from the beginning of the job step or from any checkpoint 
for which there is an entry in the checkpoint data set. 

The checkpoint data set contains the information necessary to restart 
the job step from a checkpoint. The control program records this infor­
mation when the CHKPT macro instruction is issued. The macro instruc­
tion refers to the data control block for the data set, which must be on 
a magnetic tape or direct access volume. A tape can have standard 
labels, nonstandard labels, or no labels. 

If the checkpoint data set is not open when the CHKPT macro instruc­
tion is issued, the control program opens the data set and then closes 
it after writing the checkpoint entry. If the data set is physically 
sequential and is opened by the control program, the checkpoint entry is 
written over the previous entry in the data set, unless the DD statement 
specifies DISP=MOD. By writing entries alternately into two checkpoint 
data sets, it is possible to keep the entries for the two most recent 
checkpoints while deleting those for earlier checkpoints. 

The data control block for the checkpoint data set must specify: 

DSORG=PS or PO, RECFM=U or UT, MACRF=(W), BLKSIZE=nnn, and 
DDNAME=any name 

where nnn is at least 600 bytes, but not more than 32,760 bytes for mag­
netic tape, and not more than the track length for direct access. (If 
the data set is opened by the control program, block size need not be 
specified; the device-determined maximum block size is assumed if no 
block size is specified.) For seven-track tape, the data control block 
must specify TRTCH=C; for direct access, it must specify or imply 
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22.7 

22.1 

CHKPT 

KEYLEN=O. To request chained scheduling, OPTCD=C and NCP=2 must be spe­
cified. With direct access, OPTCD=W can be specified to request validi­
ty checking for write operations, and OPTCD=WC can be specified to com­
bine validity checking and chained scheduling. 

The standard form of the CHKPT macro instruction is written as shown 
below: 

r--------T--------T----------------------------------------------------, 
I [symbol] I CHKPT I {dCb address} ~checkid address] [,checkid lengthl I 
I I I CANCEL l ,'5' J I L ________ ~ ________ ~ ____________________________________________________ J 

22.8 dcb address A-type, (2-12) 
is the address of the data control block for the checkpoint data 
set. 

22.9 checkid address A-type, (2-12) 
is the address of the checkpoint identification field. The con­
tents of the field are used when the job step is to be restarted 
from the checkpoint. They are used by the control program in requ­
esting operator authorization for automatic restart, and by the 
programmer in requesting deferred restart. 

22.10 If the next operand specifies the length of the field (checkid 
length), or if it is omitted to imply a length of eight bytes, the 
field must contain the checkpoint identification when the CHKPT 
macro instruction is issued. If the next operand is written as 
'5', the identification is generated and placed in the field by the 
control program. If both operands are omitted, the control program 
generates the identification, but does not make it available to the 
problem program. In each case, the identification is written in a 
message to the operator. 

22.11 The control program writes the checkpoint identification as part 
of the entry in the checkpoint data set. For a sequential data 
set, the identification can be any combination of up to 16 letters, 
digits, printable special characters, and blanks. For a parti­
tioned data set, it must be a valid member name of up to eight let­
ters and digits, starting with a letter. The identification for 
each checkpoint should be unique. 

22.12 If the control program generates the identification, the identi-
fication is eight bytes in length. It consists of the letter C 
followed by a seven-digit decimal number. The number is the total 
number of checkpoints taken by the job, including the current 
checkpoint, checkpoints taken earlier in the job step, and check­
points taken by any previous job steps. 

22.13 checkid length Sym, Dec Dig, (2-12) 
is the length in bytes of the checkpoint identification field. The 
maximum length is 16 bytes when the checkpoint data set is physic-" 
ally sequential, 8 bytes when it is partitioned. For a partitioned 
data set, the field can be longer than the actual identification, 
if the unused portion is blank. If the operand is omitted, the 
implied length is eight bytes. 

22.14 The control program supplies the checkpoint identification if 
'5' is coded instead of a field length. The implied field length 
is eight bytes. 
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22.15 

22.16 

CHKPT 

CANCEL 
cancels the request for autoRatic restart from the most recent 
checkfoint. If another checkpoint is taken before abnormal ter­
mination, the job step can be restarted at that checkpoint. 

When control is returned, register 15 ccntains one of the following 
return codes: 

Hex 
code 
()() 

04 

08 

Meaning 
Successful conpletion. A valid checkpoint entry was written, or 
checkpoint was suppressed in the JOB or EXEC statement (RD=NC or 
RD=RNC) • 

Successful restart. The macro instruction was used earlier tc 
take a checkpoint, and the job step has now been restarted from 
that checkpoint. If the jot step terminates abnormally before 
establishing ancther checkpoint, the jot step may again be 
restarted (automatically) from the same checkpoint. 

Unsuccessful completion. No checkpoint entry was written due to 
one of the follcwing conditions: 

• The parameters passed by the CHKPT macro instruction were 
invalid. 

• The CHKPT macro instruction was issued by an exit routine 
(other than a end-of-volume exit routine>. 

• A STIMER nacro instruction has teen issued, and the time 
interval has not been completed. 

• A WTOR nacro instruction has teen issued, and the reply has 
not been received. 

• The checkpoint data set is on a direct access volume and is 
full. Secondary space ~as allocated but not used. (Secon­
dary space cannot be used for a checkpoint data set. Howev­
er, had it not been requested, the jot step would have been 
abnormally terminated.) , 

• In a system with MVT or MFT with suttasking, the job step 
comprises more than one task. 

• In a system with MVT, the job step has teen allocated storage 
through the rollout/rollin option. 

• A graphics-type DSORG has been found in an open DCB. Graphic 
devices are not supported in Checkpoint/Restart. 

OC Unsuccessful completion. The check~oint entry is invalid due to 
an uncorrectatle output error, or no entry was written due tc cne 
of the following conditions: 

• There was no DD statement for the checkpoint data set. 

• There was an uncorrectable error in completing input/output 
operations that were begun before the CHKPT macro instruction 
W<;lS issued. 
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CHKPT 

Hex 
Code 

10 

14 

Meani,!!9 (Cont'd) 

Successful completion with possible error condition. A valid 
checkpoint entry was written, tut the task has control of a seri­
ally reusable resource. The task will not have control of this 
resource if the job stef is restarted from the checkpoint. 

Unsuccessful completion. An end-of-volume was detected at a 
critical point in writing the checkpoint data set to tape. A 
volume switch did occur, however, and the CHKPT macro instruction 
may be reissued immediately to get the entry written on the new 
volume. If a prograrnrner-sfecified checkid was used, it is advis­
atle to use a new checkid when reissuing CHKPT. 
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23.1 

23.2 

23.3 

CHKPT - L Form 

CHKPT -- List Form 

The list form of the CHKPT macro instruction is used to construct a 
control program pararreter list. 

The description of the standard form of the CHKPT macrc instruction 
provides the explanaticn of the fUncticn of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the list form only. Note that the CANCEL operand, 
which can be coded in the standard forrr-, cannot te coded in the list 
form. 

The list form of the CHKPT macro instruction is written as follows: 

r--------T-------T-----------------------------------------------------, 
I (symbol] I CHKPT I [dcb address], [checkid address], checkid length I 
I I I , MF=L • S' I l ________ ~ _______ ~ _____________________________________________________ J 

address 
is any address that may be written in an A-type address constant. 

length 
is any absolute expression that is valid in the assembler language. 

MF=L 
indicates the list form of the CHKPT rr,acro instruction. 
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24.1 

24.2 

24.3 

CHKPT - E Form 

CHKPT -- Execute Form 

A remote control program parameter list is referred to, and can be 
modified by, the execute form of the CHKPT macro instruction. 

The description of the standard form of the CHKPT macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands for the execute form only. Note that the CANCEL 
operand, which can be coded in the standard form, cannot be coded in the 
execute form. 

The execute form of the CHKPT macro instruction is written as 
follows: 

r--------T-------T-----------------------------------------------------, I [symbol] I CHKPT I [dcb address],[checkid address], rcheckid lengthl I 
I I I L' S· J I 
I I I ,MF=(E,{Control program list addreSS}) I 
I I I (1) I L ________ ~ _______ ~ _____________________________________________________ J 

address 
is any address that is valid in an RX-type instruction, or one of 
the general registers 2 through 12, previously loaded with the 
indicated address. The register may be designated symbolically or 
with an absolute expression, and is always coded within 
parentheses. 

length 
is any absolute expression that is valid in the assembler language, 
or one of the general registers 2 through 12, previously loaded 
with the indicated value. The register may be designated symbolic­
ally or with an absolute expression, and is always coded within 
parentheses. 

MF=(E,{Control program list address}) 
(1) 

indicates the execute form of the macro instruction using a remote 
control program parameter list. The address of the control program 
parameter list can be coded as described under address, or can be 
loaded into register 1, in which case MF=CE,(l» should be coded. 
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25.1 

25.1 

25.2 

DELETE 

DELETE Relinquish Control of a Load Module 

The DELETE macro instruction cancels the effect of a single previous 
LOAD request for the designated load module by reducing the count of 
outstanding LOAD requests by one. If this DELETE macro instruction can­
cels the only outstanding LOAD request for the module, and no other 
requirements exist for the module, the main storage area occupied by the 
load module is made available for reassignment by the control program. 
The name specified in the DELETE macro instruction must be the same name 
as that specified in the LOAD macro instruction, which was issued to 
bring the load module into main storage; it must be issued in perfor­
mance of the same task as the LOAD macro instruction. 

The DELETE macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I symbol I DELETE I {EP=SymbOl} I 
I I I EPLOC=address of name I 
I I I DE=address of list entry I L ________ ~ ________ ~ ____________________________________________________ J 

EP= Sym 
is the entry point name that was used to bring the module into main 
storage. 

EPLOC= RX-type, (0,2-12) 
is the address of the entry point name described above. The name 
must be padded with blanks to eight bytes, if necessary. 

DE= RX-type, (0,2-12) 
is the address of the name field of a l~st entry for the entry 
point name described above, constructed using the BLDL macro 
instruction. 

25.3 When control is returned, register 15 contains a 0 if the operation 
was completed successfully. Register 15 contains a 4 if a LOAD macro 
instruction was not issued for the task issuing the DELETE macro 
instruction or if the number of outstanding LOAD requests had previously 
become zero. 
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26.1 

26.2 

26.3 

26.4 

26.5 

26.6 

26.1 

26.8 

DEQ 

DEQ -- Release a Serially Reusable Resource 

The DEQ macro instruction is used to remove control of one or more 
(maximum is 255) serially reusable resources from the active task. It 
can also be used to determine whether control of the resource is cur­
rently assigned to or requested for the active task. Register 15 is set 
to zero if the request is satisfied. 

In a system with MVT, the DEQ macro instruction must be used to 
release control of every resource assigned through the use of the ENQ 
macro instruction; if normal termination of the task is attempted while 
the task still has control of any of the resources assigned through an 
ENQ macro instruction, the task is abnormally terminated. In a system 
with either MFT or MVT, an unconditional request to remove control of a 
resource from a task that is not in control of the resource results in 
abnormal termination of the task. 

The standard form of the DEQ macro instruction is written as follows: 

r-------~---T---------------------------------------------------------, 
I [symbol1 IDEQI (qname address,rname address, [rname leng th1,[STEP J' ... ) I 
I I I SYSTEM I 
I I I I 
I I I [, RET=HAVEJ I L ________ ~ ___ ~ _________________________________________________________ J 

qname address A-type, (2-12) 
is the address in main storage of an eight-character name. Every 
program issuing a request for a serially reusable resource must use 
the same qname and rname to represent the resource. The name 
should not start with SYS, so that it will not conflict with system 
names. The name must be the same qname previously specified for 
the resource in an ENQ macro instruction. 

rname address A-type, (2-12) 
is the address in main storage of the name used in conjunction with 
the qname to represent the resource in a previous ENQ macro 
instruction. The name can be qualified and must be from 1 to 255 
bytes long. 

rname length Sym, Dec Dig, (2-12) 
is the length of the rname described above. The length must have 
the same value as specified in the previous ENQ macro instruction. 
If the operand is omitted, the assembled length of the rname is 
used. A value between 1 and 255 can be specified to override the 
assembled length, or a value of zero can be specified. If zero is 
specified, the length of the rname must be contained in the first 
byte at the rname address designated above. 

STEP or SYSTEM 
is written as shown. The same STEP or SYSTEM option must be desig­
nated as was selected in the ENQ macro instruction issued for the 
resource. 

RET=HAVE 
is written as shown. It specifies that the request for release of 
control of all the resources named in the DEQ macro instruction is 
to be honored only if the active task has been assigned control of 
the resources. If the operand is omitted, the request for release 
is unconditional~ and the active task is abnormally terminated if 
it has not been assigned control of the resources. The results of 
conditional requests are indicated by the return codes shown in 
Figure 59. 
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26.9 

, 26.9 

DEQ 

Return codes are provided by the control program only if RET=HAVE is 
designated. If all of the return codes for the resources named in the 
DEQ macro instruction are zero, register 15 contains zero. If any of 
the return codes are not zero, register 15 contains the address of a 
main storage area containing the return codes as shown in Figure 60. 
The return codes are placed in the parameter list resulting from the 
macro expansion in the same sequence as the resource names in the DEQ 
macro instruction. The return codes are shown in Figure 59. 

r------T---------------------------------------------------------------, 
I Code I Meaning I 
~------+---------------------------------------------------------------~ 
I 0 I Control of the resource has been released. I 
I I I 
I 4 I Control of the resource has been requested for the task, but I 
I I the task has not been assigned control. The task is not I 
I I removed from the wait condition. (This return code could I 
I I result if the DEQ macro instruction is issued within an exit I 
I I routine which was given control because of an interruption.) I 
I I I 
I 8 I Control of the resource has not been requested by the active I 
I I task or control has previously been returned. I L ______ ~ _______________________________________________________________ J 

Figure 59. DEQ macro instruction return codes 

Address 
Returned in 
Register 15 

I 
I 1 2 3 

Return 
Codes 

I 
I 
V 4 

V I I I I 
o ~------+------+------+------+-

I I I I RC I 
I I I I 1 I 

12 ~------+------+------+------+-
I I I I RC I 
I I I I 2 I 

24 ~------+------+------+------+ 
I I I I RC I 
I I I I 3 I 

36 ~------+------+------+------+. 
I 

I 
I I I I N I L ______ ~ ______ ~~ _____ ~ ______ ~_ 

12 
I 

--~ 
I 
I 

--~ 
I 
I 

---~ 
I 
I 

---~ 
I 

Return codes are 12 bytes 
apart, starting 3 bytes from 
the address in register 15 

Figure 60. Location of return codes in main storage 
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27.1 

27.2 

27.3 

DEQ - L Form 

DEQ -- List Form 

The list form of the DEQ macro instruction is used to construct a 
control program parameter list. Up to 255 resources can be specified in 
the DEQ macro instruction; therefore, the number of qname and marne com­
binations in the list form of the DEQ macro instruction must be equal to 
the maximum number of qname and rnarne combinations in any execute form 
of the macro instruction. 

The description of the standard form of the DEQ macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the list form only. 

The list form of the DEQ macro instruction is written as follows: 

r--------r--------T----------------------------------------------------, 
I [symbol] I DEQ I ([gname address], [rname addressl,[rname length], I 
I I I [SYSTEM], ••• > [,RET=HAVE1,MF=L I 
I I I STEP I L ________ ~ ________ ~ ____________________________________________________ J 

address 
is any address that may be written in an A-type address constant. 

length 
is any absolute expression valid in the assembler language. 

MF=L 
indicates the list form of the DEQ macro instruction. 
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28.1 

28.1 

28.2 

28.3 

28.4 

28.5 

28.6 

28.7 

126 

DEQ - E Form 

DEQ -- Execute Form 

A remote control program parameter list is used in, and can be modi­
fied by, the execute form of the DEQ macro instruction. The parameter 
list can be generated by the list form of either the DEQ macro instruc­
tion or the ENQ macro instruction. 

The description of the standard form of the DEQ macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which operands are required in at least one of the pair of 
list and execute forms. The format description below indicates the 
optional and required operands in the execute form only. 

The execute form of the DEQ macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I DEQ I [([qname addressl,[rname addressl,[rname length], I 
I I I [SYSTEM],. • .) ] [, RET=HAVE] I 
I I I STEP , RET=NONE I 
I I I I 
I I I,MF=(E,{control program list addreSS}) I 
I I I (1) I L ________ ~ ________ ~ ____________________________________________________ J 

address 
is any address that is valid in an RX-type instruction, or one of 
general registers 2 through 12, previously loaded with the indi­
cated address. The register may be designated symbolically or with 
an absolute expression, and is always coded within parentheses. 

length 
is ahy absolute expression that is valid in the assembler language, 
or one of general registers 2 through 12, previously loaded with 
the indicated value. The register may be designated symbolically 
or with an absolute expression, and is always coded within 
parentheses. 

RET=NONE 
specifies an unconditional request to release control of all of the 
resources. The request is processed as though no RET operand had 
been coded. 

MF=(E,{Control program list addreSS}) 
(1) 

indicates the execute form of the macro instruction using a remote 
control program parameter list. The address of the control program 
parameter list can be coded as described under address, or can be 
loaded into register 1, in which case MF=(E,(l» should be coded. 
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29.1 

DETACH 

DETACH -- Delete a Subtask (MFT Without Subtasking> 

When used in an operating system with MFT without subtasking, the 
DETACH macro instruction results in an effective NOP instruction. This 
assures compatibility with an operating system with MVT or MFT with sub­
tasking. The DETACH macro instruction is written as follows: 
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30.1 

30.1 

30.2 

DETACH 

DETACH -- Delete aSubtask (MFT With Subtasking) 

The DETACH macro instruction is used to remove from the system a sut­
task created by an ATTACH macro instruction that specified the ECB or 
ETXRoperand. Each subtask created in this manner must be removed from 
the system before the originating task terminates. Failure to remove 
these suttasks causes abnormal terrrination of originating task and all 
of its subtasks. Issuing a DETACH that specifies a subtask created 
without the ECB or ETXR operand also causes atnormal termination of the 
originating task when the specified subtask has already terminated. 
Issuing a DETACH that specifies a subtask that has not terroinated causes 
termination of that subtask and all of its suttasks. A DETACH macro 
instruction can be issued only for subtasks created by the active task. 

The DETACH macro instruction is written as follows. The operand in 
the shaded area is used only in an operating system with MVT. It is 
ignored if coded in an o~erating system with MFT: 

r--------~--------~---------------------~------------~~~------~~-~~~~--, 

I I I I 
I [symbol] I DETACH I tcb location address I L ________ ~ ________ ~ ________________________ ======_ 

tcb location address RX-type, (1-12) 
is the main storage address of a fullword on a fullword boundary. 
The fullword contains the address of the task control block for the 
subtask to te removed from the system. 
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31.1 

31.2 

DETACH 

DETACH -- Delete a Subtask (MVT) 

The DETACH macro instruction is used to remove from the system a sub­
task created by an ATTACH macro instruction that specified the ECB or 
ETXR operand. Each subtask created in this manner must be removed from 
the system before the originating task terminates. Failure to remove 
these subtasks causes abnormal termination of originating task and all 
of its subtasks. Issuing a DETACH that specifies a subtask created 
without the ECB or ETXR operand also causes abnormal termination of the 
originating task when the specified subtask has already terminated. 
Issuing a DETACH that specifies a subtask that has not terminated causes 
termination of that subtask and all of its subtasks. A DETACH macro 
instruction can be issued only for subtasks created by the active task. 

The DETACH macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I I I {YES} I 
I [symbollI DETACH I tcb location address [,STAE= NO 1 I L ________ ~ ________ ~ ____________________________________________________ J 

tcb location address RX-type, (1-12) 

STAE= 

is the main storage address of a fullword on a fullword boundary. 
The fullword contains the address of the task control block for the 
subtask to be removed from the system. 

YES 

NO 

indicates that the exit routine specified in a STAE macro instruc­
tion issued by the subtask is to be given control if the subtask is 
scheduled for abnormal termination while it is being detached. If 
a retry routine is specified by the STAE exit routine, it will not 
be given control. 

indicates that the exit routine specified in the STAE macro 
instruction will not be given control if the subtask is scheduled 
for abnormal termination (ABEND) while it is being detached. If 
neither YES nor NO is specified, NO is assumed. 
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32.1 

DOM 

DOM -- Delete Operator Message (Without the Multiple Console Support 
(MCS) Option) 

32.1 When used in an operating system without the Multiple Console Support 
(MeS) option, the DOM macro instruction results in an effective NOP 
instruction. This assures compatibility with an operating system that 
has the MCS option. The DOM macro instruction is written as follows: 
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33.1 

33.2 

33.3 

DOM 

DOM -- Delete Operator Message (With the Multiple Console' Support (MCS> 
Option) 

The DOM macro instruction causes the deletion of a message or group 
of messages from a display operator console. When a program no longer 
requires that a message be displayed, a DOM macro instruction should be 
issued to delete the message. 

When a WTO or WTOR macro instruction is executed, the operating sys­
tem assigns an identification number to the message. The operating sys­
tem returns the assigned identification number (24 bits and right­
justified) to the issuing program in general register 1. When display 
of the message is no longer needed, the DOM macro instruction should be 
coded using the identification number that was returned in general 
register 1. 

The DOM macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I DOM I{MSG=register } I 
I I I MSGLIST=address I L ________ ~ ________ ~ ____________________________________________________ J 

MSG= 
specifies a general register from 1 through 12 that contains the 
24-bit, right-justified identification number of the message to be 
deleted. This operand is used for the deletion of a single mes­
sage. If register 1 is used, the macro expansion is shortened by 
two bytes. 

MSGLIST= 
specifies the address of a list of one or more fullwords, each word 
containing a 24-bit, right-justified identification number of a 
message to be deleted. A maximum of 60 identification numbers may 
be contained in the message list. If more than 60 identification 
numbers are contained in the list, the list will be truncated after 
the 60th number. The list must begin on a fullword boundary. The 
end of the list must be indicated by setting the high order bit of 
the last fullword entry to 1. If register 1 is used, the macro 
expansion is shortened by four bytes. If any register 2 through 12 
is used, the macro expansion is shortened by two bytes. 
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34.1 

34.1 

34.2 

34.3 

DXR 

DXR -- Divide Extended Register 

The DXR macro instruction is used to divide one extended-precision 
floating-point number by another. A detailed description of the divi­
sion process is given in the section on Extended Precision and Rounding 
in Principles of Operation. 

To use the DXR macro instruction, the user must have provided a SPIE 
Exit routine to process the program exception caused (intentionally> by 
the execution of the DXR macro instruction. The SPIE Exit routine is 
described in Section I under Extended-Precision Floating-Point 
Simulation. 

The DXR macro instruction is written as follows: 

r--------T-----T-------------------------------------------------------, 
I I I I 
I [symbol] I DXR I reg1,reg2 I 
I I I I L-_______ ~ _____ L _______________________________________________________ J 

reg1 Sym, Dec Dig 
is the register that contains the dividend. The quotient is placed 
in this register; the remainder is discarded. 

reg2 Sym, Dec Dig 
is the register that contains the divisor. 

Notes: Following is a list of limitations that apply to both the 
reg1 and reg2 operands: 

• Registers 0 and 4 are the only registers that can be specified. 
However, the registers can be specified in either order. 

• The registers must be specified as decimal digits 0 or 4 or as 
symbols that have been equated to these decimal digits • 

• The registers are never coded withih parentheses. 
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35.1 

35.2 

35.3 

35.4 

35.5 

35.6 

35.7 

ENQ 

ENQ Request Control of a serially Reusable Resource 

The ENQ macro instruction requests the control program to symbolical­
ly assign control of one or more serially reusable resources to the 
active task. Each resource is represented by a unique qname/rname com­
bination. The control program does not correlate the qname/rname combi­
nation with an actual resource. Thus, access to a resource is logical­
ly, not physically restricted. That is, tasks may use a serially reus­
able resource without using the ENQ macro instruction, but in doing so 
may jeopardize program reliability. 

If any of the resources are not available (that is, have been speci­
fied in an exclusive ENQ request and not specified in a subsequent DEQ 
request) and this is an unconditional request, the active task is placed 
in a wait condition until all of the requested resources are available. 
If the ENQ request is conditional, control is immediately returned to 
the active task. Once control of a resource is symbolically assigned to 
a task, it remains with that task until one of the programs of that task 
issues a DEQ macro instruction specifying the same resource. 

The ENQ macro instruction may also be used to determine the status of 
a resource; that is, whether the resource is immediately available or in 
use, and whether control has been previously requested for the active 
task in another ENQ macro instruction. 

Issuing an unconditional request for a resource currently allocated 
to the active task (by a previous ENQ without an intervening DEQ) 
results in abnormal termination of the task. If normal termination of a 
task is attempted while the task still has control of any serially reus­
able resources, the task is abnormally terminated. 

The standard form of the ENQ macro instruction is written as follows: 

r-------~--------T----------------------------------------------------, 
I [symbol] I ENQ I (qname address, rname address,[~J,[rname length], I 
I I I S I 
I I I [SYSTEM], ••• ) I 
I I I STEP I 
I I I I 
I I I [, RET=TEST ] I 
I I I ,RET=USE I 
I I I, RET=HAVE I 
I I I, RET=CHNG I L ________ ~ ________ ~ ____________________________________________________ J 

qname address A-type, (2-12) 
is the address in main storage of an eight-character name. Every 
program issuing a request for a serially reusable resource must use 
the same qname and rname to represent the resource. The name 
should not start with SYS, so that it will not conflict with system 
names. 

rname address A-type, (2:"12) 
is the address in main storage of the name used in conjunction with 
the qname to represent the resource. The name can be qualified and 
must be from 1 to 255 bytes long. 

Note: Because the control program does not correlate the qname/ 
marne combination with the resource, protection against concurrent 
use of a serially reusable resource is not provided unless all 
tasks use the ENQ function. 
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35.8 

ENQ 

35.8 E 

35.9 S 

is written as-shown. It specifies that .the request is for exclu­
sive control of the resource. If the operand is omitted, a request 
for exclusive control is assumed. If the resource is modified 
while under control of the task, the request must be for exclusive 
control. 

is written as shown. It specifies that the request is for shared 
control of the resource. If the resource is not modified while 
under control of the task, the request should be for shared 
control. 

35.10 rname length Sym, Dec Dig (2-12) 

35.11 

35.12 

35.13 

STEP 

is the length of the rname described above. If the operand is 
omitted, the assembled length of the rname is used. A value 
between 1 and 255 can be specified to override the assembled 
length, or a value of zero can be specified. If zero is specified, 
the length of the rname must be contained in the first byte at the 
rname address designated above. 

is written as shown. It specifies that the resource is used only 
within the job step of the issuing program, and that a request for 
the same qname and rna me from a program in another job step denotes 
a different resource. This option is assumed if the operand is 
omitted. 

SYSTEM 

R~= 

is written as shown. It specifies that the resource may be used by 
programs of more than one job step, and that requests for the same 
qname and rname from programs of other job steps in the system 
denote the same resource. 

Because SYSTEM and STEP are opposite in meaning, both cannot refer 
to the same resource. If two macro instructions specify the same 
qname and rname, but one specifies SYSTEM and the other specifies 
STEP, they are treated as requests for different resources. Con­
versely, when one resource is used by a single job step and another 
is used by several job steps, the same qname and mame can be used 
for both. 

specifies a conditional request for all of the resources named in 
the ENQ macro instruction. If the operand is omitted, the request 
is unconditional. The results of a conditional request are indi­
cated by the return codes described in Figure 61; the types of con­
ditional requests are as follows: 

TEST - tests the availability status of the resources but does not 
request control of the resources. 

USE - specifies that control of the resources be assigned to the 
active task only if the resources are immediately available. 
If any of the resources are not available, the active task 
is not placed in a wait condition. 

HAVE - specifies that control of the resources is requested only if 
a request has not been made previously for the same task. 

CHNG - requests a change of the attribute from shared to exclusive 
for a resource which is controlled by the active task. 
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35.14 

ENQ 

Return codes are provided by the control program only if RET=TEST, 
RET=USE, RET=HAVE, or RET=CHNG, is designated; otherwise, return of the 
task to the active condition indicates that control of the resource has 
been assigned to the task. If all return codes for the resources named 
in the ENQ macro instruction are zero, register 15 contains zero. If 
any of the return codes are not zero, register 15 contains the address 
of a main storage area containing the return codes, as shown in Figure 
62. The return codes are placed in the parameter list resulting from 
the macro expansion in the same sequence as the resource names in the 
ENQ macro instruction. The return codes are shown in Figure 61. 

r------T------------------------------------------------------------------------------------, 
I Code I Meaning I 
~------+--------------------T---------------------T--------------------T--------------------~ 

I RET=TEST I RET=USE I RET=HAVE I RET=CHNG I 
~--------------------+---------------------L----------__________ +--------------------~ 

o IThe resource is IControl of the resource has been assigned IControl of the I 
I immediately I to the active task. I resource is now I 
I available. I lassigned exclusively I 
I I Ito the active task. I 
~--------------------L---------------------T--------------------+-----------~--------~ 

4 IThe resource is not immediately available. I IRequested attribute I 
I I I change cannot be I 
I I I made at this time. I 
~------------------------------------------L----------__________ +--------------------~ 

8 IA previous request for control of the same resource has been IThe active task is 1 
Imade for the same task Inot in control of I 
I Ithe resource. I L ______ L _______________________________________________________________ L ____________________ J 

Figure 61. ENQ macro instruction return codes 

Address 
Returned in 
Register 15 

I 
I 1 2 3 

Return 
Codes 

I 
I 

V 4 
V I I I I 

o ~------+------+------+------+-
I I I I RC I 
I I I I 1 I 

12 ~------+------+------+------+-
I I I I RC I 
I I I I 2 I 

24 ~------+---~--+------+------+ 
I I I I RC I 
I I I I 3 I 

36 ~------+------+------+------+ 
I I I 

12 
I 

--~ 
I 
I 

--~ 
I 
I 

---~ 
I 
I 

---~ 
I 

: I I : RC IJn I I I I N I I L ______ ~ ______ ~ ______ ~ ______ ~_ _ __ J 

Return codes are 12 bytes 
apart, starting 3 bytes from 
the address in register 15 

Figure 62. Location of return codes in main storage 
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36.1 

36.1 

36.2 

36.3 

ENQ - L Form 

ENQ -- List Form 

The list form of the ENQ macro instruction is used to construct a 
control program parameter list. Any number of resources can be speci­
fied in the ENQ macro instruction; therefore, the number of qname and 
rname combinations in the list form of the ENQ macro instruction must be 
equal to the maximum number of qname and rname combinations in any 
execute form of the macro instruction. 

The description of the standard form of the ENQ macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the list form only. 

The list form of the ENQ macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I ENQ I ( [qnameaddress] , [rname address], [!;], [rname length], I 
I I I S I 
I I I[SYSTEM], ••• > [,RET=HAVE],MF=L I 
I I I STEP , RET=TEST I 
I I I ,RET=USE I 
I I I , RET=CHNG I L ________ ~ ________ ~ ____________________________________________________ J 

address 
is any address that may be written in an A-type address constant. 

length 
is any absolute expression valid in the assembler language. 

MF=L 
indicates the list form of the ENQ macro instruction. 
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37.1 

37.2 

37.3 

ENQ - E Form 

ENQ -- Execute Form 

A remote control program parameter list is used in, and can be modi­
fied by, the execute form of the ENQ macro instruction. The parameter 
list can be generated by the list form of the ENQ macro instruction. 

The description of the standard form of the ENQ macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which operands are required in at least one of the pair of 
list and execute forms. The format description below indicates the 
optional and required operands in the execute form only. 

The execute form of the ENQ macro instruction is written as follows: 

r--------T-------T----------------------~------------------------------, 
I [symbol] I ENQ I [([qname address1,[rname address], [E],[rname length], I 
I I I S I 
I I I [SYSTEM1, • •• ) 1 [,RET=HAVEj I 
I I I STEP J , RET=TEST I 
I I I ,RET=USE I 
I I I ,RET=NONE I 
I I I , RET=CHNG I 
I I I I 
I I I,MF=(E,{Control program list addreSS}) I 
I I I (1) I L ________ ~ _______ ~ _____________________________________________________ J 

address 
is any address that is valid in an Rx-type instruction, or one of 
general registers 2 through 12, previously loaded with the indi­
cated address. The register may be designated symbolically or with 
an absolute expression, and is always coded within parentheses. 

length 
is any aboslute expression "that is valid in the assembler language, 
or one of general registers 2 through 12, previously loaded with 
the indicated value. The register may be designated symbolically 
or with an absolute expression, and is always coded within 
parentheses. 

RET=NONE 
specifies an unconditional request for control of all of the 
resources. The request is processed as though no RET operand had 
been coded in the list form. 

MF=(E,{Control program list address}) 
(1 ) 

indicates the execute form of the macro instruction using a remote 
control program parameter list. The address of the control program 
parameter list can be coded as described under "address," or can be 
loaded into reg-ister 1, in which case MF= (E, (1» should be coded. 
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38.1 

38.1 

38.2 

EXTRACT 

EXTRACT -- Provide Information From TCB Fields (MFT Without Subtaskinq> 

The EXTRACT macro instruction causes the control program to provide 
the address of the task input-output table for the job step, or the 
address of the command scheduler communications list, or both. 

The standard form of the EXTRACT macro instruction is written as 
shown in the format description below. The operands in the shaded area 
of the format description are used only in an operating system with MVT 
or MFT with subtaskingi they are ignored if coded in an operating system 
with MFT without subtasking. The operands in the nonshaded area can be 
coded with any configuration of the operating system, although some of 
the fields available do not apply to MFT without subtasking. 

r--------T-------T-----------------------------------------------------, 
I [symboll I EXTRACT ! answer area address ! 
! I ! I 
! I I FIELDS= (codes) ! L ________ ~ _______ ~ _____________________________________________________ J 

answer area address A-type, (2-12) 
is the main storage address of one or more consecutive fullwords, 
starting on a fullword boundary. One full word is required for each 
parameter coded in the FIELDS operand, unless FIELD=(ALL) is coded. 
FIELDS=(ALL) requires seven fullwords. 

FIELDS= 
TIOT or ALL can be coded to obtain the address of the task input­
output table. If TIOT is coded, the address is returned by the 
control program, right-adjusted, in the fullword answer area. If 
ALL is coded, the address is placed, right-adjusted, in the seventh 
fullword. 

COMM can also be coded to obtain the address 
duler communications area. If COMM is coded 
is returned in the second fullword. If COMM 
address is returned in the eighth full word. 
without TIOT or ALL, the address is returned 

of the command sche­
with TIOT, the address 
is coded with ALL, the 
If COMM is coded 
in the first full word. 

38.3 Note: Additional fields can be obtained when the EXTRACT macro instruc­
tion is used in an operating system with MVT or MFT with subtasking. If 
an EXTRACT macro instruction requesting these additional fields is used 
in an operating system with MFT without subtasking, an additional full­
word is required in the answer area for each field. The control program 
sets each of the additional fullwords to zero. 
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39.1 

39.2 

39.3 

39.4 

EXTRACT -- Provide Information From TCB Fields (MVT, MFT With 
Subtaskinq) 

EXTRACT 

The EXTRACT macro instruction causes the control program to provide 
information from specified fields of the task control block or a subsi­
diary control block for either the active task or one of its subtasks. 
The information is placed in an area provided by the problem program in 
the order shown in Figure 63. The standard form of the EXTRACT macro 
instruction is written as follows: 

r--------T-------T-----------------------------------------------------, 
I [symbol 1 I EXTRACT I answer area addreSS[,tcb location addressl, I 
I I I , '§' J I 
I I IFIELDS=(codes) I L ________ ~ _______ ~ _____________________________________________________ J 

answer area address A-type, (2-12) 
is the address in main storage of one or more consecutive full­
words, starting on a fullword boundary. The number of fullwords 
required is the same as the number of fields specified in the 
FIELDS operand, unless FIELDS=(ALL) is coded. FIELDS=(ALL) 
requires seven fullwords. 

tcb location address A-type, (2-12) 
specifies the address of a fullword on a fullword boundary contain­
ing the address of a task control block for a subtask of the active 
task. If'S' is coded instead of an address, it indicates that 
information is requested from the task control block for the active 
task. ·S· is assumed if the operand is omitted or if it is coded 
to specify a zero address. 

FIELDS= 
is one or more of the following sets of characters, written in any 
order and separated by commas, which are used to request the asso­
ciated task control block information. The information from the 
requested field is returned in the relative order shown in Figure 
63; if the information from a field is not requested, the asso­
ciated fullword is omitted. If ALL is specified, the answer area 
will include all the fields in Figure 63 from GRS to TIOT, includ­
ing the reserved word. Addresses are always returned in the low­
order three bytes of the full word, and the high-order byte is set 
to zero. Fields for which no address or value has been specified 
in the task control block are set to zero. 

ALL 
requests information from the GRS,- FRS, RESERVED, AETX, PRI, CMC, 
and TIOT fields. 

GRS 
the address of the general register save area used by the control 
program to save the general registers (in the order of 0 through 
15) when the task is not active. 

FRS 
the address of the floating point register save area used by the 
control program to save the floating point registers (in the order 
of 0, 2, 4, 6) when the task is not active. 

AETX 
the address of the end of task exit routine specified in the ATTACH 
macro instruction used to create the task. 
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39.5 

39.5 

EXTRACT 

PRI 
the current limit (third byte) and dispatching (fourth byte) 
priorities of the task. The two high-order bytes are set to zero. 

CMC 
the task completion code. If the task is not complete, the field 
is set to zero. 

TIOT 
the address of the task input/output table. 

COMM 
the address of the command scheduler communications list. The list 
consists of a pointer to the communications event control block and 
a pointer to the command input buffer. The high-order bit of the 
last pointer is set to one to indicate the end of the list. 

PSB 
the address of the protected storage control block (PSCB), which is 
extracted from the job step control block (JSCB). This field is 
meaningful only for jobs running in a time sharing environment. 

TSO 
the address of the time sharing flags field in the task control 
block (TCB). This field is meaningful only for jobs running in a 
time sharing environment. 

TJID 
the terminal job identifier (TJID) of the task specified in the tcb 
location address operand. This field is meaningful only for jobs 
running in a time sharing environment. 

Note: The user must provide an answer area consisting of conti­
guous fullwords, one for each of the codes specified in the FIELDS 
operand, with the exception of the ALL code. If ALL is specified, 
the user must provide a 7-word answer area to accommodate the GRS, 
FRS, RESERVED, AETX, PRI, CMC and TIOT fields. The ALL code does 
not include the COMM, PSB, TSO, and TJID codes. 

For example, if FIELDS=(TIOT,GRS,PRI,TSO,PSB,TJID) is coded, a 6-
fullword answer area address is required, and the extracted infor­
mation will appear in the answer area in the same relative order as 
shown in Figure 63. (That is, GRS will be returned in the first 
word. PRI in the second word, TIOT in the third word, etc.) 

If FIELDS=(ALL,TSO,PSB,COMM,TJID) is coded, an 11-word answer area 
is required, and the extracted information will appear in the answ­
er area in the relative order shown in Figure 63. 
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answer area 
address I 

V 

EXTRACT 

~-----------------------------------------------------------, 
I I 

GRS I ADD RES S I 
I I 
~-----------------------------------------------------------~ 
I I 

FRS I ADD RES S I 
I I 
~-----------------------------------------------------------~ 
I I 
IRE S E R V E D (set to zero) I 
I I 
~-----------------------------------------------------------~ 
I I 

AETX I ADD RES S I 
I I 
~-----------------------------------------------------------~ 
I I 

PRI I 00 00 VALUE VALUE I 
I I 
~-----------------------------------------------------------~ 
I I 

CMC I COMPLETION CODE I 
I I 
~-----------------------------------------------------------~ 
I I 

TIOT I ADD RES S I 
I I 
~-----------------------------------------------------------~ 
I I 

COMM I ADD RES S I 
I I 
~-----------------------------------------------------------~ 
I I 

TSO I ADD RES S I 
I I 
~-----------------------------------------------------------~ 
I I 

PSB I ADD RES S I 
I I 
~-----------------------------------------------------------~ 
I I 

TJID I V A L U E I L ___________________________________________________________ J 

<---1 Byte---> <---1 Byte---> <---1 Byte---> <---1 Byte---> 
I I 
I I 
1<-------------------------4 bytes------------------------->I 
I I 
I I 

Figure 63. EXTRACT answer area field order 
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40.1 

40.1 

40.2 

40.3 

EXTRACT - L Form 

EXTRACT -- List Form 

The list form of the EXTRACT macro instruction is used to construct a 
control program parameter list. 

The description of the standard form of the EXTRACT macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the list form only. 

The list form of the EXTRACT macro instruction is written as follows: 

r--------T-------T-----------------------------------------------, 
I [symbol] I EXTRACT I [answer area address] [,{tcb location address}] I 
I I I '£' I 
I I I [,FIELDS=(codes)],MF=L I L ________ ~ _______ ~ _______________________________________________ J 

address 

codes 

MF=L 

is any address that may be written in an A-type address constant. 

are one or more of the sets of characters defined in the descrip­
tion of the standard form of the macro instruction. Each use of 
the FIELDS operand in the execute form overrides any previous 
codes. 

indicates the list form of the EXTRACT macro instruction. 
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41.1 

41.2 

41.3 

EXTRACT - E Form 

EXTRACT -- Execute Form 

A remote control program parameter list is referred to, and can be 
modified by, the execute form of the EXTRACT macro instruction. 

The description of the standard form of the EXTRACT macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the execute form only. 

The execute form of the EXTRACT macro instruction is written as follows: 

r--------r-------T-----------------------------------------------------, 
I [symbolllEXTRACTI [answer area addreSS1[{,tCb location addreSS}] I 
I I I • S· I 
I I I [, FIELDS= (codes)] I 
I I I,MF=(E,{control program list addreSS}) I 
I I I (1) I L ________ ~ _______ ~ _____________________________________________________ J 

address 

codes 

is any' -address that is valid in an RX-type instruction, or one of 
general registers 2 through 12, previously loaded with the indi­
cated address. The register may be designated symbolically or with 
an absolute expression, and is always coded within parentheses. 

are one or more of the sets of characters defined in the descrip­
tion of the standard form of the macro instruction. If the FIELDS 
operand is used in the execute form, any codes specified in a pre­
vious FIELDS operand are cancelled and must be respecified if 
required for this execution of the macro instruction. 

MF=(E,{Control program list address}) 
(1) 

indicates the execute form of the macro instruction using a remote 
control program parameter list. The address of the control program 
parameter list can be coded as described under address, or can be 
loaded into register 1, in which case MF=(E,(l» should be coded. 
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42.1 

42.1 

42.2 

42.3 

FREEMAIN 

FREEMAIN -- Release Allocated Main Storage (MFT) 

The FREEMAIN macro instruction releases one area of main storage that 
had previously been allocated to the job step or subtask as a result of 
a GETMAIN macro instruction. The main storage area must start on a dou­
bleword boundary. The requesting task is abnormally terminated if the 
specified main storage area does not start on a doubleword boundary, if 
the main storage area is not currently allocated to the requesting task, 
or if a request is made to release zero bytes. 

The control program does not use the main storage area at the address 
in register 13 as a save area when processing release requests if R is 
coded. 

The standard form of the FREEMAIN macro instruction is written as 
shown in the format description below. The operands in the shaded area 
of the format description are used only in an operating system with MVT. 
If they are coded in an operating system with MFT, and are coded 
correctly, they are ignored; if they are not coded correctly, the job 
step is abnormally terminated. The operands in the nons haded area can 
be coded with any configuration of the operating system. 

r--------T--------T----------------------------------------------------, 
I [symbolllFREEMAINl E,LV=number,A=address I 
I I I R,LV=(O),A=address I 
I I I R,LV=(O),A=(l) I 
I I I R,LV=number,A=address I 
I I I R,LV=number,A=(l} I 
I I I V,A=addresslllllillllllll I 
~--------~--------~----------------------------------------------------~ 
lNote: only those operand combinations indicated above are valid I L ______________________________________________________________________ J 

42.4 E 

42.5 R 

42.6 V 

(element) written as shown; specifies release of a single area of 
allocated main storage, with a length indicated by the LV operand. 
The address of the allocated main storage area is provided at the 
address indicated in the A operand. 

(register) written as shown; specifies release of a single area of 
allocated main storage, with a length indicated by the LV operand. 
The address of the allocated main storage area is provided by the A 
operand. 

(variable) written as shown; specifies release of a single area of 
allocated main storage. The address and length of the main storage 
area are provided at the address indicated in the A operand. 

42.7 LV= Sym, Dec Dig, (2·12) 
is the length, in bytes, of the main storage area being released. 
The value should be a mUltiple of eight; if it is not, the control 
program uses the next higher multiple of eight. If R is desig­
nated, LV=(O) may be designated; the low-order three bytes of 
register 0 must contain the length. The contents of the high-order 
byte are ignored. (With MVT, the high-order byte contains the sub­
pool number.) 
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42.8 A= 

FREEMAIN 

with E, or V -- A-type (2-12) 
with R -- RX-type (1-12) 

is the address of one (if E or R is coded) or two (if V is coded) 
consecutive fullwords on a fullword boundary. The first word con­
tains the address of .the allocated main storage area. If V is 
coded, the second word contains the length of the main storage area 
to be released. If R is coded, any of the registers 1 through 12 
can be designated, in which case the address of the main storage 
area to be released, not the address of the fullword, must pre­
viously have been loaded into the register. The specification of 
register 1 saves two bytes in the macro expansion. 
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43.1 

43.1 

43.2 

43.3 

FREEMAIN 

FREEMAIN -- Release Allocated Main Storage (MVT) 

The FREEMAIN macro instruction releases one or more areas of main 
storage, or an entire main storage subpool, previously assigned to the 
active task as a result of a GETMAIN macro instruction. The active task 
is abnormally terminated if the specified main storage area does not 
start on a doubleword boundary or if the specified area or subpool is 
not currently allocated to the active task. 

The control program does not use the main storage area at the address 
in register 13 as a save area when processing release requests if R is 
coded. 

The standard form of the FREEMAIN macro instruction is written as 
shown in the format description below. The operand combinations in the 
shaded area of the format description below must not be used in an 
operating system with MFT; the job step would be abnormally terminated. 

r--------T--------T----------------------------------------------------, 
I [symbolllFREEMAINI E,LV=number,A=address[,SP=numberl I 
I I I I 
I I I I 
I I I I 
I I I R,LV=(O),A=address I 
I I I R,LV=(O),A=(l) I 
I I I R,LV=number,A=address.[,SP=numberl I 
I I I R,LV=number,A=(l) [,SP=numberl I 
I I I V ,A=address [ , SP=numberl I 
~--------J..--------J..---------_ .. ------------------------__________________ ~ 
INote: only those operand combinations indicated above are valid. I L ______________________________________________________________________ J 

43.4 E 

43.5 L 

43.6 R 

43.7 V 

(element) written as shown; specifies release of a single area of 
main storage allocated from the subpool indicated by the SF 
operand. The length of the main storage area is indicated by the 
LV operand; the address of the main storage area is provided at the 
address indicated in the A operand. 

(list) written as shown; specifies release of one or more areas of 
main storage from the subpool indicated by the SF operand. The 
length of each main storage area is indicated by the values in a 
list beginning at the address specified in the LA operand. The 
address of each of the main storage areas must be provided in a 
corresponding list whose address is specified in the A operand. 
All main storage areas must start on a doubleword boundary. 

(register) written as shown; specifies release of one area of main 
storage from the subpool indicated by the SP operand, or specifies 
release of the entire supbool indicated by the SF operand. If the 
release is not for the entire subpool, the address of the main 
storage area is indicated by the A operand. The length of the area 
is indicated by the LV operand. The main storage area must start 
on a doubleword boundary. 

(variable) written as shown; specifies release of one area of main 
storage from the subpool indicated by the SF operand. The address 
and length of the main storage area are provided at the address 
specified in the A operand. 
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43.8 

43.9 

43.10 

43.11 

FREEMAIN 

LV= Sym, Dec Dig, (2-12) 
is the length, in bytes, of the main storage area being released. 
The value should be a multiple of eight; if it is not, the control 
program uses the next higher multiple of eight. If R is coded, 
LV=(O) may be designated; the high order byte of register 0 must 
contain the subpool number, and the low order three bytes must con­
tain the length (in this case, the SP operand is invalid). 

A= with E, L, or V -- A-type, (2-12) 
with R -- RX-type, (1-12) 

is the main storage address of one or more consecutive fullwords, 
starting on a fullword boundary. If the words are within an area 
to be released, they must be completely within the area, and must 
not begin in the first two words of the first area. If E or R is 
designated, one word, which contains the address of the main 
storage area to be released, is required. If V is coded, two words 
are required; the first word contains the address of the main 
storage area to be released, and the second word contains the 
length of the area. If L is coded, one word is required for each 
main storage area to be released; each word contains the address of 
one main storage area. If R is coded, any of the registers 1 
through 12 can be designated, in which case the address of the main 
storage area, not the address of the fullword, must have previously 
been loaded into the register. The specification of register 1 
saves two bytes in the macro expansion. 

LA= A-type, (2-12) 
is the main storage address of one or more consecutive fullwords 
starting on a fullword boundary. One word is required for each 
main storage area to be released; the high-order bit in the last 
word must be set to one to indicate the end of the list. Each word 
must contain the required length in the low-order three bytes. The 
fullwords in this list must correspond with the fullwords in the 
associated list specified in the A operand. If the words are 
within an area to be released, they must be completely within the 
area, and must not begin in the first two words of the first area. 
The words must not overlap the main storage area specified in the A 
operand. 

SP= Sym, Dec Dig, (0,2-12) 
if the SP operand is optional (shown within brackets), it specifies 
the subpool number of the main storage area to be released. The 
subpool number can be between 0 and 127. If the SP operand is 
optional and is omitted, subpool 0 is assumed. If the SP operand 
must be coded, it specifies the number of the subpool to be 
released, and the valid range is 1 through 127. Subpool 0 cannot 
be released. SP=(O) can be designated, in which case the subpool 
number must be previously loaded into the high-order byte of 
register 0; the three low-order bytes must be set to zero. 
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44.1 

44.1 

44.2 

44.3 

FREEMAIN - L Form 

FREEMAIN -- List Form 

The list form of the FREEMAIN macro instruction is used to construct 
a control program parameter list. The list and execute forms of the 
FREEMAIN macro instruction cannot be used with the register (R) type of 
the macro instruction. 

The description of the standard form of the FREEMAIN macro instruc­
tion provides the explanation of the function of each operand. The 
description of the standard form also indicates which operands are tot­
ally optional and which are required in at least one of the pair of list 
and execute forms. The format description below indicates the optional 
and required operands in the list form only. The operands in the shaded 
area of this format description are used only with MVT; they are ignored 
if coded with MFT. The L type must not be designated with MFT. The 
rest of the operands in the nonshaded area can be coded with any confi­
guration of the operating system. 

The list form of the FREEMAIN macro instruction is written as follows: 

r--------T--------T----------------------------:--:-:~.-_:_~ .. -:--.-:--:-------------, 
I [symbol 1 IFREEMAINl[El [,LV=numberl [,A=addresslll1111111111 I 
I I I [Ll[,LA=addressl[ A=address] [,SP=number] I 
I I I [V] [,A=address] I 
I I I,MF=L I 
~--------~--------~----------------------------------------------------~ 
I Note: only those operand combinations indicated above are valid. I L ______________________________________________________________________ J 

address 
is any address that may be written in an A-type address constant. 

number 
is any absolute expression valid in the assembler language. 

MF=L 
indicates the list form of the FREEMAIN macro instruction. 
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45.1 

45.2 

45.3 

FREEMAIN - E Form 

FREEMAIN -- Execute Form 

A remote control program parameter list is used in, and can be modi­
fied by, the execute form of the FREEMAIN macro instruction. The para­
meter list can be generated by the list form of either a GETMAIN or a 
FREEMAIN macro instruction. The list and execute forms of the FREEMAIN 
macro instruction cannot be used with the register (R) type of the macro 
instruction. 

The description of the standard form of the FREEMAIN macro instruc­
tion provides the explanation of the function of each operand. The 
description of the standard form also indicates which operands are tot­
ally optional and which are required in at least one of the pair of list 
and execute forms. The format description below indicates the optional 
and required operands in the execute form only. The operands in the 
shaded area of this format description are used only with MVTi they are 
ignored if coded with MFT. The L type must not be designated with MFT. 
The rest of the operands in the nonshaded area can be coded with any 
configuration of the operating system. 

The execute form of the FREEMAIN macro instruction is written as 
follows: 

r--------r--------T----------------------------------------------------, 
I [symbol]IFREEMAINI [E][,LV=number] [,A=address] I 
I I I[L][,LA=address][,A=address][,SP=numberl I 
I I I [V] [A=addressl if3Jil"_I·:'IW1ll I I I I·MF=h,{c~~irOl~~r~t address >} I 
~--------~--------~----------------------------------------------------~ 
I Note: only those operand combinations indicated above are valid. I L ______________________________________________________________________ J 

address 
is any address that is valid in an RX-type instruction, or one of 
general registers 2 through 12, previously loaded with the indi­
cated address. The register may be designated symbolically or with 
an absolute expression, and is always coded within parentheses. 

number 
is any absolute expression that is valid in the assembler language, 
or one of general registers 2 through 12, previously loaded with 
the indicated value. The register may be designated symbolically 
or with an absolute expression, and is always coded within 
parentheses. 

MF=(E,{Control program list addreSS}) 
(1) 

indicates the execute form of the macro instruction using a remote 
control program parameter list. The address of the control program 
parameter list can be coded as described under "address," or can be 
loaded into register 1, in which case MF=(E,(l» should be coded. 

section II: Macro Instructions 149 



46.1 

46.1 

46.2 

46.3 

GETMAIN 

GETMAIN -- Allocate Main Storage (MFT) 

The GETMAIN macro instruction is used to allocate an area of main 
storage for use by the job step task. The main storage is allocated, 
starting with a doubleword boundary, from the main storage area assigned 
to the job step. The area is not cleared to zero when allocated. The 
length of the area requested must not exceed the length available to the 
job step. The main storage area is released when the job step task ter­
minates or through the use of the FREEMAIN macro instruction. 

The control program does not use the main storage area at the address 
in register 13 as a save area when processing a request, if R is coded. 

The standard form of the GETMAIN macro instruction is written as 
shown in the format description below. The operands in the shaded area 
of the format description are used only in an operating system with MVT. 
If they are coded in an operating system with MFT and are coded correct­
ly, they are ignored; if they are not coded correctly, the job step is 
abnormally terminated. The operands in the nonshaded area can be coded 
with any configuration of the operating system. 

r--------T-------T------------------------------------------------------, 
I [symbol] I G ETMA IN I EC,LV=number,A=address [,HIARCHY=number] I 
I I I EU,LV=number,A=address [,HIARCHY=number] I 
I I I R,LV=number ARC HY=number] I 
I I I R,LV=(O) [,HIARCHY= I 
I I I VC,LA=address,A=address [,HIARCHY=number] I 
I I I VU,LA=address,A=oddress [,HIARCHY=number] I 

~--------~-------~------------------------------------------------------~ 
I Note: only those operand combinations indicated above are valid I L _______________________________________________________________________ J 

46.4 E 

46.5 R 

46.6 V 

46.1 C 

(element) written as shown; specifies a request for a single area 
of main storage, with a length indicated by the LV operand. The 
address of the allocated main storage area is returned at the 
address indicated in the A operand. 

(register) written as shown; specifies a request for a single area 
of main storage, with a length indicated by the LV operand. The 
address of the allocated main storage area is returned in register 
1. If R is designated, the requests are unconditional; a request 
for more main storage than is available results in abnormal ter­
mination of the job step. If abnormal termination is already in 
progress, a return code of 4 is placed in register 15. 

(variable) written as shown; specifies a request for a single area 
of main storage, with a length to be between the two values located 
at the address specified in the LA operand. The address and actual 
length of the allocated main storage area are returned by the con­
trol program at the address indicated in the A operand. 

(conditional) written as shown; specifies that the request is con­
ditional and that the job step is not to be abnormally terminated 
if more main storage area is requested than is available. If the 
request is satisfied, register 15 contains return code of zero; if 
not satisfied, the return code is four. 
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46.8 U 

46.9 

46.10 

46.11 

46.12 

46.13 

(unconditional) written as shown; specifies that the request is 
unconditional. An unconditional request for more main storage than 
is available will result in abnormal termination of the job step. 
However, if abnormal termination is already in progress, a return 
code of 4 will be placed in register 15. 

LV= Sym, Dec Dig, (2-12) 
is the length, in bytes, of the requested main storage area. The 
value should be a multiple of eight; if it is not, the control pro­
gram uses the next higher multiple of eight. If R is coded, LV=(O} 
may be designated; the low-order three bytes of register 0 must 
contain the length. The contents of the high-order byte are 
ignored. (With MVT, the high-order byte contains the subpool 
number.) 

LA= A-type, (2-12) 
is the main storage address of two consecutive fullwords, starting 
on a fullword boundary. The first word contains the minimum length 
acceptable; the second word contains the maximum length. The 
lengths should be multiples of eight; if they are not, the control 
program uses the next higher multiple of eight. 

A= A-type, (2-12) 
is the address of one (if E is coded) or two (if V is coded) conse­
cutive fullwords on a fullword boundary to contain the results of 
the request. The control program places the address of the allo­
cated main storage area in the first fullword, and, if V is coded, 
places the length of the main storage area in the second fullword. 

HIARCHY= Dec Dig 
specifies the number of the hierarchy from which storage is to be 
allocated. The number must be 0 to obtain processor storage or 1 
to obtain IBM 2361 Core storage. If the HIARCHY parameter is 
omitted, HIARCHY=O is assumed. The main storage will be allocated 
from the requester's partition segment within the specified hierar­
chy. However, if a partition is defined entirely within one 
hierarchy and the request specifies the other hierarchy, the requ­
est is defaulted to the hierarchy in which the partition is 
located. The HIARCHY operand is ignored if main storage hierarchy 
support is not included in the system. 

After execution of conditional requests, the return code in the low­
order byte of register 15 is as follows: 

Hex 
Code 
-0-

4 

Meaning 
The main storage requested was allocated. 

No main storage was allocated. 

Note: A request for zero bytes or an unconditional request for more 
main storage than is available results in abnormal termination of the 
job step. 
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47.1 

47.2 

47.3 

GETMAIN 

GETMAIN -- Allocate Main Storage (MVT) 

The GETMAIN macro instruction requests the control program to alloc­
ate one or more areas of main storage to the active task. The main 
storage areas are allocated from the specified subpool in the main 
storage area assigned to the associated job step. The main storage 
areas each begin on a doubleword boundary and are not cleared to zero 
when allocated. The total of the lengths specified must not exceed the 
length available to the job step. The main storage areas are released 
when the task assigned ownership terminates, or through the use of the 
FREEMAIN macro instruction. 

The control program does not use the main storage area of the address 
in register 13 as a save area when processing release requests, if R is 
coded. 

The standard form of the GETMAIN macro instruction is written as 
shown in the format description below. The operand combinations in the 
shaded area of the format description below must not be used in an 
operating system with MFT; the job steps would be abnormally terminated. 

r--------T-------T------------------------------------------------------, 
I [symbol] IGETMAINI EC,LV=number,A=address [,SP=number] [,HIARCHY=number] I 
I I lEU LV=number A=address [ SP=number] [,HIARCHY=number] I 
I I I I 
I I I I 
I I I I 
I I I I 
I I I I 
I I I VU,LA=address,A=address [,SP=number] [,HIARCHY=number] I 
~--------~--~----~------------------------------------------------------~ 
I Note: only those operand combinations indicated above are valid I L ___ --__________________________________________________________________ J 

47.4 E 

47.5 L 

47.6 R 

(element) written as shown; specifies a request for a single area 
of main storage from the subpool indicated by the SP number, having 
a length indicated by the LV operand. The address of the allocated 
main storage area is returned at the address indicated in the A 
operand. 

(list) written as shown; specifies a request for one or more areas 
of main storage from the subpool indicated by the SP number. The 
length of each main storage area is indicated by the values in a 
list beginning at the address specified in the LA operand. The 
address of each of the main storage areas is returned in a list 
beginning at the address specified in the A operand. No main 
storage is allocated unless all of the requests in the list can be 
satisfied. 

(register) written as shown; specifies a request for a single area 
of main storage to be allocated from the indicated subpool, and to 
have a length indicated by the LV operand. The address of the 
allocated main storage area is returned in register 1. If R is 
designated, the requests are unconditional; a request for more main 
storage than is available results in abnormal termination of the 
task. 
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47.7 V 
(variable) written as shown; specifies a request for a single area 
of main storage to be allocated from the subpool indicated by the 
SP number, and to have a length to be between two values at the 
address specified in the LA operand. The address and actual length 
of the allocated main storage area are returned h¥ the control pro­
gram at the address indicated in the A operand. 

47.8 C 
(conditional) written as shown; specifies that the request is con­
ditional and that the task is not to be abnormally terminated if 
more main storage is requested than is available. If the request 
is satisfied, register 15 contains a return code of zero; if not 
satisfied, the return code is four. 

47.9 U 

47.10 

47.11 

47.12 

47.13 

47.14 

(unconditional) written as shown; specifies that the request is 
unconditional. An unconditional request for more main storage than 
is available will result in abnormal termination of the requesting 
task. 

LV= Sym, Dec Dig, (2-12) 
is the length, in bytes, of the requested main storage area. The 
number should be a multiple of eight; if it is not, the control 
program uses the next higher multiple of eight. If R is specified, 
LV=(O) may be coded; the lo~order three bytes of register 0 must 
contain the length,"and the high-order byte must contain the sub­
pool number. 

LA= A-type, (2-12) 
is the main storage address of consecutive fullwords starting on a 
fullword boundary. Each fullword must contain the required length 
in the low-order three bytes, with the high-order byte set to zero. 
The lenghts should be multiples of eight: if they are not, the con­
trol program uses the next higher multiple of eight. If V was 
coded, two words are required. The first word contains the minimum 
length required, the second word contains the maximum length. If L 
was coded, one word is required for each main storage area 
requested; the high-order bit in the last word must be set to one 
to indicate the end of the list. The list must not overlap the 
main storage area specified in the A operand. 

A= A-type, (2-12) 
is the main storage address of consecutive fullwords, starting on a 
fullword boundary. The control program places the address of the 
main storage area allocated in the low-order three bytes. If E was 
coded, one word is required. If L was coded, one word is required 
for each entry in the LA list. If V was coded, two words are 
required. The first word contains the address of the main storage 
area, and the second word contains the length actually allocated. 
The list must not overlap the main storage area specified in the LA 
operand. 

SP= Sym, Dec Dig, (2-12) 
is the number of the subpool from which the main storage area is to 
be allocated. The number must be between 0 and 127. If the 
operand is omitted, subpool zero is specified. 

HIARCHY= Dec Dig 
specifies the number of the hierarchy from which storage is to be 
allocated. The number must be 0 to obtain processor storage or 1 
to obtain IBM 2361 Core storage. If the HIARCHY parameter is 
omitted, HIARCHY=O will be assumed. The request will be filled 
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41.15 

41.15 

GETMAIN 

from the requester'S region part within the specified hierarchy. 
If the request is unconditional and is for more main storage than 
is available, the task is abnormally terminated. When the uncondi­
tional request cannot be satisfied from the requester's region part 
and rollout/rollin is present, an attempt may be made to obtain 
storage outside the region part, but within the specified 
hierarchy. 

Note: If only a single hierarchy region exists, all GETMAIN 
requests will be directed to that hierarchy, regardless of any 
hierarchy designation in the request. The HIARCHY operand is 
ignored in an operating system that does not have main storage 
hierarchy support. 

After execution of conditional requests, the return code in the low­
order byte of register 15 is as follows: 

Hex 
Code 
-0-

4 

Meaning 
The main storage requested was allocated. 

No main storage was allocated. 
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48.1 

48.2 

48.3 

GETMAIN - L Form 

GETMAIN -- List Form 

The list form of the GETMAIN macro instruction is used to construct a 
control program parameter list. The list and execute forms of the GET­
MAIN macro instructions cannot be used with the register (R) type of the 
macro instruction. 

The description of the standard form of the GETMAIN macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the list form only. The operands in the shaded 
area of this format description are used only with MVT; they are ignored 
if coded with MFT. The LC and LU types must not be designated with MFT. 
The rest of the operands in the nonshaded area can be coded. with any 
control program. 

The list form of the GETMAIN macro instruction is written as follows: 

.. 
r------~-------T------------------------------I [sybmolllGETMAINI [EC] [,LV=numberl [,A=addressl 
I I I [EU] [,LV=numberl [,A=address] 
I I I [Lcl [,LA=addressl [,A=address] 
I I I[LUl [,LA=address] [,A=address] 
I I I [Vcl [,LA=address] [,A=address] 
I I I [VU] [,LA=address] [,A=address] 
I I I 

~-~~~--.---------, 

I 
I 
I 
I 
I 
I 
I 

I I 1[,HIARCHY=number] ,MF=L I 
~--------~-------~-----------------------------------------------------~ 
I Note: only those operand combinations indicated above are valid. I L ______________________________________________________________________ J 

address 
is any address that may be written in an A-type address constant. 

number 
is any absolute expression valid in the assembler language. 

MF=L 
indicates the list form of the GETMAIN macro instruction. 
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49.1 

49.1 

49.2 

49.3 

GETMAIN - E Form 

GETMAIN -- Execute Form 

A remote control program parameter list is used in, and can be modi­
fied by, the execute form of the GETMAIN macro instruction. The para­
meter list can be generated by the list form of either a GETMAIN or a 
FREEMAIN macro instruction". The list and execute forms of the GETMAIN 
macro instruction cannot be used with the register (R) type of the macro 
instruction. If the GETMAIN macro instruction specifies a remote con­
trol program parameter list created by the list form of a FREEMAIN macro 
instruction, the request will be unconditional unless that specification 
is replaced by the appropriate conditional operand in the execute form 
of the GETMAIN macro instruction. 

The description of the standard form of the GETMAIN macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the execute form only. The operands in the shaded 
area of this format" description are used only with MVTi they are ignored 
.if coded with MFT. The LC and LU types must not be designated with MFT. 
The rest of the operands in the nonshaded area can be coded with any 
control program. 

The execute form of the GETMAIN macro instruction is written as follows: 

r-------~-------T---------------~-------------------------------------, 
I [symbol]IGETMAINI [EC] [,LV=numberl [,A=addressl I 
I I I[EU] [,LV=number] [,A=address] I 
I I I [LC] [,LA=addressl [,A=addressl I 
I I I [LU] [,LA=address] [,A=address] I 
I I I [VCl [,LA=address] [,A=address] I 
I I I [VU] [,LA=address] [,A=address] I 
I I I I 
I I I [,HIARCHY=number] I 
I I I I 
I I I,MF=(E,{Control program list address}) I 
I I I (1) I 
~--------~-------~------~----------------------------------------------~ 
I Note: only those operand combinations indicated above are valid. I L ______________________________________________________________________ J 

address 
is any address that is valid in an RX-type instruction, or one of 
general registers 2 through 12, previously loaded with the indi­
cated address. The register may be designated symbolically or with 
an absolute expression, and is always coded within parentheses. 

number 
is any absolute expression that is valid in the assembler language, 
or one of general registers 2 through 12, previously loaded with 
the indicated value. The register may be designated symbolically 
or with an absolute expression, and is always coded within 
parentheses. 

MF=(E,{Control program list addreSS}) 
(1) 

indicates the execute form of the macro instruction using a remote 
control program parameter list. ~he address of the control program 
parameter list can be coded as described under address, or can be 
loaded into register 1, in which case MF=(E,(l» should be coded. 
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50.1 

50.2 

50.3 

GTRACE 

GTRACE -- Record Trace Data 

The GTRACE macro instruction enables a program to have data originat­
ing with the program recorded by the Generalized Trace Facility (GTF) in 
the trace data set identified in the GTF job control statements. The 
data set must be in the user's partition or region and may later become 
input to an editing function provided by the IMDPRDMP service aid. GTF 
must be active and conditioned to accept data originating in a program 
issuing GTRACE. 

An optional parameter allows specification of a format routine that 
is to process the record when the trace output is edited by IMDPRDMP. 
(See the Service Aids publication for GTF and IMDPRDMP details). The 
GTRACE macro instruction is coded as follows: 

r--------T------T------------------------------------------------------, 
I [symbol]IGTRACEIDATA=address,LNG=number,ID=value[,FID=number] I L ________ ~ ______ ~ ______________________________________________________ J 

DATA= RX-type (2-12) 

LNG= 

ID= 

is the main storage address of the data to be recorded. 

is the number of bytes of data to be recorded. 
to 256 may be specified~ 

Sym, Dec Dig, (2-12) 
Any number from i 

is the identifier to be associated with the record. 
assigned as follows: 

Sym, Dec Dig 
ID values are 

0-1023 user events. 
1024-4095 reserved. 

FID= Sym, Dec Dig, (2-12) 
indicates the format routine that is to process the record when the 
trace output is edited using IMDPRDMP. FID values are assigned as 
follows: 

o 
1-80 

81-255 

entry is to be automatically dumped in hexadecimal. 
user format identifiers. 
reserved. 

If the FID parameter is omitted, 0 is assumed. 

The format identifier is converted to hexadecimal and, if non-zero, 
is appended to the name IMDUSR to form the name of the format rou­
tine which will be used by IMDPRDMP to process the record. 

Formatting routines must be available in SYS1.LINKLIB or in a priv­
ate library defined in a JOBLIB or STEPLIB DD statement in the JCL 
for IMDPRDMP. 

GTRACE Macro Instruction Return Codes: Return codes are placed in 
register 15 when control is returned to the program issuing GTRACE. 

Hex 
Code 
00 

04 

08 
OC 

Meaning 
Successful completion. 
GTF not active or not accepting USR (application program) 
entries. 
The length specified in the LNG parameter is greater than 256. 
Invalid data address. 
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GTRACE 

14 The value specified in the 1D parameter is greater than 1023. 
18 Buffers are full, record was not placed in the buffer. 
1C Address of the parameter list is invalid. 
~o FlD value greater than 255. 
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51.1 

GTRACE 

GTRACE -- List Form 

The list form of the GTRACE macro instruction constructs a control 
program parameter list. The description of the standard form provides 
the explanation of the function of each operand. The format description 
below indicates the optional and required operands in the list form of 
the GTRACE macro instruction. 

r--------T------T------------------------------------------------------, 
I [symbol] IGTRACEI [,DATA=address] [,LNG=number] [,FID=number], MF=L I L ________ ~ ______ ~ ______________________________________________________ J 

address 
is any address that is valid in an RX-type instruction. 

number 
is any absolute expression valid in the assembler language. 

MF=L 
indicates the list form of the macro instruction 

The ID parameter is not valid in the list form of the macro instruction. 
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52.1 

52.1 

GTRACE 

GTRACE -- Execute Form 

The execute form of the GTRACE macro instruction uses the remote con­
trol program parameter list created by the list form of the macro 
instruction. The description of the standard form of the macro instruc­
tion provides the explanation of the function of each operand. The for­
mat description following indicates the optional and required operands 
for the execute form of the GTRACE macro instruction. 

r--------T------T------------------------------------------------------, 
I [symbol] IGTRACEIID=value[,DATA=address] [,LNG=number] [,FID=number], I 
I I IMF=(E,{parameter list addreSS}) I 
I I I (1-12) I L ________ ~ ______ i ______________________________________________________ J 

address 
is any address that is valid in an RX-type instruction, or one of 
the general registers 2 through 12, previously loaded with the 
indicated address. The register may be designated symbolically or 
with an absolute expression, and is always coded within 
parentheses. 

number 

value 

is any absolute expression that is valid in the assembler language, 
or one of the general registers 2 through 12, previously loaded 
with the indicated value. The register may be designated symbolic­
ally or within an absolute expression, and is always coded within 
parentheses. 

is any absolute expression valid in the assembler language. 

MF=(E,{parameter list addreSs}) 
(1-12) 

indicates the execute form of the macro instruction using a remote 
parameter list. The address of the parameter list can be loaded 
into register 1, in which case MF=(E,(l» should be coded. If the 
address is not loaded into register 1, it can be coded as any 
address that is valid in an RX-type instruction, or one of the gen­
eral registers 2-12, previously loaded with the address. A regist­
er can be designated symbolically or with an absolute expression, 
and is always coded within parentheses. 
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53.1 

53.2 

Ir:EN'IIFY 

IDENTIFY -- Add an Entry Pcint (MF'I Withcut IdentifY_2f!ion) 

The identify function is an Of tiona 1 feature cf an cferating systen 
with ~FT. If the identify functicr. was nct selected when the operating 
system was generated, the use of an I~E~'IIFY nacrc instructicn results 
in an effective ~CF instructicr. tc frcvice cO~fatitility with an oferat­
ing system that does include the f~ncticn. 

'Ihe I~EN'IIFY nacre instructicn is written as fcllc~s: 

The contents cf register 15 are set tc zerc. 

Se~ticn II: ~acro Instructions 161 



54.1 

54.1 

54.2 

54.3 

Ir:ENTIFY 

IDENTIFY -- Add an Entry Point (MF'I ~ith IdentifLqption, ~VTI 

The Ir:ENTIFY rracro instruction is used tc add an entry ~cint to a 
cOfY of a load rrodule currently in rrain stcrage. The load module cOfY 
rrust te cne cf the felle~ing: 

• A cOfY that satisfied the reguirenents ef a lCAD macro instruction 
issued during the ferformance cf the sarre task. 

• In an MF'I system ~ith suttasking, a cc~y that satisfied the require­
ments ef a lCAr: nacrc instructicn issued during the ~erformance of 
any task ~ithin the partition. 

• The last lead ncdule given centrel, if centrcl ~as passed to the 
lead medule using a LINK, ATTACE, cr XC'lL nacre instruction. 

• The first load module of the job ste~, if it is still in centrel. 

• In an MFT systen ~ith suttaski~g, the first load module of any task, 
if it is still in control. 

ThE Ir:ENTIFY macro instruction nay not be issued by an asynehrencus 
exit routine or a synchrencus exit reutine entered via 8YNCE processing; 
the routine associated with the entry foint is assurred te te 
reenterable. 

• ~FT: The ItENTIFY macro instructien nay net be issued by a routine 
enterec at an added entry point. The added entry ~cint can te used 
only in an ATTACH nacre instructien. 

• MVT: The added entry ~oint can te usee in an ATTACH, LINK, LOAD, 
DELETE, cr XCTI macro instruction. 

The IDENTIFY macro instruction is ~ritten as fcllcws: 

r--------T--------T----------------------------------------------------, 
\ lsymboll\IDENTIFY\{EP=Syrrtel },ENTRY=entry point address I 
I I I EPLOC=address cf name I l ________ ~ ________ ~ ____________________________________________________ J 

EP= 8ym 
is the na~e of the entry point. The narre dces nct have tc eerres­
pond to any nane er symtcl in the lead rrodule, and must not corres­
pend to any name, alias, or added entry fcint fer a lead rrcdule in 
the link fack area er the jet ~ack area of the jotstep. 

EPLOC= RX-ty~e, (0.2-12) 
is the address cf the entry ~cint nane descrited under EP. The 
name nust te fadded to the right with blanks to eight tytes, if 
necessary. 

ENTRY= RX-type, (1-12) 
is the rrain storage address of the entry ~cint being added. 

54.4 When contrcl is returned, register 15 centains one of the follcwing 
return codes: 
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HeJC 
Cede 
00-

04 

08 

OC 

10 

14 

IDEN'IIFY 

Mear.i..!!..9 
Successful completion. 

Entry fCint nane and address already eJCist. 

Entry Fcint nane dUFlicates the nane cf a lcad module currently 
in rrain storage; entry point ~as not added. 

Entry feint address is net within an eligitle load module; entry 
Fcint was net added. 

Issued ty an asynchronous e~it routine cr by a synchrcncus €JCit 
routine entered via SYNCH; the entry fcint was not added. 

An ILEKTIFY macro instrueticn was Frevicusly issued using the 
sane entry Feint nane but a differer.t acdress; this request was 
igncred. 
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55.1 

55.1 

55.2 

55.3 

55.4 

55.5 

55.6 

55.7 

LINK 

LINK -- Pass Centrcl tc a Pregrarr in Anether LC2~~g~~le 

The LINK rraere instructien causes centrel te te fassed to a specified 
entry foint; the entry point name rrust be a rrenber narre er an alias in a 
directory cf a fartitiened data set. (with ~V~, tbe entry point can te 
an added entry point specified in an IrEN~IFY nacrc instruction.) ~he 
load module containing the frogran is treught into rrain storage if a 
useatle cefY is not available. (See Sectien I fcr a discussion ef the 
use of an e~isting cCfY cf the load nc~ule.) 

The linkage relationship established is the sarre as that created ty a 
EAL instructien; ocntrel is returned te the instruction fellewing the 
II~K rracre instructien after e~ecutien ef the called frogram. The pro­
blem prograrr oftionally can provide a fararreter list te be fassed te the 
called prograrr. If the called fregrarr terrrinates atnormally, or if the 
sfeeified entry foint cannot te located, the task is abncrrrally 
terminated. 

The standard ferrr ef the LINK rracre instruction is written as follows: 

.r--------T--------T----------------------------------------------------, 
I [symbcl] I LINK I {EP=symtol } [, rCE=dcb address] I 
I I I EPICC=address ef narre . I 
I I I DE=address of list entry I 
I I I I 
I I I [,PARAM=(addres.ses) [,VI=l]] I 
I I I I 
I I I [, ID=numter] [, HIARCHY=nurrber] I l ________ ~ ________ ~ ____________________________________________________ J 

EP= Sym 
is the entry fOint name in the pregrarr to be given centrel. 

EPLOC= A-type, (2-12) 
is the addresS of the entry peint narre descrited above. The naue 
must te fadded with blanks to eight tytes, if necessary. 

DE= A-type, (2-12) 
is the address of the name field ef a list entry fer the entry 
point narre. The list entry is eenstruete~ using the BLDL macro 
instructien. The DCB operand must indicate the sarre data centrel 
block used in the ELDL rracre instruction. If the module is indi­
cated as teing in the jot, step, or task litrary by the Z tyte cf 
the BLDI list entry, the LINK rracre instructien must te either in 
the same task as the BIDI or in a task with the sarre chain ef task 
libraries. 

DCB= A-tYfe, (2-12) 
is the address ef the data centrel tlcck for the fartitiened data 
set ccntaining the entry foint narre descrited atove. 

If the tCB= oferand is omitted or if rCE=O is sfecified when the 
LINK nacre instruction is issued ty the jot step task, the data 
sets referenced ty either the STEPLIE er JOELIB DD staterrent are 
first searched fer the entry ~eint narre. If the entry point nane 
is net feund, the link litrary is searched. 

If the rCE= oferand is omitted or if tCE=O is sfecified when the 
LINK nacre instruction is issued ty a suttask, the data set(s) 
associated with one or more data control blecks referenced ty fre­
vious ATTACH rracre instructicns in the suttasking chain are first 
searched for the entry point name. If the entry foint narre is nct 
found, the search is continued as if the LINK nacro instruction had 
teen issued ty the job step task. 
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55.8 

55.9 

55.10 

55.11 

LINK 

PARAM= A-type, (2-12) 

V~l 

is one or more address parameters, separated by commas, to be 
passed to the called program. Each address is expanded in line to 
a fullword on a fullword boundary, in the order designated. 
Register 1 contains the address of the first parameter when the 
program is given control. (If this operand is omitted, register 1 
is not altered.) 

is written as shown. It can be designated only if PARAM is desig­
nated, and should be used only if the called program can be passed 
a veriable number of parameters. VL=l causes the high-order bit of 
the last address parameter to be set to 1; the bit can be checked 
to find the end of the list. 

ID= Sym, Dec Dig 
maximum value is 216-1. The last fullword of the macro expansion 
is a NOP instruction containing the ID value in the low-order two 
bytes. 

HIARCHY= Dec Dig 
specifies the storage hierarchy (0 or 1) in which the load module 
is to be loaded when a usable copy is not already available in main 
storage. If the HIARCHY parameter is missing, loading will take 
place according to the hierarchy specified at Link Edit time. If 
HIARCHY is specified, it will override any hierarchy assignments 
made during linkage editing. The HIARCHY operand is ignored in an 
operating system that does not have main storage hierarchy support. 
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56.1 

56.1 

56.2 

56.3 

LINK - L Form 

LINK -- List Form 

Two parameter lists are used in a LINK macro instruction: a control 
program parameter list and an optional problem program parameter list. 
Only the control program parameter list can be constructed in the list 
form of the LINK macro instruction. Address parameters to be passed in 
a parameter list to the problem program can be provided using the list 
form of the CALL macro instruction. This parameter list can be referred 
to in the execute form of the LINK macro instruction. 

The description of the standard form of the LINK macro instruction 
provides the explanation of the function of each operand. The descrip~ 
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the list form only. 

The list form of the LINK macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
,[symbol], LINK , [EP=SYmbOl ] [,DCB=dcb address] , 
, , I EPLOC=address of name I 
I , I DE=address of list entry I 
, I I [,HIARCHY=number],SF=L I L ________ ~ ________ ~ ____________________________________________________ J 

symbol 
is any symbol valid in the assembler language. 

address 
is any address that may be written in an A-type address constant. 

S~L 

indicates the list form of the LINK macro instruction. 
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57.1 

57.2 

57.3 

57.4 

57.5 

57.6 

57.7 

57.8 

LINK - E Form 

LINK -- Execute Form 

Two parameter lists are used in a LINK macro instruction: a control 
program parameter list and an optional problem program parameter list. 
Either or both of these lists can be remote and can be referred to and 
modified by the execute form of the LINK macro instruction. If only one 
of the parameter lists is remote, operands that require use of the other 
parameter list cause that list to be constructed in line as part of the 
macro expansion. 

The description of the standard form of the LINK macro instruction 
provides the explanation of the fUnction of each operand. The descrip­
tion of the standard form also indicates which operands are completely 
optional and which are required in at least one of a pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the execute form only. 

The execute form of the LINK macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
[symbol] LINK [EP=SYmbOl ] [,DCB=dcb address] 

EPLOC=address of name 
DE=address of list entry 

[,HIARCHY=number][,PARAM= (addresses) [, VL=l]] 
[,ID=number] 

,MF=CE,{prOblem program list address}) 
(1) 

,SF=(E,{Control program list address}) 
(15) 

,MF=(E,{address}),SF=(E,{address}) 
(1) (15) ________ ~ ________ ~ ____________________________________________________ J 

symbol 
is any symbol valid in the assembler language. 

address 
is any address that is valid in an RX-type instruction, or one of 
general registers 2 through 12, previously loaded with the indi­
cated address. The register may be desighated symbolically or with 
an absolute expression, and is always coded within parentheses. 

number 
is any absolute expression that is valid in the assembler language. 

MF=(E,{prOblem program list address}) 
(1) 

indicates the execute form of the macro instruction using a remote 
problem program parameter list. Any control program parameters 
specified are provided in a control program parameter list expanded 
in line. The address of the problem program parameter list can be 
coded as described under address, or can be loaded into register 1, 
in which case MF=(E,(l» should be coded. 

SF=CE,{Control program list address}) 
(15) 

indicates the execute form of the macro instruction using a remote 
control program parameter list. Any problem program parameters 
specified are provided in a problem program parameter list expanded 

section II: Macro Instructions 167 



57.9 

57.9 

168 

LINK - E Form 

in line. The address of the control program parameter list can be 
coded as described under "address," or can be loaded into register 
15, in which case SF=(E, (15» should be coded. 

MF=(E,{addreSS}),SF=(E,{addreSS}) 
(1) (15) 

indicates the execute form of the macro instruction using both a 
remote problem program parameter list and a remote control program 
parameter list. The addresses of the parameter lists are coded or 
loaded into registers 1 and 15, as explained above. 
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58.1 

58.2 

58.3 

58.4 

58.5 

58.6 

58.7 

ICAr 

ICAD -- Erina a lead ~edule Into ~ain Ster~~ 

The ICAr rraere instruetien causes the ccntrcl fregram to tring the 
lead medule centaining the specified entry peint ir.te rrain sterage, if a 
usable cepy is net available in rrain sterage. (See Section I for a dis­
cussion ef the use of an existing COfY of the lead rredule.> ~he resfcn­
sibility ceunt fer the lead rredule is increased ty one. Centrol is fl2! 
passed te the lead rrcdule; instead, the rrain sterage address of the 
designated entry pcint is returned in register O. The lcad rredule 
remains in rrain stcrage until the resfcnsitility ceunt is reduced to 
zero thrcugh task terminations or through the use cf the rEIE~E rracrc 
instructien. 

The entry feint name in the load rrodule rrust te a rrember name or an 
alias in a directory cf a fartiticr.ed data set. In an e~erating systen 
~ith ~VT, the nane can also te an added entry ~eint specified in an 
IrEN~IFY macre instruction. If the specified entry feint cannct be 
located, the task is atncrnally terninated. 

~he ICAD nacre instruction is ~ritten as fcllo~s: 

r--------T--------T----------------------------------------------------, 
I [synbcl] I IOAC I.{ EP=symtel }[,rCE=dct address] I 
I I I EFICC=address cf r.arr e I 
I I I DE=address of list entry I 
I I I I 
I I I [, BIARCHY=nuIlitEr] I L ________ ~ ________ ~ ____________________________________________________ J 

EP= Syro 
is thE entry peint name in the load nedule tc be brcught inte nain 
storage. 

EPICC= RX-tYfe, (0,2-12> 
is the nain sterage address cf the entry feint nane described 
atove. The name must te fadded with tlanks tc eight tytes, if 
necessary. 

DE= RX-type, (0,2-12) 
is the address of the name field cf a list entry fer the entry 
point nane. ~he list entry is ccr.structec ty a EltI macro instruc­
ticn. The rCE eperand must indicate the sane data control tlock 
used in the BIDI nacro instruction. If tte ncdule is indicated as 
teing in the jct, ste~, er task litrary ty tbe Z tyte of the BIDI 
list entry, the lOAD macro instructicn nust be either in the sane 
task as the Eltl cr in a task with the sane ctain of task litraries 

rCB= Rx-tYfe, (1-12) 
is the address ef the data ccr.trcl tlcck fcr the partiticned data 
set centaining the entry point nane described atove. 

If the rCE= operand is omitted or if rCE=O is sfecified when the 
ICAI: nacre instruction is issued ty the jct step task, the data 
sets referenced ty either the S~EFIIE er JCEIIE rr statenent are 
first searched fer the entry ~eint nane. If the entry point narre 
is not found, the link litrar} is searched. 

If the tCB= operand is cnitted cr if tCE=O is specified when the 
leAD nacre instruction is issued ty a subtask, the data set(s) 
associated with ene or more data contrel blecks referenced ty ~re­
vious ATTACH nacre instruetier.s in the suttasking chain are first 
searched for the entry point name. If the entry pcint nane is net 
found, the search is continued as if the lOAD macro instruction had 
teen issued ty the job step task. 
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58.8 

LOAD 

58.8 HIARCHY= rec rig 
s~ecifi€s the storage hierarchy (0 er 1) in which the lead roedul€ 
is to be loaded. If the HIARCHY ~ararr€t€r is rrissi~g, leading will 
take ~lac€ according te the hierarchy sFecifi€d at Link Edit tine. 
If HIARCBY is sfecified, it ~ill cverride a~y hierarchy assignrrents 
made during linkage editing. The BIARCBY e~€rand is ignored in an 
o~€rating Syst€ID that does net have rrain sterage hierarchy sU~Fert. 
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59.1 

FCS~ 

ThE PCS~ rracre instruction caUSES the sfecified event ccntrcl tlcck 
(ECB) to be set te indicate thE eccurrEnce ef an event. This event 
satisfiES the requirEmEnts of a WAIT rracrc instructicn if this is thE 
last or only event sfecified ty thE ~AIT. If rrere events are awaited, 
thE WAIT rErrains unsatisfied. The tits in the ECE are set as follows: 

Bit 0 ef thE sfecified ECE is SEt tc O. 

Bit 1 ef the sfeelf~ed ECB is SEt te 1. 

Bits 8 threugh 31 are set tc thE SfEcified ccrrfletion code value. 

)9.2 The PCS~ rraere instructicn is written as fcllows: 

r--------T--------T----------------------------------------~-----------1 
I (syrrtel] I FCST I ect addrEss(,cerrfleticn cede] I L ________ ~ ________ ~ ____________________________________________________ J 

Ect addrEss (1-12) 
is the address ef an event ec~trel tlcck rEfrEsenting the event. 

eerrflEticn cede 
value bet~een 0 and 224-1. 
natEd, 0 is assumed. 

(0,2-12) 
If the ccrrfletien cede is nct desig-
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60.1 

60.1 

60.2 

RETURN 

RETURN -- Return Ccntrel 
~--------------------

The RETUR~ nacrc instruction is used te return centrcl tc the calling 
prograrr and to signal ncrnal terrrir.aticn cf the returning ~rograro. The 
return of centrel is always made ty executing a tranch instruction using 
the address in register 14. The RETUR~ nacre instructien can te written 
tc restere a designated range ef registers, frevide the fre~er return 
cede in register 15, and flag the save area used ty the returning 
prograrr. 

The RETURN nacro instruction is ~ritten as fellcws: 

r--------T--------T----------------------------------------------------, 
I [syrrtel] I RE'I[RN I [(regl [, reg2] )] [, 'I] [, Fc:nurrterJ I 
I I I , RC= (15) I L ________ ~ ________ ~ ____________________________________________________ J 

regl,reg2 Dec Dig 

T 

is the range cf registers te te restered fren the save area pointed 
te ty the addrESS in regiEter 13. The registers shculd te desig­
nated tc cause the leading ef registers 14, 15, 0 through 12 (in 
that erder) when used in a I~ instructien. If reg2 is net desig­
nated, enly the register designated ty the regl o~erand is loaded. 
If the of era no is omitted, the contents ef the registers are net 
altered. Ce net cede regl er reg2 when returning control from a 
frogram interruption exit routine. 

causes the control prograrr to flag the save area used ty the 
returning frcgran. A tyte ccrtairing all enes is placed in the 
high-erder tyte of word four ef the save area after the registers 
have been leaded. 'Ihis eferard cannct te designated when returning 
ccntrel from an exit routine. 

RC= Sym, [ee [ig (15) 
is the return code to te ~assed te the calling frogram. The return 
code shculd have a rriximum value cf 4095; it ~ill be ~laced right­
adjustec in register 15 tefere return is rrade. If RC=(15) is 
ceded, it indicates that the return cede has teen frevieusly leaded 
into register 15; in this case the centents of register 15 are net 
altered or restored from the save area. (If this cferand is 
orr:itted, the ccntents cf register 15 are cetermined ty the regl, 
reg2 cperands.) 
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61.1 

61.2 

61.3 

61.4 

61.5 

SAVE 

SAVE -- Save Register contents 

The SAVE macro instruction causes the contents of the specified regi­
sters to be stored in the save area at the address contained in register 
13. An entry point identifier can optionally be specified. The SAVE 
macro instruction should be written only at the entry point of a program 
because the code resulting from the macro expansion requires that 
register 15 contain the address of the SAVE macro instruction. Do not 
use the SAVE macro instruction in a program interruption exit routine. 

The SAVE macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I SAVE I (regl[,reg2]),(Tl (,identifier name] I L ________ ~ ________ ~ ____________________________________________________ J 

regl,reg2 Dec Dig 

T 

is the range of registers to be stored in the save area at the 
address contained in register 13. The registers should be desig­
nated so they are stored in the order 14, 15, 0 through 12 when 
used directly in an STM instruction. The registers are stored in 
words 4 through 18 of the save area. If only one register is desi­
gnated, only that register is saved. 

specifies that registers 14 and 15 are to be stored in words 4 and 
5, respectively, of the save area. If both T and reg2 are desig­
nated and regl is any of registers 14, 15, 0, 1, or 2, all of regi­
sters 14 through the reg2 value are saved. 

identifier name 
is an identifier to be associated with the SAVE macro instruction. 
The name may be up to 70 characters and may be a complex name. If 
an asterisk is coded, the identifier is the symbol associated with 
the SAVE macro instruction, or, if the name field is blank, the 
control section name. If the CSECT instruction name field is 
blank, the operand is ignored. Whenever a symbol or an asterisk is 
coded, the following macro expansion occurs: 

• A count byte, containing the number of characters in the identi­
fier name, is constructed four bytes following the address con­
tained in register 15. 

• The character string containing the identifier name is con­
structed, starting at five bytes following the address contained 
in register 15. 
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62.1 

SEGLD 

SEGLD -- Load Overlay Segment and Continue Processing (MFT) 

62.1 When used in an operating system with MFT, the SEGLD macro instruc-
tion results in an effective NOP instruction to assure compatibility 
with an o~erating system with MVT. The SEGLD instruction is written as 
follows: 
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63.1 

63.2 

SEGLD 

SEGLD -- Load OVerlay Segment and continue processing (MVT) 

The SEGLD macro instruction causes the control program to load the 
specified segment and any segments in its path that are not part of a 
path already in main storage. Control is not passed to the specified 
segment, but is returned to the instruction following the SEGLD macro 
instruction. Processing is overlapped with the loading of the segment. 
Refer to the Linkage Editor and Loader, for details on overlay 
operations. 

The SEGLD macro instruction cannot be used in an asynchronous exit 
routine. The SEGLD macro instruction is written as follows: 

r--------r--------T----------------------------------------------------, 
I [symbolll SEGLD I external segment name I L ________ ~ ________ ~ ____________________________________________________ J 

external segment name Sym 
is the name of a control section or an entry point in the required 
segment. An exclusive reference is not allowed. The name does not 
have to be identified by an EXTRN statement. 
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64.1 

64.1 

64.2 

SEGWT 

SEGWT -- Load Overlay Segment and wait 

The SEGWT macro instruction causes the control program to load the 
specified segment and any segments in its path that are not part of a 
path already in main storage. Control is not passed to the specified 
segment; control is not returned to the segment issuing the SEGWT macro 
instruction until the requested segment is loaded. Refer to the Linkage 
Editor and Loader, for details on overlay operations. The SEGWT macro 
instruction cannot be used in an asynchronous exit routine. 

The SEGWT macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I SEGWT I external segment name I L ________ ~ ________ ~ ____________________________________________________ J 

external segment name Sym 
is the name of a control section or entry point in the required 
segment. An exclusive reference is not allowed. The name does not 
have to be identified by an EXTRN statement. 
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65.1 

65.2 

65.3 

65.4 

65.5 

65.6 

65.7 

The S~AE rracro instruction causes the centrel fregrarr tc durrf scrre cr 
all of the nain sterage areas assigned tc the current jot step. SOffie or 
all ef the centrel program fields can alse be dunfed. ~he format of the 
dump is 3irrilar te the atnerrral terrr.inatien dunf ste~n iT; the Pregrarr­
mer's Guide te LetuggiT;g. 

A data set rrust be sUfflied tc ccntain the currf. An of en data eon­
trel tleck rrust te supflied for the data set, and rrust ccntain the fcl­
lo~ing 0Ferands: 

DSCRG=ES,RECF~=VEA,~ACRF=(W),ELKSIZE=882,LRECl=125, 

and LINAME=any narre but SYSAEE~L cr SYSULU~f 

The standard ferrr ef the SNAP nacre instructien is written as sho~n 
in tbe fcrrrat descriftion telo~. ~he operand in the shaded area ef the 
format descriftien is used only in an cferating systeffi with ~VT; it is 
ignored if ceded in an oferating s}sterr ~ith MFT. The eFerands in the 
nonshaded area can be ceded ~ith aT;y ccnfiguratien of the operating 
systerr. 

r--------T--------'T---------------- ...... :;:::::::T' ...... :::----------------------, 
I (symbol] I SNAP I ICE=dcb addressC.lCE~~c5~;t:E~sl I 
I I I (,ID=number] ,SDATA=(ccde fer eontrel I 
I I I Fregrarr tlocks) I 
I I I [,PDATA=(eode for Freblerr Frcgran areas)] I 
I I I ,STCRAGE=(starting adcress, ending address, ••• ) I 
I I I ,1IS'I=address of list I l ________ ~ ________ ~ ____________________________________________________ J 

DCB= A-type, (2-12) 
the acdress of the data eontrel block fcr the data set tc ccntair. 
the dUlTf. 

ID= Syn, Dec Dig (2-12) 
a nurrber tet~een 1 and 255. 'Ihe r.unter is Frinted in the identifi­
catien heading associated with the dunf. 

SIATA= 
one tc four ef the follcwing sets of characters, written in any 
order and separated by corr.mas. 'Ihe charaoters are used tc request 
the associated ccr.trcl Frcgran infcrnatien. If the SLATA operand 
is incorrectly coded, the control prograrr assigns the ccde CB. 

Code 
ALL 
NUC 

TRT 
CE 

Q 

PLATA= 

fi§12.§_Du,!Lfed 
All cf the fcllcwir.g fields. 
All of the control prograrr nucleus except the trace 
table. 
Trace Tatle. 
Task control block (TeE), active request blecks (RES), 
jeb Fack area eontrel queue (JPACQ), and main storage 
sUfervisor (~SS) centrel blecks. 
Ignered in an eferating systerr wittout MVT. 

one tc five of the fcllcwing sets of characters, written in any 
order and separated by commas. The characters are used to request 
the asseciated problem progran inforrratien. If the FIATA eferaT;d 
is incorrectly ccded, the centrcl fregrarr assigns the code All. 
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65.8 

65.9 

95.10 

SNAP 

Ced.§ 
ALL 
PSW 

REGS 

SA er SAH 

JPA er LPA 
or AI.IFA 

SPLE 

!!.§lQ~Du!U:,§Q 
All cf the fcllewir.g fields. 
Pregram Status Word when the SNAP nacro instruction ~as 
issued. 
Contents ef the ger.eral registers when the SNAP reacre 
instruction was issued. 
SA - frcvides linkage infcrnatien and a tack trace 
through save areas. SA is selected if All is ceded. 
S~H - cnly linkage infcrnaticn. 
JPA - all main storage assigned tc the jct stef. 
(Liffers in ~VT.) 
IPA - contents of the resident reenterable lcad ncdule 
area. (riffers in MVT.) 
AIIPA - contents of toth fack areas. AILPA is selected 
if All is ceded. 
All main storage assigned te jcb stef. 
(Liffers in ~VT.) 

STCRAGE= A-tYfe, (2-12) 
is one cr rrcre fairs ef starting and ending addresses; the areas 
defined ty the starting and ending addresses (inclusive) are durrped 
one fullwcrd at a time. If the starting and ending addxesses are 
not fullwcrd nultifles, the acdresses are rcunded dOwn or up, 
resfectively, te a fullword. 

The starting and ending addresses rrust te in the partition within 
which the user is operating. If the addresses are not within the 
partiticn, the stcrage area requested is net dunped. 

lIST= A-type, (2-12) 
the address of a list of starting and ending addresses cf areas tc 
be dunped. The addresses in the list are treated in the same rrann­
er as the addresses described under "STCBAGE=." The list rrust 
begin en a full~crd boundary; each aacress in the list occupies one 
fullwcrd. The high-order byte of each ~ord ccntaining the starting 
address ef an area to be durrfed nust ccntain zeros or that pair 
will te skifped. The high order tit (bit 0) cf the fullwcrd ccn­
taining the last ending address in the list rrust te set to 1. 

Centrcl is returned to the instruction fellcwing the SNAP nacro 
instruction. ~hen ccntrcl is returned, register 15 centains cne ef the 
fcllewing return ccdes: 

Hex 
Cede 
-00 

04 

08 

OC 

Meaning 
Successful cORpletion. 

Lata contrel blcck was not cpen. 

Task contrel blcck address was r.ct valid (used enly with ~VT). 

Data centrel tlcck type was nct ccrrect ([SORG, RECFM, MACRF, 
ELKEIZE, cr IREel field). 
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66.1 

66.2 

66.3 

66.4 

66.5 

66.6 

66.7 

SNAP 

SNAP -- Cunr ~ain Sterage and Continue (MV~) 

The SNAF naero instruction causes the ccntrcl fregram to dump some or 
all ef the rrain storage areas assigned to a task in the current jet 
step. Serre er all ef the contrel frcgran fields can also l:e dumped. 
~he forrrat ef the durrp is similar to the al:nornal terninaticn dunf shc~n 
in the publicatien Prcqranrrer's Guide te tetuss~~. 

A data set nust te sUfflied tc ccntain the cunf. An open data con­
trel tleck rrust te sUfplied for the data set, and nust ccntain the fcl­
lO'lfing oferands: 

DSCRG=FS,RECF~=VEA,~ACRF=(W),EIKSIZE=nnn,LRECI=125, 
and ttNAME=any nane tut SYSABENt cr SYSUDU~f. 

Where the tleck size r.r.n is either 882 er 1632 fcr ~VT. 

The standard ferm of the SNAP rraero instruction is written as follo'lfs: 

r--------T--------T----------------------------------------------------, 
I [syntol] I ENAP I DCB=dct address [,'ICB=address] I 
I I I [, Ir:=nurrter] [, Er:A'IA= (ccde fer control] I 
I I I Frogran l::lecks) I 
I I I [,Fr:ATA=(ccde fer frctlen prcgrarr areas)] I 
I I I [,E'ICRAGE=(starting address, ending address, ••• )] I 
I I I ,IIST=address cf list I L ________ ~ ________ ~ ____________________________________________________ J 

DCE= A-tYfe, (2-12) 
is the address ef the data ecntrel tlcck for the data set to con­
tain the dump. 

TCE= A-type, (2-12) 
specifies the address of a fullword en a fullword boundary contain­
ing the address of the task centrcl tlock fer a task of the current 
jct step ether than the active task. If c~itted, or if the full­
wcrd contains zero, the dump is fer the active task. If a register 
is designated~ the register can ccntain zerc to indicate the active 
task, or can contain the address cf a task ccntrcl l:lcck fer a task 
other than the active task. 

ID= Eyn, Dec Dig, (2-12) 

Sr:ATA 

a nurol::er l::etween 0 and 255. 'Ihe Durrter is frinted in the identifi­
cation heading associated with the durrf. If the numter specified 
is not among the numbers 0 to 255, then it ~ill net be frinted frc­
perly in the identificaticn heading. 

one tc fcur of the follcwing sets cf characters written in any 
order and seFarated l::y commas. The characters are used to request 
the associated control prograrr inforrration. If the SrATA cferand 
is incorrectly ceded, the ccntrcl frcgrarr assigns the code CB. 

fcde 
All 
NUC 

TRT 
CB 

Fields r:umped 
All of the follo~ing fields. 
All cf the centre 1 prcgran nucleus exceft the trace 
tatle. 
'Irace table. 
Task ccntrcl tleck (TCE), active request tlocks (RBs), 
contents directory entry (CrE), lead list elerrents 
(lIES), extent list (XL), data extent tlock (DEB), task 
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66.8 

66.8 

66.9 

66.10 

66.11 

SNAP 

Q 

infut/cutfut tatle (TICT), anc nain storage supervisor 
(~SS) control blocks. 
Queue ccntrcl blccks and queue elements. 

PDATA= 
is cne te five of the follo~ing sets cf characters written in any 
order and sefarated by ccnnas. Tte characters are used to request 
the asscciated frctlem frogran infornation. If the F[A1A cferand 
is inccrrectly ccded, the centrcl frcgran assigns the code All. 

Code 
Ail 
PSW 

REGS 

SA cr SAE 

JPA or IFA 
or ALI-PA 

SFIS 

Fields [unFed 
All of the follo~ing fields. 
Prcgrarr status ~crd when the SNAF rracrc instructicn was 
issued. 
ccntents of the general registers ~hen the SNAF rracrc 
instructien was issued. 
SA - frovides linkage infcrrraticn and a back trace 
thrcugh save areas. SA is selected if All is coded. 
SAE - only linkage inforrration. 
JFA - ccntents cf the jct fack area. 
LPA - contents of the link fack area. 
AIIFA - centents cf tcth fack areas, AILPA is selected 
if All is coded. 
All rrain stcrage sutfcels (0-127). 

STCRAGE= A-tYfe, (2-12) 
is one cr rrere fairs ef starting and endlng addresses; the areas 
defined ty the starting and ending addresses (inclusive) are durrped 
one fullwcrd at a tirre. If the starting and ending addresses are 
nct full~crd rrultifles, the addresses are rcunded dcwn or up, 
resfectively, tc a fullword. 

The starting and ending addresses rrust te within the region within 
which the user is oferating. If the addresses are nct within the 
region, the sterage area requested is nct durrfed. 

IIST=. A-type, (2-12) 
is the address cf a list of starting and ending addresses ef areas 
tc be durrfed. The addresses in the list are treated in the same 
rranner as the addresses described under STORAGE. 1he list nust 
begin cn a fullwcrd boundary; each address in the list occupies one 
fullwcrd. The high-order byte of the werd ccntaining the starting 
address ef the area te be dunfed rrust ccntain zeres cr that pair 
will te skipfed. The high-crder bit (bit 0) cf the fullword con­
taining the last ending address in the list nust be set te 1. 

control is returned te the instructien fcllcwing the SNAF macro 
instructien. When centrol is returned, register 15 centains ene ef the 
following return cedes: 

Hex 
Code 
00 

04 

08 

OC 

~eani1}g 
Successful cenfletien. 

Data centrel tlock was net cfen. 

Task centrol tleck address ~as not valid. 

~ata centrel blcck tYfe was net correct ([SCRG, RECF~, ~ACRF, 
BIRSIZE, er IBECI field). 
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61.1 

61.2 

61.3 

SNAP - L Form 

SNAP -- List Form 

The list form of the SNAP macro instruction is used to construct a 
control program parameter list. Any number of main storage addresses 
can be specified using the STORAGE operand. Therefore, the number of 
starting and ending address pairs in the list form of the SNAP macro 
instruction must be equal to the maximum number of addresses specified 
in any execute form of the macro instruction, or a DS instruction must 
immediately follow the list form to allow for the maximum number of 
addresses. 

The description of the standard form of the SNAP macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the list form only. 

The list form of the SNAP macro instruction is written as follows: 

r--------r--------T----------------------------------------------------, I [symbol] I SNAP I [DCB=address] [,ID=number] [,SDATA=(code)] I 
I I I [ , PDATA= ( code) ] I 
I I I I 
I I I [,STORAGE=(addreSs,address, ••• ~ ,MF=L I 
I I I, LIST=address J I L ________ ~ ________ ~ ____________________________________________________ J 

address 

code 

is any address that may be written in an A-type address constant. 

is written as indicated in the description of the standard form of 
the macro instruction. 

number 
is any absolute expression valid in the assembler language. 

MF=L 
indicates the list form of the SNAP macro instruction. 
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68.1 

68.1 

68.2 

68.3 

68.4 

SNAP - E Form 

SNAP -- Execute Form 

A remote control program parameter list is referred to and can be 
modified by the execute form of the SNAP macro instruction. 

If only the DCB, ID, MF, or TCB operands are coded in the execute 
form of the macro instruction, the bit settings in the parameter list 
corresponding to the SDATA, PDATA, LIST, and STORAGE operands are not 
changed. However, if one or more of the SDATA, PDATA, LIST operands are 
coded, the bit settings from the previous request are reset, and only 
the areas requested in the current macro instruction are dumped. 

The description of the standard form of the SNAP macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the execute form only. The operands in the shaded 
area of this format description are used only with MVTi they are ignored 
if coded with MFT. The operands in the nons haded area can be coded with 
any control program. 

The execute form of the SNAP macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, I [symbol] I SNAP I [DCB=addreSS][,TCB={ 'S' }][,ID=numberl I 
I I I address I 
I I I [,PDATA=code][,SDATA=code] I 
I I I [,STORAGE=(addreSs,address, ••• >] I 
I I I ,LIST=address I 
I I I ,MF=(E,{Control program list address}> I 
I I I (1) I L ________ ~ ________ ~ ____________________________________________________ J 

address 

'5' 

is any address that is valid in an RX-type instruction, or one of 
general registers 2 through 12, previously loaded with the indi­
cated address. The register may be designated symbolically or with 
an absolute expression, and is always coded within parentheses. 

is used to specify the task control block of the active task. 

number 

code 

is any absolute expression that is valid in the assembler language, 
or one of general registers 2 through 12, previously loaded with 
the indicated value. The register may be designated symbolically 
or with an absolute expression, and is always coded within 
parentheses. 

is written as indicated in the description of the standard format 
of the macro instruction. 

MF=(E,{Control program list addreSS}) 
(1) 

indicates the execute form of the macro instruction using a remote 
control program parameter list. The address of the control program 
parameter list can be coded as described under "address," or can be 
loaded into register 1, in which case MF=(E,(l» should be coded. 
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SNAP 

Not~: Any values (cedes cr addressEs SFEcifiEd ty the PDATA, LIS~, 
SDA~A, cr STCFAGE operands rEnain in effect cne of these operands 
is specified in the execute fern. In this caSE, all valuEs SFEci­
fiEd ty these opErands in thE list fcrn arE cancElEd, and only 
those values specified in thE E~ecute fern renain in effect. 
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69.1 

69.1 

69.2 

69.3 

69.4 

69.5 

69.6 

69.7 

SPIE 

SPIE -- SFECify Frogran InterruFticn Exit 

The SPIE nacrc instructicn is used tc sfECify tte address of an 
interru~ticn exit routine and to sFecify the Frcgran interrufticn tYfES 
that are to cause the exit routinE tc te givEn ccntrol. If the frcgran 
interru~ticn tY~ES s~ecified can te rrasked, the corres~onding progran 
mask bit in the Prcgram Status Wore is set to 1. 

The effect of each SPIE nacre i~structicn iSSUEd in performance of a 
task sUFersedes the effect of the ~revious SPIE nacrc instructicn iSSUEd 
in performance of the sane task. 1he sFecifiec exit routine is given 
centrol when one of the specified Frogran interruFticns occurs in any 
progran cf the task. 

A prograrr interrufticn ccntrel area (FICA) is created as part of the 
ex~ansion of the SPIE macro instruction. 1he PICA, sho~r. in Figure 64, 
contains the exit rcutine address and a ccce indicating the interruFtien 
tYFes sFecified in the SFIE macro instruction. ~he frevicus PICA 
address is returned in register 1 after executicn cf the SPIE nacrc 
instruction; this address can be used te r~stcre the PICA tefore return­
ing centrel. If nc SPIE environment exists ~hen the SPIE nacrc instruc­
tion is issued, register 1 ccntains zere when control is returned. 

The effect ef the last SPIE macro instrueticn issued is canceled ty 
issuing a SPIE rraere instructicn wi th ~e cferanas. This act-icn dces-.!}ct 
reestatlish the effect ef the frevieus SFIE. ~e reestatlish a previeus 
SFIE, whether cr nct a "cancel" SFIE has teen issued, an execute fcrn cf 
the SPIE nacrc instructicn nay te issued sfecifying the address of the 
aFFrc~riate PICA. Nete that issuing a "cancel" SPIE alsc causes the 
address of the Frevicus PICA tc be returnee (see Section I "Program 
InterruFticn Centrel Area" for other progranrring ccnsideraticns). 

The standard fcrm ef the SPIE macrc instructicn is written as fcllcws: 

r--------T--------T----------------------------------------------------, 
I [syrrbel] I SFIE I [interrufticn exit address, (interruptions)] I L ________ i ________ i ____________________________________________________ J 

interruI;ticn exit address A-tYI;e, (2-12) 
is the address cf the exit rcutine tc te given control after a ~rc­
grarr interruI;tien of the ty~e specified in the "interruFticns" 
o~erand. 

interru~ticns Dec Dig 
is ene cr rrere decirral nurrters, se~arated ty commas, indicating the 
cerrEs~ending interruption ty~e sho"n belclA. 'Ihe interruI;ticn 
types can be designated in any creer as fcllows: 

• Cne cr more single numbers, each indicating the ccrres~cnding 
~regrarr interrufticn ty~e • 

• Cne cr rrcre Fairs cf decinal nurrters, each pair indicating a 
range of corresponding interru~ticn tYI;es. ~he seccnd nurrter 
nust be higher than the first. The I;air of numbers must be 
seI;arated from each other ty conrras and enclesed in an additicn­
al set of I;arentheses. 
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69.8 

SPIE 

For example, (4,8) indicates interruption types 4 and 8; ((4,8» indi­
cates interruption types 4 through 8, inclusively. The interruption 
types are as follows: 

Number 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 

Interruption Type 
Operation 
Privileged operation 
Execute 
Protection 
Addressing 
Specification 
Data 
Fixed-point overflow (maskable) 
Fixed-point divide 
Decimal overflow (maskable) 
Decimal divide 
Exponent overflow 
Exponent underflow (maskable) 
Significance (maskable) 
Floating-point divide 

Bytes 1 3 2 

~ ------------/'~ ----------- ----------- -~--------r---------T---------T------------------------T-------------------------, 
I 0000 I program I exit routine address I interruption mask I 
I I mask I I I L _________ ~ _________ ~ ________________________ ~ _________________________ J 

Figure 64. Program Interruption Control Area 
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70.1 

70.1 

70.2 

70.3 

SPIE - L Form 

SPIE -- List Form 

The list form of the SPIE macro instruction is used to construct a 
control program parameter list in the form of a program interruption 
control area. 

The description of the standard form of the SPIE macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the list form only. 

The list form of the SPIE macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I SPIE I [interruption exit address] [,(interruptions)],MF=L I L ________ ~ ________ ~ ________________ ~ __________________________________ -J 

address 
is any address that may be written in an A-type address constant. 

interruptions 
are one or more decimal digits separated by commas. 

MF=L 
indicates the list form of the SPIE macro instruction. 
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71.1 

71.2 

71.3 

SPIE - E Form 

A remcte control Frogram Farameter list (fregran interrufticn eentrel 
area) is used in, and can te nedified ty, the execute form of the SPIE 
rraero instruction. The prograrr interrupticn centrel area can te 
generated ty the list fern ef the EFIE macre instruetien, cr the address 
cf the Frogran interrurtion centrel area returnee in register 1 folle~­
ing a rrevious SPIE rraero instruction can te used. The execute ferrr can 
be used te reestablish a frevicusly canceled SPIE ty sFecifying that 
PICA in the MF oferand. Both the standard and execute ferns cause the 
address of the frevieus FICA te te returnee in register 1. 

The descrifticn of the standard fern cf the EPIE nacre instruction 
provides the eXflanaticn cf the fur.cticn cf each cferand. The deserif­
ticn ef the standard forn alsc indicates which cferands are totally 
optional and which are required in at least cne cf the fair ef list and 
execute forrrs. The fcrnat descrirticn telcw indicates the oFtional and 
required eferands in the execute fcrrr cnly. If the address ef a fre­
vious Frograrr interruftien centrel area is usee, only the ~F operand 
sheuld te codee. 

The execute fcrrr ef the SPIE rracre instructien is ~ritten as fellcws: 

r--------T--------T----------------------------------------------------, 
I [syrrbcl] I SFIE I [interrufticn exit aecress] [, (interruptiens)] I 
I I I I 
I I I ,~F=(E,{Ccr.trcl rrcgran list aedreSS}) I 
I I I (1) I l ________ ~ ________ ~ __________________________________________________ ~-J 

address 
is any aaaress that is valid in an FX-tYFe instructien, cr ene cf 
general registers 2 thrcugh lL, rIevieusly loaded with the indi­
cated address. ~be register rray te designated synbclically cr with 
an abselute eXfressicn, and is always ccoed within Farentheses. 

interruFticns 
are one er ncre decirral nunters sefarated ty corrmas. 

~F=(E, ~cntrel Fregram list address) 
(1) 

indicates the execute forrr of the rracrc instruction using a remote 
contrcl fregrarr farameter list (Frogran interruftien centrcl area). 
The aedress of the centrel frcgran fararreter list can te coded as 
descrited under address, or can te leaded intc register 1, in which 
case ~F=(E, (1» sheuld te ccded. 
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72.1 

72.1 

72.2 

72.3 

72.4 

72.5 

72.6 

72.7 

72.8 

S'IAE 

S'IAE SfECify Task Atncrnal Exit 

The S'IAE nacre instructien enatles the user tc intercept a scheduled 
AEENt and tc haVE contrel returnEd te hin at a sr:ecified e~it reutine 
address. 'Ihe STAE nacrc instructicr. cFeratEs in tctn pretlew progran 
and superviscr Rodes. 

The S'IAE nacre instructien creates a S'IAE ccntrcl tlock (SCE) ~hich 
rEr:resents a S'IAE En~ironment that rerrains in effect during the execu­
tion of the prcgran that issued the S'IAE er until canceled by a sutse­
qUEnt S'IAE. When a RE'IURN, XC'IL, cr SVC 3 is issued, the system auto­
natically cancels the S'IAE environrrent fer that prcgran, unless XC~l=YES 
is coded in the STAE rracro instructicn. If XC'IL=YES is ceded and an 
XC'lL rracrc instructicn is issued, the STAE envircnnent rerrains in effect 
for the r:rcgrarr that receives centrcl as a result cf th~ XCTI wacro 
instructicn. 

When a STAE envircnnent is cancEled, thE last STAE envircnrrent that 
was crEatec and net sutsequently everlayed cr canceled (if any) tecoRes 
the current S'IAE envircnrrent. 

Note that issuir.g a LINK rracrc instructicr. dces nct cancel the STPE 
environrrent and that the user is rEspensitle fcr canceling the S'IAE 
environrrent if his prcgraR dces nct e~it via a RE'IUR~, XCTI, or SVC3. 
'Ihe user cannct cancEl or overlay a S'IAE ccntrcl bleck nct created ty 
his own Frcgrarr. 

within the STAE exit routinE, tte user rray r:erfcrn r:re-terrrination 
functiens cr diagncse an errcr. Ufcn corrpleticn ef STPE e~it reutinE 
prccessing, tbE user can either allcw atr.crrral terrrinaticn processing to 
ccntinue fcr the task or request tbat a S'IPE retry rcutir.e be scheduled 
which would circurrvent the schedulEd PEENt. Fcr further explanation of 
the facility fer SChEduling a STAE retry rcutine, see the ~F'I Guide cr 
the ~Yl_gu i~.§ • 

The S'IAE exit reutine cannot contain a STAE er an AT'IACE nacrc 
instruction. When a STAE retry rcutinE is nct te te schedulEd, the STAE 
exit reutine sheuld return with a code of 2ere in register 15. 

Entry te a S'IAE retry reutir.e cancels tte S'IAE environnent. If a 
S'IAE retry rcutine causes thE task to resune execution, the S'IAE 
environnent sheuld be reestatlished frcIT within the retry rcutine. 

The STAE nacro instructicn is written as fellews: 

r--------T--------T----------------------------------------------------, 
I I I {O } [, OV ] I I [symbel] I S'IAE I exit address ,e'I [,FPFA~=list address] I 
I I I I 
I I I [ {YES}] [ {.QUIESCE 1] I I I I, XC'IL= ~~ , PURGE= BAIT I 
I I I liC~E I 
I I I I 
I I I [ {YES}] I I I I ,ASYNCH= :t\C I l ________ ~ ________ i ____________________________________________________ J 

72.9 exit address A-type, (2-12) 
specifiES the address of a S'IPE e~it reutine te be entered if the 
task issuing this nacre instructicn tErninates atnormally. If 0 is 
sFecifiEd, the nest recent S'IPE request is canceled. 'Ihe address 
may be leaded intc ene cf the general registers 2 through 12. 
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STAE 

72.10 OV 
indicates that the parameters passed in this STAE macro instruction 
are to overlay the data contained in the previous STAE request. In 
the standard form only of the STAE macro instruction, if any of the 
parameters XCTL, PURGE, or ASYNCH are not specified, the default 
value for the omitted parameter is assigned. 

72.11 CT 

72.12 

72.13 

72.14 

72.15 

indicates the creation of a new STAE request. If neither OV or CT 
is specified, CT is assumed. 

PARAM= A-type, (2-12) 
specifies the address of a parameter list containing data to be 
used by the STAE exit routine when it is scheduled for execution. 
The address may be loaded into one of the general registers 2 
through 12. 

XCTL=YES 
indicates that the STAE macro instruction will not be canceled if 
an XCTL macro instruction is issued. 

XCTL=NO 
indicates that the STAE macro instruction will be canceled if an 
XCTL is issued by this program. If neither XCTL=YES or XCTL=NO is 
coded, XCTL=NO is assumed. 

PURGE= 

QUIESCE 
indicates that all outstanding requests for input/output (I/O) 
operations will be saved when the STAE exit is taken. At the end 
of the STAE exit routine, the user can code a retry routine to 
handle the outstanding I/O requests. (See the description of the 
STAE macro instruction in the MFT Guide or the MVT Guide for a 
description of the STAE retry routine.) If the PURGE operand is 
not specified, QUIESCE is assumed. If I/O cannot be quiesced, then 
I/O is halted (see PURGE=HALT). 

HALT 
indicates that all outstanding requests for input/output operations 
will not be saved when the STAE exit is taken. 

NONE 
indicates that input/output processing is allowed to continue norm­
ally when the STAE exit is taken. 

Notes: If any IBM-supplied access method, except EXCP, is being 
used, the PURGE=NONE option is recommended. If this is done, all 
control blocks affected by input/output processing may continue to 
change during STAE exit routine processing. 

If PURGE=NONE is specified and the ABEND was originally scheduled 
because of an error in input/output processing, an ABEND recursion 
will develop when an input/output interruption occurs, even if the 
exit routine is in progress. Thus, it will appear that the exit 
routine failed when in reality input/output processing was the 
cause of the failure. 
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72.16 

72.16 

72.17 

72.18 

STAE 

ASYNCH= 

YES 
indicates that asynchronous interrupt processing is allowed to 
interrupt the processing done by the STAE exit routine. ASYNCH=YES 
must be coded if: 

• Any supervisor services that require asynchronous interruptions 
to complete their normal processing are going to be requested by 
the STAE exit routine. 

• PURGE=QUIESCE is specified for any access method that requires 
asynchronous interruptions to complete normal input/output 
processing. 

• PURGE=NONE is specified and the CHECK macro instruction is 
issued in the STAE exit routine for any access method that 
requires asynchronous interruptions to complete normal input/ 
output processing. 

Note: If ASYNCH=YES is specified and the ABEND was originally 
scheduled because of an error in asynchronous exit handling, an 
ABEND recursion will develop when an asynchronous interruption 
occurs. Thus, it will appear that the exit routine failed when in 
reality asynchronous exit handling was the cause of the failure. 

NO 
indicates that asynchronous interrupt processing is not allowed to 
interrupt the processing done by the STAE exit routine. If the 
ASYNCH operand is not specified, NO is assumed. 

ISAM Notes: If ISAM is being used and PURGE=HALT is specified or PURGE= 
QUIESCE is specified but I/O is not restored: 

• Only the input/output event on which the purge is done will be post­
ed. Subsequent event control blocks (ECBs) will not be posted. 

• The ISAM Check routine will treat purged I/O as normal I/O. 

• Part of the data set may be destroyed if the data set is being 
updated or added to when the failure occurred. 

Control is returned to the instruction following the STAE macro 
instruction. When control is returned, register 15 contains one of the 
following return codes: 

Hex 
Code 
()() 

04 

08 

OC 

10 

Meaning 
Indicates successful completion of creating, overlaying, or can­
celing a STAE request. 

Indicates that STAE was unable to obtain storage for the STAE 
request. 

Indicates that the user was attempting to cancel or overlay a 
nonexistent STAE request, or that the user issued an STAE in his 
STAE exit routine. 

Indicates that the exit routine or parameter list address was 
invalid. 

Indicates that the user was attempting to cancel or overlay a 
STAE request of another user. 
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73.1 

73.2 

73.3 

STAE - L Form 

STAE -- List Form 

The list form of the STAE macro instruction is used to construct a 
control program parameter list. 

The description of the standard form of the STAE macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the list form only. 

The list form of the STAE macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I STAE I [exit address] [,PARAM=list address] I 
I I I I 
I I I [ {QUIESCE}] [ {YES}] I I I I, PURGE= HALT ,ASYNCH= NO I 
I I I NOOE I 
I I I I 
I I I ,MF=L I L ________ ~ ________ ~ ____________________________________________________ J 

address 
is any address that may be written in an A-type address constant. 

MF=L 
indicates the list form of the STAE macro instruction. 

Section II: Macro Instructions 191 



74.1 

74.1 

74.2 

74.3 

STAE - E Form 

STAE -- Execute Form 

A remote control program parameter list is used in, and can be modi­
fied by, the execute form of the STAE macro instruction. The control 
program parameter list can be generated by the list form of the STAE 
macro instruction. If the user desires to dynamically change the con­
tents of the remote STAE parameter list, he may do so by coding a new 
exit address and/or a new parameter list address. If exit address or 
PARAM= is coded, only the associated field in the remote STAE parameter 
list will be changed. The other field will remain as it was before the 
current STAE request was made. 

The description of the standard form of the STAE macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the execute form only. 

The execute form of the STAE macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
[symbol] STAE [exit ~ddress][:~~J[,PARAM=list address] 

~ xcrli={::S}] 

[,pURGE={:~iSCE}][,ASYNCH={::S}] 
,MF=(E,{remote list address}) 

(1) 

--------~--------~----------------------------------------------------

address 

ov 

CT 

is any address that is valid in an RX-type instruction, or one of 
the general registers 2 through 12, previously loaded with the 
indicated address. The register can be designated symbolically or 
as an absolute expression, and is always coded within parentheses. 

indicates that the contents of the STAE parameter list will overlay 
the existing data in the current STAE request. 

indicates that a new STAE request will be created. 

MF=(E,{remote list address}) 
( 1) 

indicates the execute form of the STAE macro instruction using a 
remote parameter list. The address of the remote parameter list 
can be loaded into register 1, in which case MF=(E,(l» should be 
coded. 
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75.1 

75.2 

75.3 

75.4 

S'IA'ItS 

The S'IA~US rracro instruction lets the rroclerr rrcgrarrrrer change the 
dispatchability status cf cne cr all cf his frcgrarr's suttasks. One use 
of the S'IA'IUS rracrc instruction is to restart suttasks that ~eIe stoffed 
~hen an attention exit rcutine ~as entered. 

The S'IA'IUS rracrc instructicn is used cnly in an ~VT environroent. It 
is igncred when it is issued in MF'I. 

The STATOS rracrc ir.structicn is ~rittEn as fcllc~s: 

r--------T------T------------------------------------------------------, 
I [symbol] ISTATUSI{START}[,TCE=suttask tct address] I 
I I I STOP I l ________ ~ ______ ~ ______________________________________________________ J 

S'IAR'I 

STCP 

indicates that the STOP/S'IAR'I count in the task ccntrcl tlcck sfe­
cified in the 'ICB crerand will te decre~ented ty 1. If the TeE 
orerand is not cooed, tbe STOP/S'IAR'I count is decrerrented ty cne in 
all the subtas~ tas~ ccntrcl tlccks cf the criginating tas~. Wben 
the STCP/START count in a TeE reaches 0, the nondisfatchatility 
status, estatlished by a frevious S~ATUS rracrc instructicn, is 
remcved. 

indicates tnat the S'IOP/S'IART ccunt in the task control tlock sfe­
cifiec in tbe TeE operand will te increrrented ty 1. If the 'ICB 
oferand is nct ccded, the S'ICP/STAR'I ccunt is increrrented ty 1 in 
the task contrel tlccks fcr all tte suttasks of the originating 
task. Each task refresented ty a TCE that has a nenzerc S'IOP/S'IART 
count is ncndisratchatle. 

TCB= RX-tYre, (2-12) 
sfecifies the address cf a full~crd en a full~crd teundary centain­
ing the address of the task ccntrel tlcck that is to have its S'ICP/ 
S'IAR'I count adjusted. If a register is designated, the register 
must ccntain the address cf the task control tlock. If this 
oFerand is not specified, the S'ICP/S'IAF'I ccunt is adjusted in the 
task control tlccks fcr all the suttasks of tte originating task. 

central is returned to the instruction follc~ing the S'IA'IUS nacrc 
instruction. ~hen ccntrel is returned, register 15 contains ene ef the 
fellcwing return cedes: 

Eex 
Code 
00 

04 

~eaning 
Successful 

'Ihe sFecified task ~entrol tlock dces net 
telong te a suttask ef the eriginating task. 
'Ihe S'IA'IDS macro instructien ~as igncred. 
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76.1 

S'II~ER 

76.1 When used in an cferating systell withcut the interval timer option, 
the STI~ER macro instruction results in an effective NCP instructicn. 
'Ibis assures ccrrFatitility with an crerating systeIT that does include 
the timer oftion. The STIMER rracrc instructicn is written as follo~s: 
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77.1 

77.2 

77.3 

77.4 

77.5 

77.6 

S'lIfoIER 

S'lIMER -- ~et Interval 'lirrer (~F'l ~ith Interval Tirrer CEticn) 

The S'II~ER rracro instruction causes the centrcl rregrarr tc set a Frc­
grarrroed tirrer tc a sfecified tirre interval (less than 24 hours) or to an 
interval tbat will ex~ire at a sfecified tirre cf day. 'Ihe interval is 
decremented ccntinueusly. An cFticnal tirrer ccrrFletie~ rcutine is given 
eentrel after an iLterruFtien caused ty the interval reaching zero; if 
nc timer cCITfletion routine is specified, nc i~dicatic~ that the tirre 
interval has ccrrrieted is frcvided. O~ly cne tirre interval is in effect 
at anyone time. A second STI~ER nacre instructicn issued tefere the 
firsttirre interval has teen cerrrietely oecrerrentec overrides the first 
interval and exit routine. 

The S'II~ER rracrc instructien is ~ritten as she~n in the fcllewing 
fcrrrat descriftien. The operands in the shaded area of the format 
descriFtion functicn in a different rranner when used with ~FT than when 
used with ~VT. A eenrariscn ef the different fUnctions should te made 
if the rracrc instrueticn is coded for uF~ard ccnFatitility. 'lhe 
eferands in the nonshaded area can te csed ~ith any cc~figuratien cf the 
oFerating systerr. 

r--------T--------T---------------------------~··------~.~---.-------------, 

I [syrrtcl]I S'lI~ER I I REAL .. 1 I 
I I I 'lASK . I 
I I I WAIT I 
I I I I 
I I I I' DIN'IVL=aodre ss 1 I I I I, EINTVL=address I 
I I I, 'lUIN'IVI=address I 
I I I ,TCr:=address I l ________ ~ ________ ~ ____________________________________________________ J 

REAL 

'IASK 

WAIT 

is written as shewn. It sFecifies that the timer interval is to te 
decrerrented continuously, and if the 'lor: ererand is codpd, the 
interval will eXFire at the indicated tine cf day. 

is written as shown. It specifies that the tirrer interval is tc te 
decrerrented er;ly when the asscciatec task is active. 

is written as shewn. It sfeeifies that the time interval is tc te 
decrerrented centinuously, and that the asseciated task is to te 
placed in the wait condition ~ntil the interval is ccnFleted. 

timer corrfletien exit address RX-tYfe, (0,2-12) 
is the address of the timer eernfleticn exit rcutine tc te scheduled 
to te given centrel after cerrFletien cf the sFecified tirre interv­
al. 'Ihe exit reutine is given contrcl by rreans of an interruftien 
of the task that was active ~hen thE S'II~ER rracre instructien was 
issued; the reutine rrust te ir; nain sterage when it is required. 
'Ihe centents ef the registers ~hen the e~it reutine is given cen­
trol are as fellcws: 

Beqistg 
0-1 
2 - 12 

13 
14 
15 

Contents 
Contrcl frograrn inforrration. 
UnFredictal:le. 
Address of a contrel prcgrarr - frcvided save area. 
Return address (tc the centrcl Frcgrarr.). 
Address of the exit routine. 
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77.7 

77.7 

77.8 

77.9 

77.10 

S'IIMER 

'Ihe exit rcutine is res~onsitle for saving and restcring registers. 

r:INTVL= RX-tYI=e, (1-12) 
is the acaress in rrain storage of a dcutlewcrd cn a doutleword 
boundary containing the time interval. The tine interval is I=re-
8entec as unI=acked decinal digits cf thE fcrn: 

EE~~SStb, where: 

EE"is hours (24-hour cl~ck); 
~~ is ninutes; 
SS is seconds; 

t is tenths cf seccnds; and 
h is hundredths of a second. 

EINTVL= RX-type, (1-12) 
is the aooress in main storage of a fullwcrd cn a fullword toundary 
containing the tine interval. 'IbE tine interval is I=resented as an 
unsigned 32-tit tinary nunter; the lcw-creer tit has a value of 
0.01 second. 

'IUIN'IVL= RX-type, (1-12) 
is the aacrESS of a fullword cn a fullwcrd bcundary containing the 
tine interval. 'Ihe tine interval is I=resentEd as an unsigned 32-
tit tinary nurrter; the lCw-crder tit bas a value of one timEr unit 
(26.041E6 rricroseconds). 

'TOD= RX-type, (1-12) 
is the addrESS of a doutle~ord on a dcutle~crd bcundary containing 
the tine cf day at which the interval is tc tE ccnFleted. The tine 
cf day is FresentEd as unI=acked decinal digits cf the form 
EEMMSSth. If 'IASK is specified, the tine cf day is interI=reteo as 
though the LI~TVI cI=erand had teer. sI=ecifieo. 

Nctes: The timE interval specified by a S'IIMER nacrc instructicn 
has no relation to the tine interval sFecified in an EXEC 
staterrent. 

If issued ty a tirr.er conpleticn e~it rcutine, a S'II~ER 
nacre instructicn acts as a ~Cf instruction. 

The value sI=ecified nust te a valid Fcsitive integer 
(non-zero) • 
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78.1 

78.2 

78.3 

78.4 

78.5 

78.6 

78.7 

S'II~ER 

The STI~ER macro instruction ca~ses the contrcl FIograrr tc set a rIC­
grarnmed tirrer to a s[eoified tirre interval (less than 24 hours) or to an 
interval tbat will expire at a specified tirre cf day. 'Ihe time interval 
is asseciated with the task that ~as active ~hen the S'II~ER rracrc 
instruction was issued. Only cne tine interval is associated with a 
task at anyone time; therefore, a seccnd STI~ER rracrc ir.structicn 
issued fer the sarre task cverrides the first time interval. 

The time interval is decremented either ccntinucusly cr cnly when the 
associated task is active. 'Ihe S'II~ER rracro instructicn can te used tc 
request the control Frograrr tc Flace the task in the wait condition 
until the time interval has teen ccmrletely decrerrented, and can s[ecify 
a timer corrFleticn exit routine tc te given centrol when the interval 
reaches zero. 

'Ihe S'IIMER rracre instructicn is written as fcllo~s: 

r--------T--------T----------------------------------------------------, 
I [symbol] I STI~ER I I REAL [,tirrer ccrrFleticn exit addreSs]l I 
I I I TASK [,tirrer corrpleticn exit address] I 
I I I ViAI'I I 
I I I I 
I I I l' IINTVL=address 1 I I I I ,BIN'IVI=a.ddress I 
I I I ,TUINTVL=address I 
I I I, 'ICD=address I L ________ L ________ ~ ____________________________________________________ J 

REAL 

TASK 

'WAIT 

is written as sbown. It specifies that the tirre interval is tc te 
decrerrented ccntinucusly. 

is written as shown. It specifies that the tirre interval is tc te 
decrerrented cr.ly when the asscciated task is active. 

is written as shcwn. It sFecifies that the time interval is tc te 
decrerrented continuously, and that the associated task is to te 
placed in the wait condition until the interval is ccrrFleted. 

timer corrpleticn exit address RX-type, (0,2-12) 
is the address of the timer ccrrpleticn exit rcutir.e tc te scheduled 
to be given ccntrcl after ccrrrletien cf the sFecified tirre interv­
al. If this eperand is orritted, ne indication of the completion ef 
the tirre interval is provided. Tbe exit rcutine has the sarre dis­
patching Frierity as the active task, and is given control when it 
is the highest priority ready task in the systerr; the rcutine rrust 
be in rrain stcrage when it is required. The contents of the regis­
ters when tne exit routine is given ccntrcl are as fcllcws: 

s~.!§!~.! 
o - 1 
2 - 12 

13 
14 
15 

Contents 
ccr.trcl-rrcgrarr infcrrraticn. 
UnFredictable. 
Address cf a ccntrcl rrcgrarr - rrevided save area. 
Return address (to the centrol rrcgrarr). 
Address cf the exit routine. 

The exit routine is responsible fer saving and restoring registers. 
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78.8 

78.8 

78.9 

78.10 

78.11 

STIMER 

~INTVL= RX-tYEe, (1-12) 
is the address in nain stcragE cf a dcutlEwcrd on a doutleword 
tcundary containing the time interval. ~he tine interval is Ere­
sented as unEacked decirral digits cf thE fcrm: 
HHMMSSth, where: 

BE is hcurs (24-hcur clcck) 
~~ is rrinutes 
ss is seccnds 

t is tEnths of a second 
h is hundredths cf a seccne 

BINTVI= RX-tYEe, (1-12) 
is the address in nain stcragE cf a full~crd cn a fullwcrd tcundary 
ccntaining thE tiRe intErval. The tine interval is presented as an 
unsigned 32-bit tinary nurrtEr; the lc~-crder tit has a value cf 
0.01 seccnd. 

~UINTVI= RX-tYFe, (1-12) 
is the address cf a fullwcrd cn a fullwcrd tcundary ccntainiDg the 
tirrE interval. The timE interval is Eresented as an unsigned 32-
bit binary nurrter; the lo~-order tit has a value cf cne tirrer unit 
(26.04166 rricrcseccnds). 

~cr= RX-tYFe, (1-12) 
is the address cf a dcutlewcrd cn a dcutlEwcrd toundary ccntaining 
the tirrE cf day at which the interval is tc te ccmpleted. ~he tirre 
of day is Fresented as unEackEd dEcinal digits cf the fcrn 
HH~~ssth. If TASK is sF€eifiEd, thE tirrE cf day is intErpreted as 
thcugh thE rIN~VL operand had been sFecified. 

~2!~~: ~he tine interval sFeeifiEd ty a STI~ER macrc instruction 
has nc relaticn tc thE tirre intErval specified in an EXEC 
staterrent. 

If issued ty a tiner cCllFleticn exit routine, a STI~ER 
nacre instruction will te hcnered. Hcwever, the STI~ER 
issued frcn the exit rcutine shculd net sFeeify that sane 
exit routine. If it dees sFecify the same exit routine, an 
infinite loop may occ~r. 

~he value sEecified nust te a valid Fcsitiv€ integer 
(nen-zero). 
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79.1 

79.2 

79.3 

TIME 

TIME -- Provide Date (MFT Without Timer Option) 

The TIME macro instruction causes the control program to return the 
date in register 1, as packed decimal digits of the form 00 YY DD DF, 
where: 

YY is the last two digits of the year 
DDD is the day of the year 

F is a sign character that allows the date to be unpacked and 
printed directly 

The accuracy of the date information depends upon the accuracy of the 
corresponding information entered by the operator. 

The TIME macro instruction is written as shown in the format descrip­
tion below. The operands in the shaded area of the format description 
are used only in an operating system that includes the timer option; 
they are ignored if coded in an operating system that does not include 
the timer option. 

r--------T--------T----------------------------------------------------, 
I [symbol] I TIME I I 
I I I I 
I I I I 
I I I I L ________ ~ ________ ~ ____________________________________________________ J 
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80.1 

80.1 

80.2 

80.3 

TIME 

TIME -- Provide Time and Date (MFT With Timer Option, MVT) 

The TIME macro insturction causes the control program to return the 
date in register 1. For the DEC, BIN, and TU operands, the time of day 
is returned in register O. For the MIC,address operand, the time of day 
is returned in the specified address, and register 0 is set to zero. 
The time of day and date are only as accurate as the corresponding 
information entered by the operator. 

DATE 

TIME 

the date is returned in register 1 as packed decimal digits of the 
form 00 YY DD DF, where: 

YY is the last two digits of the year 
DDD is the day of the year 

F is a sign character that allows the data to be unpacked and 
printed 

is the time of day, based on a twenty-four-hour clock, returned in 
the form designated by the operand shown below. The operand can be 
omitted, in which case DEC is assumed. 

The TIME macro instruction is written as follows: 

r-------~--------T----------------------------------------------------, 

I [symbol] I TIME I [DEC ] I 
I I I BIN I 
I I I TU I 
I I I MIC,address I L ________ ~ ________ ~ ____________________________________________________ J 

80.4 DEC 

80.5 BIN 

80.6 TU 

80.7 MIC 

is written as shown. Time of day is returned in register 0 as 
packed decimal digits of the form: 

HHMMSSth, where: 

HH is hours (24 hour clock); 
MM is minutes; 
SS is seconds; 

t is tenths of seconds; and 
h is hundredths of seconds. 

is written as shown. Time of day is returned in register 0 as an 
unsigned 32-bit binary number. The least significant bit is equi­
valent to one hundredth of a second. 

is written as shown. Time of day is returned in register 0 as an 
unsigned 32-bit binary number. The least significant bit is equi­
valent to 26.04166 microseconds (one timer unit). 

is written as shown. 

80.8 address Rx-type, (0,2-12) 
is the address of an 8-byte area in storage where the time of day 
is returned as an unsigned binary number with bit 51 equivalent to 
one microsecond. The MIC,address operand is used only in an MFT or 
MVT system that has been generated for the IBM Systern/370. 
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80.9 

TIME 

If the MIC,address operand is specified, register 15 will contain one 
of the following return codes when control is returned to the user: 

Hex 
Code 
00 

04 

Meaning 
Successful. 

Unsuccessful. The specified address is not valid; 
the date is in register 1, register 0 is zero. 
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81.1 

TTIMER 

TTIMER -- Test Interval Timer (MFT Without Interval Timer Option) 

81.1 When used in an operating system without the interval timer option, 
the TTIMER macro instruction results in an effective NOP instruction. 
This assures compatibility with an operating system that does include 
the timer option. The TTIMER macro instruction is written as follows: 
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82.1 

82.2 

TTIMER 

TTIMER -- Test Interval Timer (MFT With Interval Timer Option, MVT) 

The TTIMER macro instruction causes the control program to return in 
register 0 the amount of time remaining in a timer interval previously 
set by a STIMER macro instruction. The time remaining is returned as an 
unsigned 32-bit binary number specifying the numter of timer units (26 
micro-second units) remaining in the interval. If a time interval has 
not been set, register 0 contains a zero. The TTI~ER macro instruction 
can also be used to cancel the rerr.aining time interval. 

The TTIMER macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I 'ITIMER I [CANCEL] I L ________ ~ ________ L ____________________________________________________ J 

CANCEL 
is written as shown. It indicates that the rema1n1ng time interval 
and exit routine, if any, are to te cancelled. If this operand is 
not designated, the unexpired portion of the time interval remains 
in effect. 
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83.1 

83.1 

83.2 

83.3 

WAIT 

WAIT -- Wait for One or More Events 

The WAIT macro instruction informs the control program that perfor­
mance of the active task cannot continue until one or more specific 
events, each represented by a different event control block, have 
occurred. Bit 0 of each event control block must be set to zero before 
the event control block i;", used; the control program takes the following 
action: 

• For each event that has already occurred (each event control block 
already posted), one is subtracted from the number of events. 

• If the number of events is zerc by the time the last event control 
block is checked, control is returned to the instruction following 
the WAIT macro instruction. 

• If the numtex of events is not zero by the time the last event con­
trol block is checked, control is not returned to the issuing prc­
gram until sufficient event control tlccks are posted to bring the 
number to zero. Control is then returned to the instruction follow­
ing the WAIT macro instruction. 

A full description of the event control b10ck is presented in the 
publication IBM System/360 Operating System: System Control Blocks. 

The WAIT macro instruction is written as follows: 

r--------T---------T----------------------------------------------------, 
I [symbol] I WAIT I [number of events,]{ECB=address } I 
I I I ECBLIST=address I L ________ ~ ________ ~ ____________________________________________________ J 

number of events Sym, Dec Dig, (0,2-12) 
maximum is 255. Zero is an effective NOP instruction; one is 
assumed if the operand is omitted. The number of events must not 
exceed the number of event control blocks. 

ECB= RX-type, (1-12) 
is the address of the event ccntrol tlock representing the single 
event that must occur before processing can continue. Valid only 
if the number of events is one or is omitted. 

ECBLIST= RX-type, (1-12) 
is the address of a main storage area containing one or more conse­
cutive fu1lwords on a fullword boundary. Each fullword contains 
the address of an event contro~ block; the high-order bit in the 
last word must be set to one to indicate the end of the list. The 
number of event control blocks must be equal to or more than the 
specified number of events. 

Note: If the program issuing the WAIT has a protection key other than 
zero, the ECB specified must be in main storage that has the same pro­
tection key, except for the corrmunications ECB. 
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84.1 

WAITR 

WAITR -- Wait for One or More Events 

The WAITR macro instruction is coded .and is executed in exactly the 
same manner as the WAIT macro instruction. 
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85.1 

85.1 

85.2 

WTL 

WTL -- Write to Log 

The WTL macro instruction causes a message to be written to the sys­
tem log. The message can include any character that can be used in a 
character (C)-type DC statement, and is assembled as a variable-length 
record. 

The standard form of the WTL macro instruction is written as follows: 

r--------r--------T----------------------------------------------------, 
I [symbol] I WTL I 'message' I L ________ ~ ________ ~ ____________________________________________________ J 

message 
is the message to be written to the system log. The message must 
be enclosed in apostrophes, which will not appear in the log. The 
message is limited to 126 characters. 
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WTL -- List Form 

The list form of the WTL macro instruction is used to construct a 
control program parameter list. The message operand must be provided in 
the list form of the macro instruction. The description of the standard 
form of the macro instruction provides the requirements for writing the 
message. 

The list form of the WTL macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, I [symbol] I WTL I 'message',MF=L I L ________ ~ ________ ~ ____________________________________________________ J 

message 

MF=L 

is any character string valid in a character (C)-type DC 
instruction. 

indicates the list form of the WTL macro instruction. 

/ 
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WTL -- Execute Form 

A remote control program parameter list is used in the execute form 
of the WTL macro instruction. The parameter list can be generated by 
the list form of the WTL macro instruction. The message cannot be modi­
fied in the execute form of the macro instruction. 

The execute form of the WTL macro instruction is written as follows: 

r-------~--------T----------------------------------------------------, 
I [symbol] I WTL I MF=(E,{control program list address}) I 
I I I (1) I L ________ ~ ________ ~ ____________________________________________________ J 

MF=(E,{control program list address}) 
(1) 

indicates the execute form of the macro instruction using a remote 
control program parameter list. The address of the control program 
parameter list can be loaded into register 1, in which case MF=(E,( 
1» should be coded. If the address is not loaded into register 1, 
it can be coded as any address that is valid in an RX-type instruc­
tion, or one of the general registers 2-12, previously loaded with 
the address. A register can be designated symbolically or with an 
absolute expression, and is always coded within parentheses. 
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WTO -- Write to Operator (Without Multiple Console Support) 

88.1 The WTO macro instruction causes a message to be written to the 
operator's console and/or the system message class data set, depending 
on the routing and descriptor codes specified. 

88.2 The standard form of the WTO macro instruction is written as shown 
below. The operands in the shaded area of the format description are 
used in operating systems that include the Multiple Console Support 
(MeS)· option; they are ignored if coded in an operating system that does 
not include the MCS option, except for routing code 11 which designates 
a Write-to-Programmer request (WTP) and descriptor codes. 1 and 2. 

88.3 If a WTO macro instruction is coded with a routing code of 11 in an 
operating system that does not include the MeS option, this message will 
go to the system message class data set and will not go to the opera­
tor's console. If you want the message to also appear on the operator's 
console, code the appropriate routing code (as described in Appendix A) 
in addition to routing code 11. Figure 65 illustrates the type of requ­
est resulting from routing and descriptor code requests. Messages that 
are prefixed by an asterisk indicate a need for operator action. Requ­
est types in parentheses result when WTP is not functional. 

r-----------T------------T---------------------------------------------, I Routing I Descriptor I I 
I Code I Code I Type of Request I 
~-----------+------------+---------------------------------------------~ I 11 I None I WTP with no asterisk (WTO with no asterisk) I 
~-----------+------------+---------------------------------------------~ I 11 I 1 or 2 I WTP with no asterisk (WTQ with asterisk) I 
~-----------+------------+---------------------------------------------~ I 11, other I None I WTP and WTO with no asterisk (WTQ with no I 
I I I asterisk) I 
~-----------+------------+--------------------~------------------------~ 
I 11, other I 1 or 2 I WTP with no asterisk and WTO with asterisk I 
I I I (WTO with asterisk) I 
~-----------+------------+--------------~------------------------------~ 
I None I 1 or 2 I W'I'O with asterisk I . 
~-----------+------------+---------------------------------------------~ 
I None I None I WTO with no asterisk I L ___________ L ____________ ~ _____________________________________________ J 

Figure 65. Routing/descriptor code combinations and resulting actions 

Note: The multiple line form of the WTO macro instruction cannot be 
used to write messages to the system message class data set (Write-to­
Programmer messages). 

88.4 The operands in the nons haded area can be coded with any configura-
tion of the operating system. 

r-------~--------T----------------------------------------------------, I I I 'message' I 
I I I I 
I [symbol~1 WTO I I 
I I I I L ________ L ________ L ____________________________________________________ J 

88.5 message 
is the message to be written to the operator's console. The mes­
sage must be enclosed in apostrophes that will not appear on the 
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WTO 

console. It can include any character that can be used in a 
character (C-type) DC instruction, except the New Line control 
character (punch combination 11-9-5). The maximum message length 
is 124 characters (bytes) in a system with MVT, and 120 characters 
in a system with MFT. The message is assembled as a variable­
length record. 

('text'[,line type]) 
is used to write a multiple-line message to the operator. The mes­
sage may be up to ten lines long (if more than ten lines are passed 
by a program, the system will truncate the message at the end of 
the tenth line). This limit does not include the control line 
(message IEE932I). 

text 
is one line of the multiple-line message to be passed to the opera­
tor. A line consists of a character string enclosed in apostrophes 
(the apostrophes will not appear on the operator's console). Any 
character valid in a C-type DC instruction may be coded. The maxi­
mum number of characters depends on which line type is specified 
and which version of the operating system (MFT or MVT) is used (see 
Figure 66). 

line type 
is an alphabetic indicator defining the type of information con­
tained in the 'text' field of each line of the message: 

C 

L 

D 

indicates that the 'text' parameter is the text to be contained 
in the control line of the message. The control line normally 
contains a message title. C may only be coded for the first line 
of a multiple-line message. If this parameter is omitted and 
descriptor code 9 is coded, the system will generate a control 
line (message IEE932I) containing only a message identification 
number. 

indicates that the 'text' parameter is a label line. Label lines 
contain message heading information. If coded, label lines must 
either immediately follow the control line or be the first line 
of the multiple-line message if there is no control line. Only 2 
label lines ~ay be coded per message. 

indicates that the 'text' parameter contains the information to 
be conveyed to the operator by the multiple-line message. 

DE 

E 

indicates that the 'text' parameter contains the last line of 
information to be passed to the operator. 

indicates that the previous line of text was the las"t line of 
text to be passed to the operator. The 'text' parameter, if any, 
coded with a line type of E is ignored. 
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WTO -- Write to Operator (With Multiple Console Support) 

The WTO macro instruction causes a message to be written to one or 
more operator consoles. 

The standard form of the WTO macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I I I {'message'} I 
I I I ('text' [,line type]),... I 
I [symbol] I WTO I [,ROUTCDE=(number[,number], ••• )] I 
I I I [,DESC=(number[,number], ••• )] I L ________ ~ ________ ~ ___________________________________________________ -J 

message 
is the message to be written to one or more operator consoles. The 
message must be enclosed in apostrophes that will not appear on the 
console. It can include any character that can be used in a 
character (C-type) DC instruction, except the New Line control 
character (punch combination 11-9-5). The maximum message length 
is 124 characters (bytes) in a system with MVT, and 120 characters 
in a system with MFT. The message is assembled as a variable­
length record. 

Note: All WTO messages with a descriptor code of 1 or 2 are action mes­
sages. An asterisk is printed before the first character of an action 
message to indicate a need for operator action, but this does not reduce 
the maximum length of an action 'message. 

('text'[,line type]) 
is used to write a multiple-line message to the operator. The mes­
sage may be up to ten lines long (if more than ten lines are passed 
by a program, the system will truncate the message at the end of 
the tenth line). This limit does not include the control line 
(message IEE932I). 

text 
is one line of the multiple-line message to be passed to the opera­
tor. A line consists of a character string enclosed in apostrophes 
(the apostrophes will not appear on the operator's console). Any 
character vali~ in a C-type DC instruction may be coded. The maxi­
mum number of characters depends on which line type is specified 
and which version of the operating system (MFT or MVT) is used (see 
Figure 66). 

line type 
is an alphabetic indicator defining tpe type of information con­
tained in the 'text' field of each line of the message: 

C 

L 

indicates that the 'text' parameter is the text to be contained 
in the control line of the message. The control line normally 
contains a message title. C may only be coded for the first line 
of a multiple-line message. If this parameter is omitted and 
descriptor code 9' is coded, the system will generate a control 
line (message IEE932I) containing only a message identification 
number. The control line remains static during framing opera­
tions on a display ,console (provided that the message is dis­
played in an out-of-line display area). 

indicates that the 'text' parameter is a label line. Label lines 
contain message heading information; they remain static during 
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D 

DE 

E 

framing operations on a display console (provided that the mes­
sage is displayed in an out-of-line display area). Label lines 
are optional. If coded, lines must either immediately follow the 
control line or be the first line of the multiple-line message if 
there is no control line. Only 2 label lines may be coded per 
message. 

indicates that the 'text' parameter contains the information to 
be conveyed to the operator by the multiple-line message. During 
framing operations on a display console, the data lines are 
paged. 

indicates that the 'text' parameter contains the last line of 
information to be passed to the operator. 

indicates that the previous line of text was the last line of 
text to be passed to the operator. The 'text' parameter, if any, 
coded with a line type of E is ignored. 

ROUTCDE= Dec Dig 
specifies the routing codes to be assigned to the message. Number 
must be a routing code from 1 through 16. Routing codes are 
defined in Appendix A. If the ROUTCDE operand is omitted but the 
DESC is specified, routing code 2 is assigned. 

DESC= Dec Dig 
specifies the message descriptor code or codes to be assigned to 
the message. Number must be a descriptor code from 1 through 16. 
Descriptor codes are defined in Appendix A. If the DESC operand is 
omitted, no description code is assigned. 

If both the ROUTCDE and DESC parameters are omitted, the routing code 
specified in the OLDWTOR operand of the system generation SCHEDULR macro 
instruction is assigned. If the OLDWTOR operand is omitted, no routing 
code 2 is assigned. 

When control is returned, general register 1 contains the identifica­
tion number (24 bits and right-justified) assigned to the message. 

Note: The two operands available to the system programmer are MSGTYP 
and MCSFLAG. They are discussed in Appendix A. 

r--------------T------------------T------------------------------------, 
I Line Type I MFT I MVT I 
~--------------+------------------+------------------------------------~ I C I 31 characters . I 35 characters I 
I I I I 
I L I 71 characters I 71 characters I 
I I I I 
I D I 71 characters I 71 characters I 
I I I I 
I DE I 71 characters I 71 characters I 
~--------------~------------------~------------------~-----------------~ 
I Note: L, D, and DE lines displayed on a 2250 display console will be 
I truncated to 70 characters. I L ______________________________________________________________________ J 

Figure 66. Maximum 'text' field characters in a multiple-Line WTO 
message 
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WTO -- List Form 

The list form of the WTO Racro instruction is used to construct a 
control program parameter list. The message o~erand wust be provided in 
the list form of the rracro instruction. The description of the standard 
form of the macro instruction provides the reguirerrents for writing the 
message. 

The format description below indicates the optional and required 
operands for the list form. The oferands in the shaded area of the for­
mat description are used with MFT and MVT when those systems include the 
Multiple Console Support (MCS) option; they are ignored if coded without 
MCS, except routing code 11 in the ROUTCDE o~erand which designates a 
Write-to-Programmer request and descriptor codes 1 and 2. (See the 
standard form of the WTO macro instruction without MCS for a description 
of this exception.) 

r--------T--------T----------------------------------------------------, 
I I I {('text' [, line type]),... I 
I [symbol] I WTO I 'messa e' .... I 
I I I I 
I I I ,MF=L I L ________ ~ ________ ~ ____________________________________________________ J 

message 
is a character string valid in a character (C-type) LC instruction. 

'text' 
is a character string valid in a C-type DC instruction. 

line type 
is an alphabetic symbol indicating the type of information con­
tained in the 'text' parameter. 

ROUTCDE= 
is one or more decimal digits in the range 1 through 16. 

DESC= 
is one or more decimal digits in the range 1 through 16. 

MF=L 
indicates the list form of the WTC macro instruction. 

Note: Two additional o~erands available to the system programmer 
(MSGTYP and MCSFLAG) are discussed in Appendix A. 
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WTO -- Execute Fc:cIr 

A remote control program Farameter list is used in the execute form 
of the WTO macro instruction. The parameter list can be generated ty 
the list form of the WTO macro instruction. The message cannot be modi­
fied in the execute form of the macro instruction. 

The execute form of the WTO macro instruction is written as foll·ows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I WTO I MF=(E,{Control program list address}) I 
I I I (1) I L ________ ~ ________ i ____________________________________________________ J 

MF(E,{Control prograrr list address}) 
(1) 

indicates the execute form of the macro instruction using a remote 
control program parameter list. The address of the control frcgraro 
parameter list can be loaded into register 1, in which case MF=(E,( 
1» should be coded. If the address is not loaded into register 1, 
it can be coded as any address that is valid in an RX-type instruc­
tion, or one of the general registers 2-12, previously loaded with 
the address. A register can be designated symbolically or with an 
absolute expression, and is always coded within parentheses. 

Note: The remote control program Farameter list specified must be 
aligned on a halfword boundary. (The list form of the WTO macro 
instruction provides this alignment.) 
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WTOR -- Write to Operator With Reply (without ~ultiple Console SUFport) 

The WTOR macro instruction causes a message requiring a reply to be 
written to the operator's console, and provides the information required 
by the control program to return the reply to the issuing program. The 
program issuing the WTOR should ensure that an acceptable reply is 
received. 

The standard form of the WTOR macro instruction is written as shown 
below. The operands in the shaded area of the format description are 
used in an operating system that includes the Multiple Console Support 
(MCS) option; they are ignored if coded in an operating system that does 
not include the Multiple Console Support option, except for routing code 
11, which designates a write-to-prcgrarrmer request. If a WTOR message 
is coded with a routing code of 11 in an operating system that does not 
include the MCS option, the WTO pcrtion of the message will go to both 
the system message class data set and the operator's console. The 
operands in the nonshaded area can be coded with any confiquration of 
the operating syste~. 

r--------T--------T----------------------------------------------------, 
'[symboll, WTOR , 'message',reply address,length of reply, , 
, , , ecb address I , , , , 
L ________ ~ ________ ~ ____________________________________________________ J 

message 
is the message to be written to the operator's console. The mes­
sage must be enclosed in apostrophes, which will not appear on the 
console. It can include any character that can be used in a 
character (C-type) DC instruction, except the New Line control 
character (punch combination 11-9-5). The maxirrurr. message length 
is 121 characters (bytes) in a system with MVT, and 117 characters 
in a system with MFT. The message is assembled as a variable­
length record. No requirement exists to pad the message with 
blanks. 

Note: All WTOR messages are action messages. An asterisk is printed 
before the first character of an action message to indicate a need for 
operator action; this does not reduce the maximum length of an action 
message. 

reply address A-type, (2-12) 
is the address in main storage of the area into which the control 
program is to place the reply. The reply is left-justified at this 
address. 

length of reply 
is the length in bytes, of the reply message. 
length is 121 bytes. 

Sym, Dec Dig, (2-12) 
The maximum reply 

ecb address A-type, (2-12) 
is the address of the event control block to be used by the centrol 
program to indicate the completion of the reply. 

Section II: Macro Instructions 215 



93.1 

93.1 

93.2 

93.3 

93.4 

93.5 

93.6 

93.7 

93.8 

93.8 

93.9 

93.10 

WTOR 

WTOR -- Write to Operator With Reply (With Multiple Console Support) 

The WTOR macro instruction causes a message requiring a refly to te 
written to one or rrore 0Ferator consoles and the system log, and pro­
vides the information required by the control prograrr to return the 
reply to the issuing program. The frogram issuing the WTOR should 
ensure that an acceptable reply is received. 

The standard form of the WTOR wacro instruction is written as follows: 

r--------T--------T----------------------------------------------------, I (symbol] I WTOR I 'message' ,reply address, length of reply, I 
I I I ecb address[,RCUTCDE=(number[,nu~ber], ••• )] I 
I I I [,DESC=(nurrber[,nurrber], ••• )] I L ________ ~ ________ ~ ____________________________________________________ J 

message 
is the message to be written to the operator's console. The mes­
sage must be enclosed in apostrophes, which will not afpear on the 
console. It can include any character that can be used in a 
character (C-type) DC instruction, except the New Line control 
character (punch combination 11-9-5). The maximum message length 
is 121 characters (bytes) in a system with MVT, and 117 characters 
in a system with MFT. The message is assembled as a variable-length 
record. No requirement exists to pad the message with blanks. 

Note: All W~OR messages are action messages. An asterisk is printed 
before the first character of an action message to indicate a need for 
operator action; this does not reduce the maximum length of an action 
message. 

reply address A-type, (2-12) 
is the address in main storage of the area into which the contrel 
program is to place the reply. The reply is left-justified at this 
address. 

length of reply 
is the length, in bytes, of the reply message. 
length is 121 characters. 

Sym, Dec Dig, (2-12) 
The maximum reply 

ecb address A-type, (2-12) 
is the address of the event control block to be used by the control 
program to indicate the completion o'f the reply. 

ROUTCDE= Dec Dig 
specifies the routing codes to te assigned to the message. Number 
must be a routing code from 1 through 16. Routing codes are 
defined in Appendix A. If the ROUTCDE operand is orritted but the 
DESC operand is specified, routing code 2 is assigned. 

DESC= Dec Dig 
specifies the message. descriptor code or codes to be assigned to 
the message. Number must be a descriptor code from 1 through 16. 
Descriptor codes are defined in Appendix A. If the DESC operand is 
omitted, no descriptor code is assigned. 

If both the ROUTCDE and DESC operands are omitted, the routing code 
specified in the OLDWTOR operand of the system generation SCHEDULR macro 
instruction is assigned. If the OIDWTCR operand is omitted, routing 
code 2 is assigned. 

When control is returned, register 1 contains the identification 
number (24 bits and right-justified) assigned to the message. 

Note: The two operands available to the system progra~mer are MSGTYP 
and MCSFLAG. They are discussed in Appendix A. 
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WTOR -- List Form 

The list form of the WTOR macro instruction is used to construct a 
control program parameter list. The message operand must be provided in 
the list form. 

The description of the standard form of the WTOR macro instruction 
provides the requirements for writing the message and the explanation of 
the function of each operand. The description of the standard form also 
indicates which operands are totally oFtional and which are required in 
at least one of the pair of list and execute forrrs. The format descrip­
tion below indicates the optional and required operands in the list form 
only. The operands in the shaded area of the format description are 
used with MFT and MVI when those systems include the Multiple Console 
Support (MCS) option; they are ignored if coded with MFT or MVT without 
MCS, except routing code 11 in the ROUTCDE operand which designates a 
Write-to-Programmer request and descriptor codes 1 and 2. (See the 
standard form of the WTOR macro instruction without MCS for a descrip­
tion of this exception.) 

The list form of the WTOR macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I WTOR I 'message' ,[reply address], [length of reply] I 
I I I , [ecb address] I 
I I I I 
I I I ,MF=L I L ________ ~ ________ ~ ____________________________________________________ J 

address 
is any address that can be written in an A-type address constant. 

length 
is any absolute expression valid in the assembler language. 

message 
is a character string valid in a character (C-type) BC instruction. 

ROUTCDE= 
is one or more decimal digits in the range 1 through 16. 

DESC= 
is one or more decimal digits in the range 1 through 16. 

MF=L 
indicates the list form of the WTOR macro instruction. 

Note: Two additional operands (MSGTYP and MCSFLAG) available to the 
system programmer are discussed in Appendix A. 
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WTOR -- Execute Form 

A remote control program parameter list is used in the execute form 
of the WTOR macro instruction. The parameter list can be generated by 
the list form of the WTOR macro instruction. 

The description of the standard form of the WTOR rracro instruction 
provides the explanation of the functien of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the o~tional and 
required operands in the execute ferro only. The comma before the first 
operand is required to indicate the absence of the message operand, 
which is not allowed in the execute form. 

The execute form of the WTOR macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I WTOR I, [reply address], [length of reply], [ecb address] I 
I I I ,MF= (E,{control program list address}) I 
I I I (1) I L ________ L ________ L ____________________________________________________ J 

address 
is any address that is valid in an RX-type instruction, or one of 
general registers 2 through 12, previously loaded with the indi­
cated address. The register may be designated symbolically or with 
an absolute expression, and is always coded within parentheses. 

length 
is any absolute expression that is valid in the assembler language, 
or one of general registers 2 through 12, previously loaded with 
the indicated value. The register may be designated symbolically 
or with an absolute expression, and is always coded within 
parentheses. 

MF=(E,{control program list address}) 
(1) 

indicates the execute form of the macro instruction using a remote 
control program parameter list. The address of the control program 
parameter list can be coded as described under address, or can be 
loaded into register 1, in which case MF=(E,(l» should be coded. 

Note: The remote control program ~arameter list specified must be 
aligned ana fullword boundary. (The list form of the WTOR macro 
instruction provides this alignment.) 
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XCTL -- Pass Control to a Program in Another Load Module 

The XCTL macro instruction causes centrel te te passed to a specified 
entry point; the entry point name must be a member name or an alias in a 
directory of a partitioned data set. (With MVT, the entry point can be 
an added entry point specified in an IDENTIFY nacro instruction.) The 
load module containing the progran is trought into main storage if a 
usable copy is not available. (Refer to Section I for a discussien of 
the use of an existing copy of the load module.) 

No return is made to the program issuing the XCTL macro instruction; 
the responsibility count for the lcad module containing the XCTL macro 
instruction is lowered by one. Registers 2 through 14, the program 
interruption control area, and the program mask must be restored te the 
conditions that existed when the lead nodule received control before the 
XCTL macro instruction can be issued. If the specified entry point can­
not be located, the task is abnorrrally terrrinated. 

The standard form of the XCTL macro instruction is written as 
follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I XCTL I [Creg1[,reg 2]}],{EP=synbol } I 
I I I EPLOC=address of name I 
I I I DE=address of list entry I 
I I I I 
I I I [,DCB=dcb address] [,HIARCHY=number] I L ________ ~ ________ ~ ____________________________________________________ J 

(reg1,[reg2]) Dec Dig, A-type 

EP= 

is the range of registers fron 2 through 12 to be restored from the 
save area pointed to by register 13. The value of the reg1 operand 
must be less than the value of the reg2 operand. If the reg2 
operand is omitted, only the register specified is loaded; if both 
operands are omitted, the contents of the registers are not 
altered. 

Note: If a base register is to be restored to its original con­
tents, use the reg1,reg2 operand. Do not change the base register 
before the XCTL macro instruction is executed. 

Sym 
is the entry point name in the program to be given control. 

EPLOC= A-type, (2-12) 
is the address of the entry point name described above. The name 
must be padded with blanks to eight bytes, if necessary. 

DE= A-type, (2-12) 
is the address of the name field of a list entry for the entry 
point name. The list entry is constructed using the BLDL macro 
instruction. The DCB operand must indicate the same data contrel 
block used in the BLDL macro instruction. If the module is indi­
cated as being in the job, step, or task library by the Z byte in 
the BLDL list entry, the XCTL macro instruction must be either in 
the same task as the BLDL or in a task with the same chain of task 
libraries. 
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DCB= A-type, (2-12) 
is the address of the data control block for the partitioned data 
set containing the entry Foint name described above. 

If the DCB= operand is omitted or if ~CB=O is specified when the 
XCTL macro instruction is issued ty the job step task, the data 
sets referenced by either the STEPLIB or JOBLIB DD statement are 
first searched for the entry point name. If the entry Foint name 
is not found, the link library is searched. 

If the DCB= operand is omitted or if ~CB=O is specified when the 
XCTL macro instruction is issued ty a subtask, the data set(s) 
associated with one or more data control blocks referenced by pre­
vious A~TACH macro instructions in the subtasking chain are first 
searched for the entry point name. If the entry point name is not 
found, the search is continued as if the XCTL macro instruction had 
been issued by the job step task. The DCB must not be defined in 
the program issuing the XCTL. 

96.9 BIARCHY= Dec ~ig 
specifies the storage hierarchy (0 or 1) in which the load module 
is to be loaded when a usable copy is not already available in rrain 
storage. If the HIARCHY pararreter is missing, loading will take 
place according to the hierarchy specified at Link Edit time. If 
HIARCHY is specified, it will override any hierarchy assignments 
made during linkage editing. The HIARCHY operand i~ ignored in an 
operating systerr that does not have main storage hierarchy support. 

96.10 Note: A problem program parameter list may be passed to the called Fro­
gram by loading its address into register 1. The pararreter list must 
begin on a fullword boundary. Each fullword in the list must have the 
high-order byte set to zeros, exceFt fer the last fullword, which must 
have the high-order bit set to 1. 
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97.1 

97.2 

97.3 

XCTL - L Form 

XCTL -- List Form 

Two parameter lists are used in an XCTL macro instruction: a control 
program parameter list and an optional problem program parameter list. 
Only the control progra~ parameter list can be constructed in the list 
form of the XCTL macro instruction. Address parameters to be passed in 
a parameter list to the problem program can be provided using the list 
form of the CALL macro instruction. This parameter list can be referred 
to in the execute form of the XCTL macro instruction. 

The· description of the standard form of the XCTL macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the list form only. 

The list form of the XCTL macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
I [symbol] I XCTL I [EP=SymbOl ][,DCB=dCb address] I 
I I I EPLOC=address of name I 
I I I DE=address of list entry I 
I I I I 
I I I [,HIARCHY=numberl,SF=L I L ________ ~ ________ ~ ____________________________________________________ J 

address 
is any address that may be written in an A-type address constant. 

SF=L 
indicates the list form of the XCTL macro instruction. 
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98.1 

98.1 

98.2 

98.3 

98.4 

98.5 

98.6 

98.7 

222 

XCTL - E Form 

XCI'L -- Execute Form 

Two parameter lists are used in the XCTL macro instruction; a control 
program parameter list and an optional problem program parameter list. 
Either or both of these parameter lists can be remote and can be 
referred to, and modified by, the execute form of the XCTL macro 
instruction. If only the problem program parameter list is remote, 
operands that require the control program parameter list cause that list 
to be constructed in line as part of the macro expansion. If only the 
control program parameter list is remote, no problem program parameters, 
including the regl,reg2 operand, can be specified. 

/ 

The description of the standard form of the XCTL macro instruction 
provides the explanation of the function of each operand. The descrip­
tion of the standard form also indicates which operands are totally 
optional and which are required in at least one of the pair of list and 
execute forms. The format description below indicates the optional and 
required operands in the execute form only. 

The execute form of the XCTL macro instruction is written as follows: 

r--------T--------T----------------------------------------------------, 
[symbol] XCTL [(regl [,reg2])][,PARAM=(addresses)[,VL=1]] 

[
, EP=symbol J 
,EPLOC=address of name [,DCB=dcb address] 
,DE=address of list entry 

[,HIARCHY=number] 

,MF=(E,{problem program list address}) 
(1) 

,SF=(E,{control program list address}) 
(15) 

,MF=(E,{address}>,SF=(E, {address}) 
(1) (15) 

-------~--------~----------------------------------------------------

address 
is any address that is valid in an RX-type instruction, or one of 
general registers 2 through 12, previously loaded with the indi­
cated address. The register may be designated symbolically or with 
an absolute expression, and is always coded within parentheses. 

PARAM= RX-type, (2-12) 

VL=l 

is one or more address parameters, separated by commas, to be 
passed to the called program. Each address is expanded to a full­
word on a fullword boundary beginning at the address specified in 
the MF operand. Any parameters specified sequentially overlay the 
existing addresses in the specified list. 'rhis operand can only be 
used if MF=(E, is specified. 

causes the high-order bit of the last address parameter to be set 
to 1. This operand can only be specified if the PARAM operand is 
specified, and should be used only if the called program expects a 
va1~able number of parameters. If the PARAM operand is specified, 
but the VL=l operand is omitted, the high-order bit of the last 
address parameter is set to o. 

MF=(E,{prOblem program list address}) 
(1) . 

indicates the execute form of the macro instruction using a remote 
problem program parameter list. Any control program parameters 
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98.8 

98.9 

XCTL - E Form 

specified are provided in a control program parameter list expanded 
in line. The address of the problem program parameter list can be 
coded as described under "address," or can be loaded into register 
1, in which case MF=(E,(l» should be coded. 

SF=(E,{Control program list addreSS}) 
(15) 

indicates the execute form of the macro instruction using a remote 
control program parameter list. No problem program parameters can 
be specified. The address of the control program parameter list 
can be coded as described under "address," or can be/loaded into 
register 15, in which case SF=(E,(lS» should be coded. 

MF= (E, {addreSs}) ,SF=(E, {addreSS}) 
(1) (15) , 

indicates the execute form of the macro instruction using both a 
remote problem program parameter list and a remote control program 
parameter list. The addresses of the parameter lists are coded or 
loaded into registers 1 and '15, as explained above. 
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A.l 

APPENDIX A: MESSAGE ROUTING FOR MULTIPLE OPERATOR CONSOLES 

ROUTING CODES 

A.l Routing codes provide the mechanism to route WTO and WTOR messages to 
the locations where they are ;leeded. They indicate the functional area 
or areas to which a message is to be sent. If no routing code is 
assigned but a descriptor code is assigned, default is to routing code 
, These codes are not printed or displayed as part of the message 
t~;xt. To use routing codes, the system must have either the MFT or MVT 
control program and must have the Multiple Console Support (MCS> option 
included at system generation, except when routing code 11 is used to 
obtain a write-to-Programmer message in the message output class. 

A.2 Routing codes and their definitions are: 

Code 
-1-

2 

Description 
MASTER CONSOLE. This rOQting code is for messages that must be 
sent to the master console because some action is required by the 
master console operator, or because the message contains informa­
tion considered critical to the continued operation of the sys­
tem. The number of messages with this attribute should be kept 
to a minimum. 

MASTER CONSOLE INFORMATIONAL. This routing code is for informa­
tional messages to the master console operator. Informational 
messages usually require no action from the operator. If they 
do, that action should be at the operator's discretion. 

3 TAPE POOL. See routing code 4. 

4 DIRECT ACCESS POOL. The tape pool and direct access pool routing 
codes are for messages that contain instructions for volume 
handling in the tape and disk areas. Messages about error condi­
tions which occur as a result of the operation of these devices 
may also be assigned one of these routing codes. 

5 TAPE LIBRARY. See routing code 6. 

6 DISK LIBRARY. T~ tape library and disk library routing codes 
are used for any message that specifies tape library information 
or disk library information. 

7 UNIT RECORD POOL. This routing code is for messages about prin­
ters, punches, and card readers. The following classes of infor­
mation should be sent to this pool: 

• Types of printer chains or trains required. 

• Carriage control tapes required. 

• Types of forms or cards required. 

• Error conditions on unit record equipment. 

8 TELEPROCESSING CONTROL. This routing code is for messages relat­
ing to teleprocessing. 

9 SYSTEM SECURITY. This routing code is for messages of interest 
to the system security office (such as password messages). 
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10 SYSTEM/ERROR MAINTENANCE. This routing code is used for any mes­
sage indicating system errors or uncorrectable I/O errors, and 
for any message associated with system maintenance. 

11 PROGRAMMER INFORMATION. This routing code is for messages of 
interest to the programmer. -The message is included in the mes­
sage class for the job and written on the system output device. 

12 

13 

14 

15 

16 

Multiple-line messages written using the ('text'[,line type]) 
parameter of the WTO macro instruction cannot be passed to the 
programmer using routing code 11. 

EMULATOR INFORMATION. This routing is for messages issued by 
emulator program. 

USER ROUTING CODE. Available for customer usage. 

USER ROUTING CODE. Available fm customer usage. 

USER ROUTING CODE. Available for customer usage. 

RESERVED FOR FUTURE USE. 

an 

DESCRIPTOR CODES 

A.3 Descriptor codes functionally classify WTO and WTOR messages so that 
they may be properly presented on all consoles and deleted from display 
type consoles. Each WTO and WTOR message should contain one descriptor 
code. If no descriptor code is coded in the WTO or WTOR, no descriptor 
code is assumed. Descriptor codes 1 through 7 are mutually-exclusive, 
and coding more than one descriptor code in a WTO or WTOR macro instruc­
tion makes results unpredictable. These codes are not printed or dis­
played as part of the message text. To use descriptor codes, the system 
must have the MFT or MVT control program and must have the Multiple Con­
sole Support (MCS) option included at system generation. 

A.4 Descriptor codes and their definitions are: 

Code 
-1-

2 

3 

4 

Description 
SYSTEM FAILURE. This descriptor code is for messages that indic­
ate that a catastrophic error has occurred and another IPL of the 
system is required. 

IMMEDIATE ACTION REQUIRED. This descriptor-code is for messages 
that request an immediate operator action (completion of the 
action is required before a task can proceed). WTO messages with 
descriptor code 2 must be deleted by a Delete Operator Message 
(DOM) macro instruction when the operator action has been accomp­
lished, or the operator will have to perform the action to delete 
the messages. WTOR messages with descriptor code 2 do not 
require the DOM macro instruction. The message is automatically 
marked as deleteable upon receipt of the corresponding REPLY 
command. 

EVENTUAL ACTION REQUIRED. This descriptor code is for messages 
requesting operator action where a task does not await completion 
of the action. 

SYSTEM STATUS. This descriptor code is for messages that indic­
ate the status of the system, such as system task status or a 
hardware unit status such as uncorrectable I/O errors. 
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A.S 

5 IMMEDIATE COMMAND RESPONSE. This descriptor code is for error 
and nonerror messages that are written as a direct result of an 
operator or system command. 

6 JOB STATUS. This descriptor code is for messages that indicate 
the status of a job or job step. 

7 APPLICATION PROGRAM/PROCESSOR. This descriptor code is for mes­
sages issued by problem programs or by processors executed as 
problem programs. This descriptor code is the End-of-Step mes­
sage deletion indicator, and all messages with this code are 
deleted when the job step in which they were issued is ter­
minated. This does not apply to a terminating TSO task. 

8 OUT-OF-LINE MESSAGE. This descriptor code is used for one mes­
sage or a group of one or more messages that is to be displayed 
out of line. If the device support cannot print a message out of 
line, the code will be ignored and the message will be printed in 
line with other messages. 

9 DISPLAY/MONITOR RESPONSE. This descriptor code is used for mes­
sages that are written in response to an operator's request for 
information made by means of the DISPLAY or MONITOR command. 
Descriptor code 9 also ensures that a control line (message IEE9-
321) is written for the message. Descriptor code 9 must be spe­
cified if a message ID is needed in the control line of a 
multiple-line message. This allows subsequent message deletion. 

10-16 Reserved for future use. 

OPERANDS FOR USE BY THE SYSTEM PROGRAMMER 

A.S The WTO and WTOR macro instructions have two special operands, the 
MSGTYP and MCSFLAG operands. These operands should be used only by the 
system programmer who is thoroughly familiar with the Multiple Console 
Support (MCS) Communications Task, since improper use of these operands 
can impede the entire message routing scheme. These operands set flags 
to indicate that certain system functions must be performed, or that a 
certain type of information is being presented by the WTO or WTOR. 

A.6 The MSGTYP and MCSFLAG operands may be specified on either the stan-
dard or list form of the WTO and WTOR macro instruction. The standard 
form of the WTO macro instruction is shown below. 

r--------T--------T----------------------------------------------------, 
I [symbolll WTO I{('text' [,line type])} I 
I I I 'message' I 
I I I [,DESC=(number)] [,ROUTCDE=(number)] I 
I I I I 
I I I N I 
I I I Y I 
I I I [,MSGTYP= JOBNAMES 1 I 
I I I STATUS I 
I I I ACTIVE I 
I I I [,MCSFLAG=(name[,namel, ••• )] I L ________ ~ ________ ~ ____________________________________________________ J 

A.7 MSGTYP=JOBNAMES or MSGTYP=STATUS 
specifies that the message is to be routed to the console which 
issued the DISPLAY JOB NAMES or DISPLAY STATUS command, respective­
ly. When the message type is identified by the operating system, 
the message will be routed to only those consoles that had 
requested the information. omission of the MSGTYP parameter causes 
the message to be routed as specified in the ROUTCDE parameter. 
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A.8 MSGTYP=ACTIVE 
specifies that the multiple-line message is in response to a MON­
ITOR A (MN A) command and should be routed to the console that 
issued the command. 

A.9 MSGTYP=Y or MSGTYP=N 

A.l0 

A.ll 

specifies that two bytes are to be reserved in the WTO or WTOR 
macro expansion so that flags can be set to describe what MSGTYP 
functions are desired (see Figure 67). Y specifies that two bytes 
of zeros are to be included in the macro expansio~ at displacement 
WTO + 4 + the total length of the message text, descriptor code, 
and routing code fields. N, or omission of the MSGTYP parameter, 
specifies that the two bytes are not needed, and that the message 
is to be routed as specified in the ROUTCDE parameter. If an inva­
lid MSGTYP value is encountered, a value of N is assumed, and a 
diagnostic message is produced (severity code of 8). 

r-----T--------------------------------, 
I Bit I Meaning I 
~-----+--------------------------------~ 
I 0 1 DISPLAY JOBNAMES I 
~-----+-------------------------------~ 
I 1 I DISPLAY STATUS I 
~-----+--------------------------------~ 
I 2-15 1 Reserved for future system use. I 
1 1 Must be zeros. I L _____ ~ ________________________________ J 

Figure 67. Bit definitions for MSGTYP=Y 

When MSGTYP=Y, the issuer of the WTO or WTOR macro instruction that 
contains the MSGTYP information must set the appropriate message 
identifier bit in the MSGTYP field of the macro expansion. Prior 
to executing the WTO or WTOR SVC (SVC 35), he must also set byte 0 
of the MCSFLAG field in the macro expansion to a value of X'10'. 
This value indicates that the MSGTYP field is to be used for the 
message routing criteria. When the message type is identified by 
the system, the message will be routed to all consoles that had 
requested that particular type- of information. Routing codes, if 
present, will be ignored. 

MCSFLAG 
specifies that the macro expansion should set bits in the MCSFLAG 
field as indicated by each name coded. Names and their correspond­
ing bit settings are shown in Figure 68. 

ROUTCDE, DESC, and MSGTYP parameter combinations are shown in Figure 
69. Coding of anyone of the four keyword parameters (ROUTCDE, DESC, 
MSGTYP, MCSFLAG) causes a new format WTO or WTOR to be generated. 
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A.II 

r--------r-------T------------------------------------------------, 
I Name I Bit I Meaning I 
~--------+-------+------------------------------------------------~ 
J ---- I 0 I Invalid entry. I 
~--------+-------+------------------------------------------------~ 
I REGO I 1 I Message is to be queued to the console whose I 
I I I source ID is passed in Register O. I 
~--------+-------+------------------------------------------------~ 
I RESP I 2 I The WTO is an immediate command response. I 
t--------+-------+------------------------------------------------~ 
I ---- I 3 I Invalid entry. I 
~--------+-------+------------------------------------------------~ 
I REPLY I 4 I The WTO macro instruction is a reply to a WTOR I 
I I I macro instruction. I 
~--------+-------+------------------------------------------------~ 
I BRDCST I 5 I Message should be broadcast to all active I 
I I I consoles. I 
~--------+-------+------------------------------------------------~ 
I HRDCPY I 6 I Message queued for hard copy only. This I 
I I I operand is invalid with the multiple-line form I 
I I I of WTO. I 

t--------t-------+------------------------------------------------~ 
I QREGO I 7 I Message is to be queued unconditionally to the I 
I I I console whose source ID is passed in Register I 
I I I o. I 
~--------+-------+------------------------------------------------~ 
I NOTIME I 8 I Time is not appended to the message. This I 
I I I operand is invalid with the multiple-line form I 
I I I of WTO. I 
t--------+-------+------------------------------------------------~ 
I ---- I 9-12 I Invalid entry. I 
.--------+-------+------------------------------------------------~ 
I NOCPY I 13 I If the WTO or WTOR macro instruction is issued I 
I I I by a program in the supervisor state, the mes- I 
I I I sage is not queued for hard copy. Otherwise, I 
I I I this parameter is ignored. I 
.--------+-------+------------------------------------------------~ 
I ---- I 14-15 I Invalid entry. I 
t--------~-------~------------------------------------------------~ I Note: Invalid specifications are ignored and produce an appro- I 
I priate error message. I L _________________________________________________________________ J 

Figure 68. MCSFLAG parameters 
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r---T---------------------------------------TT------------------------------------------------------------, 
I I Parameter Coded II Expansion Generates I 
~---+---------T---------T--------T----------++---------------T---------------T-------------T--------------~ 
INo·1 ROUTCDE I DESC I MSGTYP I MCSFIAG I I ROUTCI:E I DESC I MSGTYP I MCSFLAG I 
~---+---------+---------+--------+----------++---------------+---------------+-------------+--------------~ 
11 ISpecifiedlSpecifiedl Y I Optional IICodes SpecifiedlCodes Specified I Zeros lAs Specified# I 
I 2 I Specifiedl Specified I N I Optional I I Codes Specifiedlcodes specifiedlField OmittedlAs Specified# I 
I 3 I specified I Specified I JOBNAMES I Optional IICodes Specifiedlcodes Specified I X'8000' lAs Specified# I 
I 4 I Specified I Specified I STATUS I Optional IICodes Specifiedlcodes Specifiedl X'4000' lAs Specified# I 
I 5 IspecifiedlSpecifiedl Omittedl Optional I I Codes Specified I Codes SpecifiedlField OmittedlAs Specified# I 
~---+---------+---------+--------+----------++---------------+---------------+-------------+--------------~ 
I 6 ISpecifiedl Omitted I Y I Optional IICodes specified I Zeros I Zeros lAs Specified# I 
17 I Specified I On,itted I N I Optional I I Codes specified I Zeros IFieldOmittedlAs Specified# I 
I 8 ISpecifiedl Omitted I JOBNAMESI Optional I ICodes Specifiedl Zeros I X'8000' lAs Specified# I 
I 9 ISpecifiedl Omitted I STATUS I Optional I I Codes Specified I Zeros I X'4000' lAs Specified# I 
110 ISpecifiedl Omitted I Omittedl Optional IICodes Specifiedl Zeros IField OmittedlAs Specified# I 
~---+---------+---------+--------+----------++---------------+---------------+-------------+--------------~ 
111 I Omitted I Specified I Y I Omitted* I I Routing Cede 2 Icodes specified I Zeros I X'8000' I 
112 I Omitted ISpecifiedl N I Omitted* I I Routing Code 2 ICodes SpecifiedlField Omitted I X'8000' I 
113 I Omitted I Specified I JOBNAMES I Omitted* I IRouting Cede 2 ICodes Specified I X'8000' I X'8000' I 
114 I Omitted ISpecifiedl STATUS I Omitted* I I Routing Code 2 ICodes Specified I X'4000' I X'8000' I 
115 I Omitted I Specified I Omitted I Omitted* IIRouting Cede 2 Icedes SpecifiedlField Omitted I X'8000' I 
~---+---------+---------+--------+----------++---------------+---------------+-------------+--------------~ 
116 I omitted ISpecifiedl Y IREGO/QREGOI I Zeros Icodes Specifiedl Zeros lAs Specified# I 
117 I omitted I Specified I N IREGO/QRBGOI I Zeros ICodes SpecifiedlField OmittedlAs Specified# I 
118 I Omitted ISpecifiedIJOBNAMESIREGO/QREGOI I Zeros Icodes Specified I X'8000' lAS Specified# I 
119 I Omitted ISpecifiedl STATUS IREGO/QREGOI I Zeros ICodes Specified I X'4000' lAS Specified# I 
120 I Omitte¢ I Specified I OmittedIREGO/QREGOI I Zeros Icodes SpecifiedlField OmittedlAs Specified# I 
~---+---------+---------+--------+----------++---------------+---------------+-------------+--------------~ 
121 I Orr,itted I Omitted I Y I Omitted* IIRouting Code 2 I Zeros I Zeros I X'8000' I 
122 I Omitted I Omitted I N I Omitted* I I Routing Cede 2 I Zeros I Field Omittedl X'8000' I 
123 I Omitted I Omitted I JOBNAMESI Omitted* IIRouting Code 2 I Zeros I X'8000' I X'8000' I 
124 I Omitted I Omitted I STATUS I Omitted* IIRouting Cede 2 I Zeros I X'4000' I X'8000' I 
125 I Omitted I Omitted I Omittedl Omitted* I IField omitted IField Omitted I Field Omitted I Zeros I 
~---+---------+---------+--------+----------++---------------+---------------+-------------+--------------~ 
126 I Omitted I Omitted I Y IREGO/QREGOI I Zeros I Zeros I Zeres lAs specified# I 
127 I Omitted I Omitted I N IREGO/QREGOI I Zeros I Zeros IField omittedlAs Specified# I 
128 I Omitted I Omitted IJOBNAMESIREGO/QREGOII Zeros I Zeros I X'8000' lAs Specified# I 
129 I Omitted I Omitted I STATUS IREGO/QREGO II Zeros I Zeros I X'4000' lAS Specified# I 
130 I Omitted I Omitted I OmittedIREGO/QREGOII Zeros I Zeros IField OmittedlAs Specified# I 
~---~---------~---------~--------~----------~~--------_______ ~ _______________ i _____________ i ______________ ~ 

1* If an ~~SFLAG other than REGO or QREGO is specified, the expansion generates the same fields except I 
I that the MCSFLAG field contains tbe MCSFLAG specified and the high-order bit set to 1. I 
1# High order bit set to 1 to indicate a new format macro expansion (routing code and descriptor code I 
I fields exist). I L _________________________________________________________________________________________________________ J 

Figure 69. ROUTCDE, DESC, and MSCTYP combinations 
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B.I 

APPENDIX B: SUMMARY OF OPERANDS 

B.l Figure 70 indicates how each o~erand may te coded in the standard 
and, where applicable, in the list and execute forms of each macro 
instruction. For example, in ATTACH macro instruction the DCB o~erand 
may be coded in the standard <S) ferm using registers 2-12 or as an A­
type address constant, in the list (1) forre as an A-type address cen­
stant, and in the execute (E) form using registers 2-12 or as an RX-type 
address constant. Only the indicated methods of coding sheuld be used. 

Abbreviations Used in Figure 70 

Abbreviation 
Sym 
Dec Dig 

Register 

RX-type 

A-type 

Meaning 
Any symbol valid in the Assembler Language. 
Any decimal digits, up to the value indicated in 
the associated macro instruction description. If 
both SYM and DEC DIG are checked, an absolute 
expression is also allo~ed. 
A general register, always coded within paren­
theses, as follows: 

(2-12) - one of the general registers 2 through 12, pre­
viously loaded ~ith the right-adjusted value er 
address indicated in the macro instruction 
description. The unused high-order bits reust te 
set to zero. The register may be designated sym­
bolically or with an absolute expression. 

(1) - general register 1, previously loaded as indi­
cated above. The register can be designated cnly 
as (1). 

(0) - general register 0, previously loaded as indi­
cated above. The register can be designated only 
as (0). 
Any address that is valid in an RX-type instruc­
tion (for example, LA) may be designated. 
Any address that may be written in an A-type 
address constant may be designated. 

r-----------T------------------------------T--------~---------------------------------, 
I I I Written As I 
I I ~-----T-----T-----------------T-----T------~ 
I I I I I Register I I I 
I I I I ~-----T----~-----~· I I 
I Macro I I I Dec I (2- I I I RX I I 
I Instruction I Operands I Sym I Dig I 12) I (1) I (0) I type lA-type I 
~-----------+------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I ABEND Icompletion code I SIS I SIS I I I I 
I ~------------------------------+-----~-----~-----~-----~-----~-----~------~ 
I I DUMP Iwritten as shown I 
I ~------------------------------+------------------------------------------~ 
I I STEP I wri tten as shown I 
~-----------t------------------------------+------------------------------------------~ 
I ATTACH I ASYNCH= I YES or NO I 
I ~------------------------------t-----T-----T-----T-----T-----T-----T------~ 
I I DCB= I I I S E I I I E I S L I 
I ~------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I I DE= I I I S E I I I E I S L I 
I ~------------------------------t-----+-----+-----+-----+-----+-----+------~ 
I I DPMOD= I S LEI S LEI S E I I I I I 
I ~------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I I ECB= I I I S E I I I E IS' L I 
I ~------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I I EP= I S LEI I I I I I I 
I ~------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I I EPLOC= I I I S E I I I E I S L I L ___________ ~ ______________________________ ~ _____ ~ _____ ~ _____ ~ _____ ~ _____ ~ _____ ~ ______ J 

Figure 70 (part 1 of 5). Summary of operands 
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r~----------T------------------------------T------------------------------------------, 
I I I Written as I 
I I ~-----T-----T-----------------T-----T------~ 
I I I I I Register I I I 
I I I I ~-----T-----T-----~ I I 
I Macro I I I Dec I (2- I I I RX I I 
I Instruction I Operands I 8yrn I Dig I 12) I (1) I (0) I typelA-typel 
t-----------+------------------------------t-----t-----t-----t-----t-----t-----t------~ 

I ETXR= I I I 8 E I I I E I 8 L I 
~------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I G8PL= I I I 8 E I I I E I 8 L I 
~------------------------------t-----t-----t-----t-----t-----t-----+------~ 
I GSPV= IS L EI8 L EI S E I I I I I 
~------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I HIARCHY= I I S LEI I I I I I 
~------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I LPMOD= I 8 LEI 8 LEI 8 E I I I I I 
~------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I PARAM= I I I 8 E I I I E I 8 I 
~------------------------------t-----~-----~-----~-----~-----~-----~------~ 
I PURGE= I QUIE8CE, HALT, or NONE I 
~------------------------------t-----T-----T-----T-----T-----T-----T------~ 
I 8H8PL= I I I 8 E I I I E I 8 L I 
~------------------------------t-----t-----t-----t-----t-----t-----t------~ 
ISH8PV= 18 L EI8 L EI 8 E I I I I I 
~------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I STAI= I I I 8 E I I I E I 8 L I 
t------------------------------t-----~-----~-----~-----~-----~-----~------~ 
18 ZERO= I YE8 or NO I 
~------------------------------t-----T-----T-----T-----T-----T-----T------~ 
I TA8KLIB= I I I 8 E I I I E I S L I 
~------------------------------t-----~-----~-----~-----~-----~-----~------~ 

I IVL=l Iwritten as shown I 
t-----------t------------------------------t-----T-----T-----T-----T-----T-----T------~ 
I CALL lentry point name I 8 E I I I I I I I 
I t------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I laddress parameters I I I 8 E I I I E I 8 L I 
I ~------------------------------t-----~-----~-----~-----~-----~-----~------~ 
I I VL I wri tten as shown I 
I t------------------------------t-----T-----T-----T-----T-----T-----T------~ 
I I ID= I S E I 8 E I I I I I I 
t-----------t------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I CHAP I priority change value I S I 8 I 8 I I 8 I I I 
I t------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I Itcb location address I I I 8 I 8 I I 8 I I 
t-----------t------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I CHKPT I dcb address I I I 8 E I I I E I 8 L I 
I t------------------------------t-----t-----t-----t-----t-----t-----+------~ 
I Icheckid address I I I 8 E I I I E I 8 L I 
I ~------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I Icheckid length 18 L EI8 L EI 8 E I I I I I 
I t------------------------------t-----~-----~-----~-----~-----~-----~------~ 
I I CANCEL Iwritten as shown I 
t-----------t------------------------------t-----T-----T-----T-----T-----T-----T------~ 
I DELETE I DE= I I I 8 I I 8 I S I I 
I t------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I IEP= I 8 I I I I I I I 
I ~------------------------------t-----t-----+-----t-----+-----+-----t------~ 
I I EPLOC= I I I S I I 8 I 8 I I 
~-----------+------------------------------t-----t-----+-----t-----t-----+-----+------~ 
IDEQ Iqname address I I I 8 E I I I E I 8 L I 
I ~------------------------------t-----+-----+-----+-----+-----+-----t------~ 
I I rname address I I I 8 E I I I E I 8 L I 
I t------------------------------+-----t-----t-----+-----+-----+-----t------~ 
I Irname length 18 LEIS L EI 8 E I I I I I 
I t------------------------------+-----~-----~-----~-----~-----~-----~------~ 
I I STEP or SYSTEM I written as shown I 
I ~------------------------------+------------------------------------------~ 
I I RET=HA VE I wri t ten as shown I 
~-----------+------------------------------t-----T-----T-----T-----T-----T-----T------~ 
I DETACH Itcb location address I 8 I I 8 I 8 I I 8 I I 
I ~------------------------------+-----~-----~-----~----_~ _____ L _____ ~ ______ ~ 
I I STAE= I YES or NO I 
~-----------+------------------------------t-----T-----T-----T-----T-----T-----T------~ 
I DOM I MSG= I I I 8 I 8 I I I I 
I ~------------------------------+-----+-----+-----+-----t-----+-----+------~ 
I I MSGLIST= I S I I 8 I 8 I I 8 I I L ___________ ~ ______________________________ ~ _____ ~ _____ ~ _____ ~ _____ ~ _____ ~ _____ ~ ______ J 

Figure 10 (part 2 of 5). Summary of operands 
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r-----------T------------------------------T------------------------------------------, 'I I Written as I 
'I ~-----T-----T-----------------T-----T------~ 
I I I I I Register I I I 
I I , I t-----T-----T-----~ I I 
I Macro I I , Dec I (2- I I ,RX, , 
I Instruction I Operands , Sym I Dig I 12) I (1) I (0) I typelA-typel 
t-----------t------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I DXR I reg1 I SIS I I I I I I 
I ~------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I I reg2 I SIS I I I I I I 
t-----------t------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I ENQ I qname address I I I S E I I I E I S L I 
I t------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I I rname address I I I S E I I I E I S L I 
I t------------------------------t-----~-----~-----~-----~-----~-----~------~ 
I I E or S ,written as shown I 
I t------------------------------t-----T-----T-----T-----T-----T-----T------~ 
I Irname length IS LEIS L EI S E I I I I I 
I t------------------------------t-----~-----~-----~-----~-----~-----~------~ 
I I STEP or SYSTEM I written as shown I 
I t------------------------------t------------------------------------------~ 
I I RET= I TEST, USE or HAVE I 
t-----------t------------------------------t-----T-----T-----T-----T-----T-----T------~ 
,EXTRACT lanswer area address I I I S E I I I E I S L I 
I t------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I I tcb location address I I I S E I I I E I S L I 
I t------------------------------t-----~-----~-----~-----~-----~-----~------~ 
I I FIELDS= I refer to macro description I 
t-----------f------------------------------t------------------------------------------~ 
FR EEMA IN IE,L,R, or V Iwritten as shown I 

t------------------------------t-----T-----T-----T-----T-----T-----T------~ 
I A= (wi th E,L, or V) I I I S E I I I E I S L I 
t------------------------------t-----t-----t-----t-----t-----t-----+------~ 
I A= (with R) I I I SIS I I S I I 
t------------------------------t-----t-----t-----t-----t-----t-----+------~ 
I LA= I I I S E I I I E I S L I 
l-------------------------------t-----t-----t-----t-----t-----t-----+------~ 
I LV=(with E) IS LEIS L EI S E I I I I I 
l-------------------------------t-----t-----t-----+-----t-----+-----+------~ 
I LV= (with R) I SIS I S I I S I I I 
l-------------------------------t-----t-----t-----t-----t-----t-----f------~ 
ISP=(with E,L, or V) IS LEIS L EI S E I I I I I 
t------------------------------t-----t-----t-----t-----t-----t-----+------~ 
I SP= (wi th R) I SIS I S I I S I I I 

t-----------t------------------------------t-----~-----~-----~-----~-----~-----~------~ 
GETMAIN I code I refer to macro description I 

t------------------------------t-----T-----T-----T-----T-----T-----T------~ 
I A= I I I SE I I I E I S L I 
l-------------------------------t-----t-----t-----t-----t-----t-----+------~ 
I HIARCHY= I I S LEI I I I I I 
t------------------------------+-----+-----t-----+-----t-----t-----t----~-~ 
I LA= I I I S E I I Ii E I S L I 
t------------------------------t-----t-----t-----t-----t-----t-----t------~ 
I LV=(with E) IS LEIS L EI S E I I I I I 
l-------------------------------+-----t-----t-----+-----t-----t-----+------~ 
I LV= (wi th R) I SIS I S I I S I I I 
t-------------------·-----------t-----t-----t-----t-----t-----t-----+------~ 
ISP=(with E,L, or V) 'IS LEIS L EI S E I I I I j 
l---------------------~---------+-----t-----t-----+-----+-----t-----+------~ 
I SP= (with R) I SIS I S I I S I I I 

l------------+------------------------------t-----t-----t-----t-----+-----t-----+------~ 
I IDENTIFY I ENTRY= I I I sIS I I S I I 
I t------------------------------+-----+-----t-----t-----+-----t-----+------~ 
I IEP= I S I I I I I I I 
I l-------------------------------+-----t-----+-----t-----+-----t-----+------~ 
I I EPLOC= I I I S I I SIS I I 
l------------+------------------------------+-----t-----t-----t-----t-----t-----+------~ 
I LINK I DCB= I I I S E I I I E I S L I 
I l-------------------------------f-----t-----t-----t-----t-----t-----+------~ 
I I DE= , I I S E , I I E I S L I 
I l-------------------------------t-----t-----t-----t-----t-----t-----+------~ 
I I EP= I S LEI I I I I I I 
, l-------------------------------+-----t-----t-----+-----+-----+-----+------~ 
I I EPLOC= I , I S E I I I E I S L I l ___________ ~ ______________________________ ~ _____ ~ _____ ~ _____ ~ _____ ~ _____ ~ _____ ~ ______ J 

Figure 70 (part 3 of 5). Summary of operands 
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r-----------T------------------------------T------------------------------------------, 
1 1 1 Written as 1 
1 1 ~-----T-----T-----------------T-----T------~ 
1 1 I 1 1 Register 1 I 1 
1 I I 1 ~-----T-----T-----~ I 1 
1 Macro 1 1 I Dec I (2- 1 1 1 RX I 1 
I Instruction I Operands 1 8ym I Dig I 12) I (1) I (0) I type lA-type I 
~-----------t------------------------------+-----+-----t-----+-----t-----+-----+------~ 
1 I HIARCHY= I 18 LEI 1 1 1 I I 
1 ~------------------------------+-----+-----+-----t-----t-----+-----+------~ 
I I ID= 1 8 E 1 8 Ell I 1 I I 
1 ~------------------------------+-----t-----+-----t-----t-----+-----+------~ 
1 1 PARAM= 1 I I 8 Ell I E I 8 I 
1 ~------------------------------t-----~-----~-----~-----~-----~-----~------~ 
1 IVL=l I written as shown I 
~-----------t------------------------------+-----T-----T-----T-----T-----T-----T------~ 
I LOAD I DCB= - 1 1 I 8 I 8 I 1 8 I 1 
1 ~------------------------------t-----t-----+-----+-----t-----t-----+------~ 
I I DE= I 1 1 8 1 1 8 1 8 I I 
I t------------------------------+-----+-----+-----+-----+-----+-----+------~ 
1 IEP= I 8 I 1 I I I I I 
I ~------------------------------+-----t-----+-----+-----t-----+-----+------~ 
I I EPLOC= I I I 8 I I 8 I 8 I I 
I ~------------------------------+-----t-----+-----+-----+-----t-----+------~ 
I I HIARCHY= I I 8 I I I I I I 
~-----------t------------------------------t-----t-----+-----+-----t-----+-----+------~ 
I P08T I ecb address I I I 8 I 8 I I 8 I I 
1 ~------------------------------+-----t-----+-----t-----+-----+-----t------~ 
1 I comp1etion code 1 8 1 8 I 8 I I 8 I I I 
~-----------t-------------------~----------+-----t-----+-----+-----t-----+-----+------~ 
1 RETURN 1 (reg 1, reg 2) 1 1 8 1 I I 1 I 1 
1 ~------------------------------+-----~-----~-----~-----~-----~-----~------~ 
I IT Iwritten as shown I 
I t------------------------------t-----T-----T------------------------------~ 
I 1 RC= I 8 I 8 lor (15) I 
~-----------+------------------------------+-----+-----t-----T----~-----T-----T------~ 
18AVE 1 (reg 1, reg2) 1 1 8 I I I I I 1 
I ~------------------------------t-----~-----~-----~-----~-----~-----~------~ 
liT 1 written as shown I 
1 ~------------------------------+------------------------------------------~ 
1 1 identifier name I character string or* 1 
~-----------+------------------------------t-----T-----T-----T-----T-----T-----T------~ 
18EGLD I external segment name 1 8 1 I 1 I 1 I 1 
~-----------t------------------------------t-----+-----t-----+-----t-----+-----t------~ 
18EGWT 1 external segment name I 8 I I I I- 1 I I 
t-----------+------------------------------t-----t-----t-----t-----t-----+-----+------~ 
8 NAP I DCB= I 1 I 8 E I I I E I 8 L I 

~------------------------------+-----+-----t-----t-----+-----+-----t------~ 
1 ID= I 8 LEI 8 LEI 8 Ell I I I 
~------------------------------t-----t-----t-----+-----t-----+-----+------~ 
I LI8T= I I 1 8 Ell I E I 8 L 1 
t------------------------------t-----~-----~-----~-----~-----~-----~------~ 
1 PDATA I refer to macro description I 
~------------------------------t------------------------------------------~ 
I 8 DATA I refer to macro description 1 
t------------------------------t-----T-----T-----T-----T-----T----~------~ 
1 8TORAGE I I I 8 E I I I E I 8 L 1 
~------------------------------t-----+-----+-----+-----t-----+-----t------~ 
I TCB= I - I I 8 E I I I E I 8 I 

~-----------t------------------------------t-----+-----t-----+-----t-----+-----t------~ 
18PIE 1 interruption exit address I I I 8 E I I I E I 8 L I 
I ~------------------------------t-----t-----+-----t-----t-----+-----t------~ 
I I interruptions I 18 L EI 1 I I I I 
~-----------t------------------------------t-----+-----+-----t-----t-----+-----t------~ 
18TAE I exit address I I I 8 E I I I E I 8 L I 
I ~------------------------------+-----~-----~-----~-----~-----~-----~------~ 
I IOV or CT I wri tten as shown I 
I ~------------------------------t-----T-----T-----T-----T-----T-----T------~ 
I 1 PARAM= I I I 8 E I I I E I 8 L I 
I t------------------------------+-----~-----~-----~-----~-----~-----~------~ 
I I A8YNCH= I YE8 or NO I 
J ~------------------------------+------------------------------------------~ 
1 I PURGE= I QUIE8CE, HALT, or NONE I 
I t------------------------------t------------------------------------------~ 
I I XCTL= IYE8 or NO I L ___________ ~ ______________________________ ~ __________________________________________ J 

Figure 70 (part 4 of 5). Summary of operands 
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r-----------T------------------------------r----------------------------------'----------, 
I I I written as I 
I I t-----T-----T---------,------- -T-----T------~ 
I I I I I Register I I I 
I I I I I------T-----T-----~ I I 
I Macro I I I Dec I (2- I I I RX I I 
I Instruction I Operands I Sym I Dig I 12) I (1) I (0) I typelA-typel 
~-----------+------------------------------+-----~-----~-----~-----~-----~-----~------~ 
I STATUS ISTOP or START Iwritten as shown I 
I I-------------------------------+-----------T-----T-----------T-----T------~ 
I I TCB= I I S I I S I I 
1------------+------------------------------+-----------~-----~-----------~-----~------~ 
ISTlMER I REAL, TASK or WAIT Iwritten as shown I 
I I-------------------------------+------T-----T-----T-----T-----T-----T------~ 
I Itimer completion exit addr I I I S I I SIS I I 
I 1-------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I I BINTVL= I I I SIS I I S I I 
I 1-------------------------------+-----+-----+-----+-----+-----+-----+---,---~ 
I I DINTVL= I I I SIs I I S I I 
I 1-------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I ITOD= I I I SIS I I S I I 
I 1-------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I I TUINTVL= I I I SIS I I S I I 
I------------+-------------------------------+-----~-----~-----~-----~-----~-----~------~ 
I TIME IDEC or BIN or TU Iwritten as shown I 
I 1-------------------------------+------------------------------------------~ 
I IMIC Iwritten as shown I 
I I-------------------------------+-----T-----T-----T-----T-----T-----T------~ 
I I address I I I S I I SIS I I 
I------------+------------------------------+-----~-----~-----~-----~-----~-----~------~ 
ITTIMER I CANCEL Iwritten as shown I 
I------------+------------------------·------+-----T-----T-----T-----T-----T-----T------~ 
I WAIT Inumber of events I SIS I S I I S I I I 
I WAITR 1---------------------.----------+-----+-----+-----+-----+-----+-----+------~ 
I I ECB= I I I SIS I I S I I 
I 1-------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I I ECBLIST= I I I SIS I I S I I 
t-----------+-------------------------------+-----~-----~-----~-----~-----~-----~------~ 
I WTL I message I any message within apostrophes I 
1------------+------------------------------+------------------------------------------~ 
I WTO I message I any message wi thin apostrophes I 
I I-------------------------------+-----T-----T-----T-----T-----T-----T------~ 
I I ROUTCDE= I I S L I I I I I I 
I 1-------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I I DESC= I I S L I I I I I I 
I------------+------------------------------+-----~-----~-----~-----~-----~-----~------~ 
I WTOR I message I any message within apostrophes I 
I I-------------------------------+-----T-----T-----T-----T-----T-----T------~ 
I Ireply address I I I S E I I I E I S L I 
I I----------------------------~--+-----+-----+-----+-----+-----+-----+------~ 
I I length of reply IS LEIS L EI S E I I I I I 
I 1-------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I lecb address I I I S E I I I E I S L I 
I I-------------------------------+-----t-----t-----+-----t-----+--~--+------~ 
I I ROUTCDE= I I S L I I I I I I 
I I-------------------------------t-----+-----+-----+-----+-----+-----+-----~~ 
I I DESC= I I S L I I I I I I 
I------------t------------------------------+-----+-----+-----+-----+-----+-----+------~ 
XCTL I (reg 1, reg 2) I I S E I I I I E I S I 

1-------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I DCB= I I I S E I I I E I S L I 
I-------------------------------+-----t-----t-----t-----t-----+-----+------~ 
IDE= I I I S E I I I E I S L I 
1-------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I EP= I S LEI, I I I I I I 
1-------------------------------+-----+-----+-----+-----+-----+-----+------~ 
I EPLOC= I I I S E' I I I E I S L I 
I-------------------------------+-----t-----+-----t-----+-----+-----+------~ 
I HIARCHY= I IS LEI I I I I I 
I-------------------------------t-----+-----+-----+-----t-----+-----+------~ 
IPARAM= I I I E I I I E I I l ___________ ~ ______________________________ ~ _____ ~ ____ -~----_~ _____ ~ _____ ~ _____ ~ ______ J 

Figure 70 (part 5 of 5). Summary of operands 
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To help you find the information quickly 
and easily, the entries in this index refer 
to paragraph numbers rather than to page 
numbers. Each paragraph number is composed 
of two parts separated by a point. The 
first part denotes the chapter number; the 
second part denotes the sequential position 
of the paragraph within the chapter. For 
example, the index entry "writing to the 
hard copy log 5.80-84" indicates that the 
information can be found in paragraphs 80 
through 84 of chapter 5. For your 
convenience, the upper left corner of every 
left-hand page in this book contains the 
number of the first paragraph on that page. 

Indexes to Systems Reference Library 
publications are consolidated in IBM 
System/360 Operating System: Systems 
Reference Library Master Index, GC28-6644. 
For additional information about any 
subject listed below, refer to other 
publications listed for the same subject in 
the Master Index. 

ABEND macro instruction 5.156-192 
abnormal condition handling 

by 5.156-198 
coding in MFT without subtasking 10.1 
coding in MVT and MFT with 
subtasking 11.1 

completion code 5.163,10.3,11.4 
interception 

by STAE 5.166-183 
by STAI 5.184-185 
obtaining a dump 5.186-194,10.4,11.5 
STEP operand 5.161,11.6 

abnormal condition 5.156-192 
abnormal termination routine 5.157 
attempting error recovery 

from 5.166-183 
detection of 5.157 
handling 5.156-198 

by ABEND 5.159-161 
abnormal termination 

interception of 5.166-185 
from program interruption 5.173 
restart after 22.1 
routine 5.157 
of subtask 5.184-185 
of task 5.166-183 

additional entry points 5.2-6 
in ATTACH 12.1 
in IDENTIFY 54.1 
in LINK 55.1 
in LOAD 58.2 
in XCTL 96.1 

address parameters 2.34 

ATTACH macro instruction 
coding in MFT with subtasking 13.1 
coding in MFT without subtasking 12.1 
coding in MVT 14.1 
with DETACH 30.1,31.1 
ECB operand 2.119,4.5-9,5.163,12.10, 

13.14,14.15 
ETXR operand 2.119-120,4.5-9,5.163, 
12.11,13.15,14.16 

with IDENTIFY 54.1 
STAIoperand 5.184,14.23 
STAI retry routine 5.183-185 
SZERO operand 14.22 

base register 
initial 2.5 
permanent 2.15 

BINTVL (tinary interval operand) 5.55 
tranching tatle 

example of 2.52 
use when passing control with 
return 2.52 

CALL macro instruction 2.44-49 
coding 17.1 
creating pararreter list for LINK, 

ATTACH, and XCTL 18.1 
passing control using 2.46-49 
results of expansion 2.49 

calling program, definition of 2.2 
calling sequence identifier 5.8 
canceling the current STAE 
request 5.171,72.3,72.9 

CANCEL o{:erand 
(see also timing services) 
in CHKPT 22.15 
in TTIMER 5.54,82.2 

CHAP macro instruction 3.20-31,21.1 
(see also priority) 

characteristics, load module 2.25-27 
checkpoint and restart 7.1 
checkpoint data sets 22.4 

defining 22.6 
CHKPT macro instruction 22.1 

CANCEL operand 22.15 
return codes 22.16 

CLASS parameter of JOB statement with 
MFT 3.24 

coding aids 8.6 
command scheduler corrIrlunications parameter 
list address 5.44,39.5 

completion code 
(see also return code) 
in ABEND 5.163,10.3,11.4 
in ATTACH 14.27 
in event control block 

(ECB) 12.10,13.14,14.15 

Index 235 



in POST 59.2 
in task control block (TCB) 5.43,11.4 

COND of:erand 
in EXEC statement 2.61,5.158 
in JOB statement 2.61,5.158 

conditional requests 
from DEQ 5.25-31,26.8 
from ENQ 5.25-31,35.13 
from GETMAIN 6.14-16,46.7 

configurations of the operating 
system 1.3-4 

control program options 8.5 
core image dump 5.196-198,65.1,66.1 
core storage (IBM 2361 Core Storage) 

(see main storage hierarchy sUff:0rt) 

DCB operand 
in ATTACH 2.74,12.7,13.11,14.10 
in LINK 2.74,55.7 
in LOAD 2.74,58.7 
in XCTL 2.74,96.8 

DD statement, SYSABEND or 
SYSUDUMP 10.4,11.5 

DE operand 
in ATTACH 2.74,12.6,13.10,14.9 
in LINK 2.74,55.6 
in LOAD 2.74,58.6 
in XCTL 2.74,96.7 

DELETE macro instruction 2.115,25.1 
DEQ macro instruction 26.1 

proper use of 5.25-39 
using the list and execute forms 6.42 

DESC operand 5.71 
in WTO 88.3,5.71,89.7 
in WTOR 93.8 

descriptor codes A.3-4 
causing an * in the message 5.71,88.3 

designing programs, requirements 
for 2.1-129 

DETACH macro instruction 4.5,4.9,5.163 
coding in MFT 30.1 
coding in MVT 31.1 

DINTVL operand 5.55 
in MFT 77.7 
in MVT 78.8 

dispatching priority 3.10-31 
(see also priority) 
available in task control block 5.43 
changing 3.21,21.1 
computing 3.12,3.18 
definition of 3.10 
DPRTY parameter of EXEC 
statement 3.12-13 

of partitions 3.27 
specifying 13.20,14.12 

disposing of the message to the operator 
(with MCS> 5.71 

DOM macro instruction 5.90,33.1 
DPMOD operand 3.18 

in MFT 13.19 
in MVT 14.12 

DUMP 5.186-198 
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ABEND 5.188-194,10.4,11.5 
core image 5.196-198 

indicative 5.195,10.4 
requirements 5.186-198 
SNAP 5.188-194 

in MFT 65.1 
in MVT 66.1 

DUMP operand in ABEND 5.188,10.4,11. 
DXR rracrc instruction 5.125-139,34.1 
dynamic structure 2.22,2.27 

ECB (see event control block) 
ECB operand 

with ATTACH 12.10,13.14,14.15 
effect on task termination 5.161 
with POST 59.1 
with WAIT 83.3 

element type (E) explicit request for main 
storage 6.11,46.4,47.4 

end-of-task exit routine 5.45 
in MFT without subtasking 12.11 
in MFT with subtasking 13.15 
in MVT 14.16 

ENQ macro instruction 
coding 35.1 
control program processing of 5.17-21 
controlling load module use 2.114 
exclusive control 5.16,35.8 
prof:er use of 5.22-39 
requesting control of a 

resource 5.11-16,35.1 
restriction on qname 

parameter 5.14,35.6 
shared control 5.16-39,35.9 
testing for simultaneous resource 

use 5.11 
unconditional request 35.13 

entry point identifier 
defined 5.7 
specified in 
instruction 

specified in 
instruction 

entry points 
added 

SAVE macro 
2.10,5.7,61.5 

GTRACE macro 
50.2 

in ATTACH 12.1,13.1,14.1 
ty IDENTIFY 5.3-4,54.1 
in LINK 55.1 
in LOAD 58.2 
·in XCTL 96.1 

restrictions for additional 5.5 
EP operand 2.74-82 

in ATTACH 12.4,13.8,14.7 
in DELETE 25.2 
in IDENTIFY 54.3 
in LINK 55.4 
in LOAD 58.4 
in XCTL 96.5 

EPLOC operand 2.74-82 
in ATTACH 12.5,13.9,14.8 
in DELETE 25.2 
in IDENTIFY 54.3 
in LINK 55.5 
in LOAD 58.5 
in XCTL 96.6 

ETXR operand 



in ATTACH macro 
instruct.ion 12.11,13.15,14.16 

use in MFT without subtasking 2.119-120 
use in MVT and MFT with 

subtasking 4.5-6,5.163 
use in termination 5.163 

event control block (ECB) 
in ATTACH 12.10,13.14,14.15 
creation of 4.13 
diagram of 4.11 
in POST 59.1 
reusing 4.13 
in WAIT 83.1 
use with ATTACH, POST, and WAIT 4.10-14 

EXEC statement, PARM field 2.21 
execute form of macro 
instructions 16.40-42,9.3-4 

execution, selection of job steps for 6.2 
exit routines 

end-of-task exit routine 
(ETXR) 12.11,13.15,14.16 

program interruption exit routine 69.1 
specifying a task atnormal exit 
routine 72.1 

task abnormal exit routine 72.1 
timer completion exit routine 77.6,78.7 

explicit requests 
for main storage 6.6-32 
for a resource 5.16-21 

extended-precision floating-~oint 
simulation 5.125-155 

EXTRACT macro instruction 
coding in MFT without subtasking 38.1 
coding in MVT and MFT with 

subtasking 39.1 
determining current dispatching 
priority 3.20,5.43 

determining initial dispatching 
priority 5.43 

determining limit priority 3.20 
requires an answer area 5.46,39.5 
used to obtain information from the task 

control block 5.43 
using FIELDS=ALL 5.46 
warning for using task control 

block 4.5,4.9 

FIELDS operand (see EXTRACT) 
flag, save area 2.57 
FREEMAIN macro instruction 

coding in MFT 42.1 
coding in MVT 43.1 
releasing subpools 6.32 
restriction regarding subpool 0 6.24 
returning control of main 
storage 6.7,6.32 

GETMAIN macro instruction 
coding in MFT 46.1 
coding in MVT 47.1 
creating subpools 6.29 
explicit request for main 
storage 6.6-32 

example 6.15 
specifying length of Irain 
storage 6.10-13 

types of 6.9-14 
GSPl operand of ATTACH 3.7,6.30,14.19 
GSPV operand of ATTACH 3.7,6.30,14.18 
generalized trace facility (GTF) 5.96-99 
GTRACE macro instruction 5.96-99,50.1 

return codes 50.3 

halting I/O 
in ATTACH 14.24 
in STAE 72.15 

hard co~y log 5.80-84 
BIARCHYoperand 6.54-55 

in ATTACH 12.13,13.17,14.11 
in GETMAIN 46.12,47.14 
in LINK 55.11 
in LOAD 58.8 
in XC'll 96.9 

hierarchies, main storage 6.51-57 
examples using 

hierarchy 0 6.15 
hierarchy 1 6.23 

IDENTIFY macro instruction 54.1 
adding entry foints 5.3-4 
restrictions 5.3 
return codes 54.4 

identify option 5.2 
implicit requests for main storage 6.33-47 

ATTACH 6.33,6.45 
LINK 6.33,6.45 
leAD 6.33,6.45 
OPEN 6.33 
XCTL 6.33,6.45 

imprecise interruptions 5.116-122 
indicative dump (MFT) 5.195 
instruction length code (ILC) 5.116 
interlock situation 5.32-39 
interruptions 5.100-122 

(see also prograw interruption 
processing) 

imprecise 5.116-122 
precise 5.116-122 

interval timing 5.54-64 

job class 6.2 
jot litrary 2.65-10,2.106 
job pack area 2.12-104 
jot priority 

effect on execution 6.3 
specifying 3.12-31 

job step termination 5.164,11.6 

library 
definition of 2.65 
job 2.65-70,2.106 
link 2.66-106 
private 2.69 
step 2.67-86 
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limit priority 3.12 
(see also priority> 

link library 2.66-106 
LINK macro instruction 2.98-106 

coding 55.1 
difference from CALL macro 
instruction 2.101 

implicit request for main 
storage 6.33,6.45 

responsibility count 2.103 
similarity to CALL macro 
instruction 2.100 

use in passing control with return 2.98 
use with BLDL 2.105 
use with the jot litrary 2.104 
use with the link library 2.104 
use with a private library 2.104 
use with a step library 2.104 

link pack area (MVT> 
contents of 6.49 
placing modules in 6.36 
searching 2.73 

linkage conventions 2.4-20 
linkage registers 2.16-20 

entry pOint register 2.20 
parameter registers 2.17 
return address register 2.19 
save area register 2.18 

list form of macro 
instructions 6.40-42,9.2-4 

list, parameter list creation by CALL 18.1 
list type (L) explicit request for main 
storage 6.12 

LOAD macro instruction 2.93-97,58.1 
load module 

(see also dynamic structure; overlay 
structure, planned; simple structure> 

attributes 2.89 
characteristics 2.28 
copy 

finding a usable 2.73-86 
using an existing 2.87-92 

execution 
parallel 2.28 
serial 2.28-29 

management 6.34-47 

log 

nonreusable 2.89 
temporarily 6 .• 47 

reenterable 6.35-38 
serially reusable 2.88 
structures 2.22-29 

hard copy 5.80-84 
system 5.85-88 
WTL 5.81-88 

LPMOD operand in ATTACH 3.18,13.18,14.11 

machine-check handler 6.37 
macro definition listing 8.3 
macro instructions defined 

elsewhere 8.13-16 
main storage 

blocks 
assignment 6.9,6.20 
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size 6.22 
control 6.20-50 
efficient use of 6.5 
example of assignment 6.23 
fragmentation 6.44-47 
hierarchies 6.51-57 
management 6.1-57 

(see also GETMAIN; FREEMAIN; subpool) 
release 6.48-50 
requests 

conditional 6.14-16 
control program 6.4 
explicit, via GETMAIN 6.6,6.15,6.20 
implicit 6.4,6.33 
unconditional 6.14-16 

reuse 6.49 
main storage hierarchy support 6.51-57 

hierarchies 6.51 
overrun 6.57 
use with Model 50 6.57 

masking program interruptions 
with SPIE 69.1 

rraster console operator answering a 
WTOR 5.75 

reessage deletion 5.89-90 
message identifier 5.73,89.9 
rressage output class, specified by MSGCLASS 
parameter 5.18 

rressages 
(see also writing to the operator; WTO; 
WTCR) 

to the operator 5.65-75 
to the programmer 5.76-79;88.2 

Model 65 interruptions 5.116-118 
~odel 61 interruptions 5.116-118 
Model 75 interruptions 5.116-118 
~odel 85 interruptions 5.116-118 
Model 91 interruptions 5.116-122 

during decimal simulation 5.123-124 
Model 195 interruptions 5.116-122 
~ODIFY command 5.91-5.94 
MSGCLASS parameter of the JOB 

statement 5.78 
rrultiple console support (MCS) 

(see descriptor codes; hard copy log; 
message deletion; routing codes; system 
log) 

new line control character, restriction 
with WTO 5.66 

nonreenterable load modules 6.43-41 
nonreusable load modules 2.89,2.115-116 

obtaining information from the task control 
block 5.40-46 

cld program status word (OPSW) 5.111 
operator communications 5.91-5.95 
cptions, control program 8.5 
originating task, definition of 3.5 
OV operand of STAE 5.171 
overlap of task execution 3.4 
cverlay of a STAE request 5.111 
overlay structure, planned 



advantages of 6.46 
definition of 2.26 
passing control in 2.62 

overrun, with main storage hierarchy 
support 6.57 

pack areas (see job pack area; link pack 
area) 

parallel execution of a job step, 
definition of 3.4 

parameter list 
with CALL 2.46-49,18.1 
handling of 2.38-39 
inline 2.45-49 
with LINK 2.104,55.8 
from PARM field 2.38 
with XCTL 2.126,96.10 

parameters (see parameter list; linkage 
registers) 

PARM field 2.21 
partitions (MFT) 6.2 
passing control 

(see also ATTACH; LINK; XCTL) 
in a dynamic structure 2.63,2.98-129 
loading the module 2.64-129 

with return 2.36-49 
without return 2.31-35 

in a planned overlay structure 2.62 
in a simple structure 2.30-61 

with return 2.40-60 
without return 2.31-39 

PICA (program interruption control 
area) 5.103-108,69.8 

PIE (program interruption 
element) 5.107-108 

planned overlay structure (see overlay 
structure, planned) 

POINT macro instruction, in a reenterable 
load module 6.39 

POST macro instruction 4.10-13,59.1 
precise interruptions 5.116-122 
priority 

assigning 3.10-22,13.19,14.11 
changing 3.21-22,21.1 
dispatching 3.10-22,5.43 
initial dispatching 3.18 
limit 3.10,5.43 
of partitions 3.25-27 
subtask 3.18-122 
task 3.10-17 

private library 
definition of 2.69 
searching 2.69-86 

program exceptions 5.100 
(see also program interruption 
processing) 

program interruption control area 
(PICA) 5.103-108,69.8 

program interruption element 
(PIE) 5.107-108 

program interruption processing 5.100-122 
imprecise interruptions 5.116-122 
precise interruptions 5.116-122 
standard control program exit 

routine 5.101 
user exit routine 5.101-115 

for imprecise interruptions 5.122 
register contents when control 
gained 5.109 

program management 2.1-129 
Frograrr. management services 5.1-198 

(see also abnorrral conditions; 
additional entry points; calling 
sequence identifiers; deleting 
messages; dump; entry point identifier; 
obtaining information from the task 
control block; processing program 
interruptions; serially reusable 
resources; timing services; writing to 
the hard copy log; writing to the 
operator; writing to the system log) 

protection, of serially reusable 
resources 5.9-39 

IQEDIT 5.93-5.94 
qname operand of ENQ, restriction 
on 5.14,35.6 

read-only load module (see reenterable load 
module) 

REAL parameter of STIMER 5.57-58,77.3,78.4 
reducing main storage required for a job 
step 6.20- 32 

reenterable load modules 2.118,6.35-38 
in ~FT with subtasking 2.90 
in MVT 2.88-89 

reentera~le macro instructions 6.39-42 
refreshable load module 6.38 
regions (MVT) 

controlling 6.3 
extending by rollout/rollin 6.3 
specifying si ze on EXEC statement 6.3 
specifying size on JOB statement 6.3 

register type (R) explicit request for main 
storage 6.10,46.5,47.6 
regist~rs 

(see also base register; linkage 
registers; reenterable macro 
instructions) 

specifying 8.9 
releasing main storage 6.48-50 

(see also DEQ; FREEMAIN) 
reply, (see WTOR) 
resident reenterable module area 2.73,2.92 
resource 

conditionally requesting, via 
ENQ 5.25,35.13 

control 5.13-39 
duplicate request for, definition 
of 5.23 

releasing control of with 
DEQ 5.24-39,26.1 

request for, causing interlock · 5.32-39 
serially reusable 5.9-12 
uncopditionally requesting, via 

ENQ 5.25-31,35.13 
responsi~ility count 

Index 239 



ensuring that the proper one is 
lowered 2.128-129 

lowering it vi'a the control 
program 2.129 

lowering it via DELETE 2.129,25.1 
with release of main storage 6.48 

restart 
automatic 22.1 
deferred 22.3 

RET operand 35.13 
RET=CHNG 5.28 
RE T= HAVE 5.29 
RET=TEST 5.26 
RET=USE 5.27 

return code 2.51-52 
and ATTACH 3.6,14.27 
from BLDL. 2.83 
with branching table 2.52 
and COND operand 2.61 
in ECB 4.12 
with ENQ 5.26-29,35.14 
example of use of 2.52 
with GETMAIN 6.14,46.13,47.15 
with IDENTIFY 5.4,54.4 
requirements 2.51 
from STAE 5.176,72.18 

return of control 
of CPU 2.53-61,2.98-129 

(see also RETURN) 
of main storage 

(see FREEMAIN) 
of resource 

(see DEQ) 
RETURN macro instruction 2.57-60,60.1 

examples of 2.59-60 
with simple structure load 

module 2.57-60 
returning control 

responsibility count 2.127-129 
using a branch instruction 2.122-124 
using the control program 2.117-129 
using RETURN macro instruction 2.57-60 
when ATTACH was used 2.118-119 
when LINK was used 2.118 
without using the control 

program 2.122-124 
returning control in a simple 
structure 2.53-61 

reusability 2.87-97 
rname operand of ENQ 5.13-14,35.1 
rollout/rollin 6.3 
routing codes (with MCS) 5.70,99.1 
routing the message to the operator (with 

MCS) 5.65-75 

save area 
chaining 2.15,2.18,5.191 
description of 2.6-14 
flag 2.57,2.59 
format 2.1 
provision of 2.11-14 
register 2.12,2.18 

SAVE macro instruction 2.9,61.1 
saving registers 2.6-14 
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providing a save area 2.11-14 
save area chaining 2.15,2.18,5.91 
save area format 2.7 

searching for a usable copy of the load 
module 2.73-97 

effect of DE operand on 2.82-86 
effect of EF operand on 2.16.-81 
effect of EPLOC operand on 2.76-81 
order of search 2.73-92 
use of BLDL with DE 2.84 

SEGID macro instruction 63.1 
SEGWT macro instruction 64.1 
sequence identifier, calling 5.8 
serial execution of a load module 2.28-124 
serially reusable load module 2.113-120 

restriction on using LINK macro 
instruction 2.98 

using ENQ macro instruction 2.114 
serially reusable resource 5.9-12 
shared control, (see ENQ macro instruction) 
SHSPL operand of ATTACH 3.7,6.28,14.21 

(see also main storage management) 
SHSPV operand of ATTACH 3.7,6.28,14.20 

(see also main storage management) 
simple structure 2.25-61 

definition of 2.25 
passing control with return 2.40-49 
passing control without return 2.36-39 
returning control 2.53-61 
returning control to the contrel 

};rogram 2.61 
simulator, extended-precision 
floating-point 5.125-155 

SNAP macro instruction 5.188-193 
allowing for a variable-length parameter 
list 9.5 

coding in MFT 65.1 
coding in MVT 66.1 

SPIE macro instruction 
coding 69.1 
description 5.101-102 
with DXR macro instruction 34.1 
example 5.106 
program interruption control area 

(PICA) 5.103-106,69.8 
program interruption element 

(PIE) 5.107-108 
STAE exit routine 5.166-183 

conditions when not executed 5.177 
register contents when control 
received 5.178-179 

restriction on use of STAE and 
ATTACH 5.168 

return codes 
work area (figure) 5.178 

STAE macro instruction 
canceling current STAE 5.175,72.9 
coding 12.1 
example 5.174 
exit routine 5.t66-183 
intercepting abnormal 
termination 5.166-183 

OV operand 5.175,72.10 
overriding ABEND 5.159 
register contents'after execution 5.176 



XCTL operand 5.172,5.174,72.13 
STAE retry routine 5.182 
STAI operand of ATTACH 5.184,14.23 
STAI retry routine 5.185 
STATUS macro instruction 4.15-16,75.1 
STAX macro instruction 5.115 
STEP operand 

of ABEND 5.161,11.6 
of ENQ 5.14 

STIMER macro instruction 
canceling during ABEND 5.162 
coding 77.1 
establishing a time interval for a 
task 5.54-64 

example 5.59 
specifying how to decrement the 

interval 5.57 
STOP command 5.91-5.94 
structure, load module 

(see dynamic structure; load module; 
overlay structure, planned; simple 
structure) 

subpool 
creation 6.23-25,6.29 
exclusive use 6.25-30 
handling 

by ATTACH 6.28-31 
by GETMAIN 6.28-31 
MFT with subtasking 6.18 
MFT without subtasking 6.17 
under MVT 6.19-31 

ownership 6.28 
restriction on transfer 6.30 

sharing 6.28,6.31 
in task communication 6.32 

subpool 0 6.18,6.23-28 
subpool 240 6.18 
subpool 255 6.18 
subtasking 

MFT systems with 3.25-27 
MFT systems without 3.24 

subtasks 
communication among 4.5-9 
creating 3.18 
definition of 3.5 
hierarchy 4.2-4 
priority 3.18-22 
termination 4.5-9 

SYSABEND DD statement 
if omitted 5.190 
providing 5.190-192 

system log 
alternate data set defined 5.86 
data sets 5.85-86 
definition of 5.85 
primary'data set defined 5.86 
using, via WTL macro 
instruction 5.87-88 

system message blocks (SMBs) 5.77 
SYSTEM operand of ENQ 5.14,35.12 
SYSUDUMP DD statement 

if omitted 5.190 
providing 5.190-193 

SZERO operand of ATTACH 6.28,14.22 

task 
communication among 4.5-9 
creation 3.1-31 
hierarchy 4.1-4 
management 4.1-16 
priority 3.10-22 
signaling task termination 4.5-9 
termination 4.5-9 

task control block (TCE) 
address 3.8 
completion code in 4.7 
obtaining information from 5.40-46 
removal from system 4.5 
subtask for 4.5 
warning for using with CHAP, EXTRACT, 

DETACH 4.9 
task input/output table (TIOT) address in 

task control block 5.44 
TASK parameter of STIMER 5.57,77.4,78.5 
TCB (see task control block) 
TI~E macro instruction 5.48-53,80.1 

EIN operand 5.53,80.5 
DEC operand 80.4 
MIC operand 80.7 
TU operand 5.53,80.6 

time slicing 3.23-31 
effect on using ATTACH and CHAP 3.29 
in MFT with subtasking 3.25-27 
in MFT without subtasking 3.24 
in MVT 3.28-31 

time stamping for the hard copy log 5.83 
timing services 

date and time of day 5.48-50 
interval option 5.47 
interval timing 5.54-64 

example of interval timing 5.59 
time optio'n 5.47 

TOD (time-of-day clock) 5.51-52 
trace facility, generalized 5.96-99 
trace, save area 2.12 
trace tatle 5.194 
TTIMER macro instruction 

canceling time remaining in a time 
interval 5.54,82.2 

coding 82.1 
testing time renaining in a time 
interval 5.54 

TUINTVL (timer unit interval) 5.55,78.10 

UNPK instruction 
example 5.49 
use with time option 5.50 

use count, (see responsibility count) 

variable type (V) explicit request for main 
storage 6.13-14,46.6,47.7 

wait condition 
from ATTACH, LINK, XCTL 2.88 
effect of 4.12 
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from ENQ 5.17-31 
from STlMER 5.57 
from WAIT 4.10-14 

W~IT macro instruction 4.10-14,83.1 
WAIT parameter of STIMER 5.57,77.5,78.6 
w~iting to the hard copy log 5.80-84 
w~iting to the operator 5.65-75 

using WTO macro instruction 5.65-72 
using WTOR macro 
instruction 5.65,5.73-75 

writing to the programmer 5.76-79 
writing to the system log 5.85-88 
WTL macro instruction 5.87-88,85.1 
WTO macro instruction 5.65-72,88.1,89.1 

DESC operand 5.72,88.3,89.7 
example 5.72 
multiple-line form 5.66-69 
ROUTCDE operand 5.72,88.3,89.6 
used to write to the hard copy log 5.82 
used to write to the 

programmer 5.76-79,88.3 
WTOR macro 

instruction 5.65,5.73-75',92.1,93.1 
with abnormal termination 5.162 
example 5.74 
used to write to the hard copy log 5.82 
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used to write to the 
~rogrammer 5.76-79,92.2 

XCTL macro 
instruction 2.121,2.125-129,96.1 

and directory entries 6.45 
EF, EPLOC, DE operands 2.74 
implied request for storage 6.33 
in MFT without subtasking 2.91 
not using with branch 2.121 
passing control without 
return 2.121-129 

protecting against unusable co~y 2.122 
and responsibility count 2.127-129 
similarity to LINK 2.127-128 
with main storage hierarchy 

support 6.54 
XCTL operand of STAE 5.172,72.13 

2361 Core storage 
hierarchies 6.51 
Models 1 and 2 6.51 
specifying, in GETMAIN (example) 6.42 
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